ELEC6214 Advanced Wireless Communications Networks and Systems S Chen

Revision of Lecture Eight

e Baseband equivalent system and requirements of optimal transmit and receive
filtering: (1) achieve zero ISI, and (2) maximise the receive SNR

e [ hree detection schemes:

— Threshold detection receiver, matched filter receiver and correlation receiver

— They are equivalent and all based on the principle of maximising the receive SNR
— Detector is important, as every communication system has one

— So you should know detector schematic diagrams and how they work

e Last component of modem receiver: demapper

e Note that maximising receive SNR is directly linked to minimum detection error,
and in next two lectures we analyse performance of the system

— Specifically, we analyse bit error ratio of the system in AWGN and fading channels
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Performance in AWGN

e In AWGN channel, sampled quadrature (I or Q) component of receive signal is
Tk = Tk + Nk = GoTk + Nk

— xp: transmitted symbol at k, go: known CSI (for coherent system) and may be assumed gy = 1

e With optimal transmit & receive filtering as well as channel G.(f) = 1,
Grx(f) = Gox(f) and Grx(f)Grx(f) is required Nyquist filter

— Note that

U/ Grel£)1%df = 1 /°|Gnuw2wamuw%ﬁzl

— Thus, received noise sample n; has power
Ny [ Ny
Pv=ol==" [ Il ==
2 J_o 2
— Let a2 be average (I or Q) symbol power, received signal sample 7, has power
Po=a [ 1Gr(DP - 1Guul D) = a

e Detection error probability depends on noise probability density function, which is Gaussian with
variance afl, and receiver output SNR= PRy /Py
— Maximising receiver output SNR in AWGN leads to minimising detection error probability
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BPSK Bit Error Rate

e BPSK transmitter; bit 0— a = +d, bit1— a = —d . 0 .
e As all detectors are equivalent, we assume threshold detector a=—d 5 a=+d
— Received sample is ° ; ® -
—d : +d

r=a+n, a € {£d} and n € N(0,c")
e As the decision boundary is » = 0, the threshold decision rule is
r>0—-a=d, r<0—a=—d
e Using Bayes theorem, the error probability or BER is given by
P.=Pla#a) = Pla=dnNna=—-d)+ Pla=—-dNa=4d)
= P(a=d)P(a= —dla=d)+ P(a = —d)P(a = dla = —d)

e As transmitted bit is equally likely to be 0 or 1, the two a prior probabilities are

1
P(a:d):P(a:—d)ZE
e Given a = —d, the decision @ = d means that r = —d + n > 0 or noise value n > d, and the

conditional probability P(a = d|a = —d) equals to

B 00 1 33'2 B 1 o0 y2 B
P(’I’L>d)—L maexp (—@> dCIS’—E d/UeXp (—5> dy—Q(d/O')
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BPSK BER: Result

PDF
variance o2

e Interpretation of conditional error probability or error
Q-function P(a = d|a = —d):
— Gaussian tail area over threshold » = 0

o Similarly, the other conditional error probability ~ — (lj ~ T
P(@ = —dle = d) = Q (d/0)
e As average signal power E, = 1(d*+d°) = d” 10° -
and noise power % — o2, BPSK BER is BRsK
1 1 07
P. =-Q (d/0) + 5Q (d/o) 02
2 2 \
=Q (d/o) =Q ( SNR) g 107 \\
(0
S 10
2B, ; \
p— N m 10'5
0
10°
e Note the error Q-function rapidly decreases as 107 \
the SNR increases .
— Maximising receive SNR leads to minimising 0 2 4 6 8 10 12 14 16 18
Es/No (dB)

error probability or bit error rate
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4QAM Bit Error Rate

o 4QAM or QPSK: I and Q components are both BPSK, and average Q

signal power is E, = 2d?, noise power 20 = N 10 00 ti)i(tqs
o Let r = r; + jrg be received signal sample, then decision rule is ° +d e
r;,7g >0—1,q9g=0 r;,rgq<0—1,q=1 | :
e Applying BPSK result to both | and Q yields 1'1 T-d (;1
- Por=Q(d/o)and P = Q(d/0o)
e Average error rate for 4QAM is then 10° Sgg‘ré —
1070 e
N e
1 E.\ ] T~
P == (Poi+ Pog) = Q(d/0) = Q [ 4= wt f LN
2 Ny
g 10°
%
e In comparison to BPSK, who has P, = @ ( 2]\%3> £ 10 \
— For same bit rate Rj,, 4QAM bandwidth is half ® 10
— but requires higher signal power (factor of 2 or 1078
3dB) to achieve same level of BER o7 \
e When plot as functions of % how two BER curves - “
will look like? where Ej, is average bit energy 0 2 4 6 8 10 12 14 16 18

Es/No (dB)
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4-ary Constellation BER

e 4-ary constellation: 2 bits per symbol and Gray coding b1b5 : 01, 00, 10,11 — 3d, d, —d, —3d

— Most significant bit by and least significant bit by have different immunities to noise, and are
called class-one and class-two bits, respectively

— Intrinsically, as though C1 and C2 bits are transmitted through two different sub-channels

e C1 bitdecisionrule: r>0—b=0, r<0—0b=1

e C1 bit BER: PDF =1 error
2
Pe,l — ZQ (d/o-n)
9 -3d -d 0
- ZQ (3d/oy) oo 01 11 10 oo o1
1 b=0 error
i _Q (d/o-n) j\
2
1 : - r > I
+ 5@ (3d/oy) -3d d d -3d -d
10 00 10 oo 01

e C1 bits by are at a protection distance of d from the decision boundary (» = 0) for 50% of the
time, and their protection distance is 3d for the other 50% of the time
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4-ary Constellation BER (continue)

e C2bitdecisionrule: r>2dorr < —2d —-by=1, —-2d<r<2d— by =0
— For symbol —3d: when noise value n > d, » > —2d and decision error occurs but when noise
value n > 5d, r > 2d and decision is correct again, thus the conditional error rate is

Q (d/o-n) T Q (5d/0n)
— For symbol —d, it is b= 1
Q(d/on) +Q(3d/oy)

e (C2 bit error rate

Pe,2 — %Q (d/an) +
%Q (Sd/o-n) T %Q (5d/0n)

Note that

C2 decision

i / boundary

|
-3d  -d d 3d -3d  -d d 3d
11 10 00 01 11 10 00 O1

POF. =1

I
-3d  -d d 3d -3d  -d d 3d
P.o~ 2P, 11 10 00 O1 11 10 00 01
b= 1 error b,= 0 error

e Average error rate of 4-ary constellation:

1 3o (4N L 1o (34 _1, (5
Po=o(Pey + Pep) = 1Q (0—) +5@Q (;) 3¢ (o_n>
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16QAM Bit Error Rate
e 16QAM: | and Q are both 4-ary . ? . SR E Y
: .. : : ~ Gray encoded
— (1 bit decision: 1011 ¢ 1001 0001 0011 ; 3d: 01 |
o : o T 3d [ : o -
7 0 _ 0 : : d: 00
7Q> — t,q1 =Y e E‘ ------------------- :r -------------- d: 10
1010 1000 0000 0010 ]
1,Q<0—iq=1 * e fde e e
— C2 bit decision: I R T R - hits
| d T
I,Q>2d0l’],@§—2d °® : ° 1d e | ° EE
— 15 gs = 1 1110 1100 0100 | 0110 R
’ e I I
—2d <I,Q < 2d e . o —3de . e C2 decision boundary
— 7;2, g = 0 1111 1101 0101 . 0111

e Signal power E, = 10d? and noise power 02 = 20 — d/o, = \/E,/5N,, and 16QAM BER:

:_(P€I+P€Q)_

(=) 32 (5)

= |

1

4

i ")
- ZQ ( E /5N0> % ( E /5No> - i@ <5\/Es/5NO>
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8-ary Constellation BER

e 8-ary: b1bybs Gray coded. 3 classes of bits, C1 by has the highest immunity to noise, and C3 b3 has
the lowest, as though these three classes of bits were transmitted through 3 different sub-channels

— One (1 decision boundary, two C2 decision boundaries, and four C3 decision boundaries

e (1 decision rule:

.. A 1y
r>0="56=0 gr%@coded C%gl?r%sarciln\ o CgOﬂﬁggf 3n C3 decision
r<0—b =1 y \ /boundary

Thus, conditional error

o o g /$/$\ T

rate for symbol —7d is 74 oy B 4 g 34 o 7

Q (7d/cn) and so on 111 110 100 101 001 000 010 011
e C1 bit error rate: .

P.1 = Z (Q (d/an) + Q (3d/0n) +Q (5d/0n) + Q (7d/0n))
e (2 decision: r>4dorr < —4d — by =1, —4d<r <4d — by, =0
1 1 1 1
Pe,2 — EQ (d/o-n) ‘|‘ 5@ (Sd/o-n) ‘|‘ ZQ (5d/0n) ‘I_ ZQ (7d/0n)

1 1
_ZQ (gd/an) T ZQ (11d/0n)
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8-ary Constellation BER (continue)

e (3 decision: r>6dorr < —6dor —2d<r<2d—b3=1
—6d <r< —2dor2d <r <6d—b3=20

— Hence, C3 error probability

Py = QUd/0n) +5Q (3d/0n) — Q (5d/0,) — 3Q (Td/o)
1 1 1
+5Q (9d/02) + 7@ (11d/0,) — Q (13d/070)

e Note P.3 =~ 2F.2and P, ~ 2P,
e Average error of 8-ary constellation is: P, = %(Pe,l + P.2+ P.3) or

7 1 1 1 1
P. = —Q(d/0n) + 5Q (3d/a) = —Q (5d/0n) + —Q (9d/) — —Q (13d/c)

Since the average symbol energy of 8-ary is E; = 21d? and ai = Ny/2,

P. = 5Q (V/2E./21No) +3Q (3v/2E. 21Ny ) — 5Q (5+1/2E,/21Ny )
+5Q (9V2E./21N, ) — £Q (13\/2E,/21N, )
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64QAM Bit Error Rate

I 1 I I 1 I
. lOlll]:. 10110I[|. 1001q1 100111 0001‘1.11 009101 OOFI.lOl 001111
Three classes of bits ® e, ® [ e [ ° | o e o
777777 e S
. . | | ..
I & Q are |dent|Ca| 10.lllq 10.110(:: 102100‘ 1021197 000110 000100 0011‘0001110 C2 decision
i ! i * * v * 0 *  “boundary
| 1 | | 1 |
to 8_ary ______ e U
101010" 101000 100000' 100010{ 000010 0OOOOOQO 001000 001010 c
e ' o ' o ' el o " e ' e ' e C3 decision
| ; | | ; | boundary
777777 I ot

1010111 101003 100001 10001} 000011 000001 001001 001011 (1 decision

° ° ° o o ° o o boundar
| | | : | | | | | | : | | | / Y
} ) } } ) t
\ ‘ \ . \ ‘ \ \d ‘ \3d . \5d ‘ \ 7d
e L, ® | o e | e e . e o
111011 111001 110001 110011 010011 01000% 011001 011011
| 1 | | 1 |
e o . e e e e . e , o
111010_1_ 1110 (i 110000_1_ 110010 010019 010 00_: 0110 (.1 011010
| 1 | | 1 |
e e | ¢ , e e e ! e | o
_111110' 111100 110100 110110 010110 010100 011100011110
| 1 | | 1 |
o ' o ! o ! o + o ' o ' e ! @

1
111111: 11110I[L 1101q1 110111 010‘111 010101 01‘1101 011111
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64QAM BER (continue)

e (1 decision: I,Q>0—1,9g1=0, I,Q<0—>1,qg=1
e (2 decision: I,QQ >4dor I,Q < —4d — 19,0 = 1

—4d<[,QS4d—>i2,(]2:O
e (3 decision: I,QQ >6dorl,QQ < —6dor —2d<I,QQ <2d—13,q3=1
—6d < I,QQ < —2dor2d < 1,Q <6d—13,q9q3 =20

e Average error of 64QAM is:
P, = ! d ! 3d ! 5d ! 9d ! 13d
e—EQ( /Un)+§Q( /On)—EQ( /On)+EQ( /0”)_EQ( /on)

e Noting the average symbol energy of 64QAM is E, = 42d°,

P, = %Q <\/ES/21N0> + %Q (3\/ES/21N0> _ 1—12Q (5\/E3/21N0>

1 1
+-Q (9\/E8/21N0> - =0 (13\/ES/21N0>
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General Comments

e For generic high-order QAM, derive approximate bit

error rate as @ (1/SNRequivalent ) approximation

— In theory, one can define the upper bound which is
larger than true BER

— and the lower bound which is smaller than true BER nd
— By making the two bounds very tight, ensure the g upper bound
approximation is very accurate
e |n general, union bound is derived, which is very accurate
approximation to represent the true bit error rate
— In practice, union bound is often used to represent
the BER of high-order QAM SNR (dB)

e One may just simply use Monte Carlo simulation to evaluate the system's bit error rate

— Sending large number of bits, and simply counting the bit errors: if total number of bits sent is
Ny, and error counts is N,

Ne
BER ~ —
Ny
— How accurate this approximation? You must ensure at least a few hundreds of error counts!

e Systems like fibre networks, BER< 1077 ~ 107 '?, may have to build prototype to evaluate, or
— Importance sampling simulation may be adopted to evaluate these systems
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Summary

e Implication of optimal Tx and Rx filter design: the area under |Grx(f)|? is unity

e Decision theory: error probability, Bayes theorem, a priori probability, conditional
probability, ()-function

e 4QAM (I & Q are 2-ary or BPSK): decision rule, BER derivation

e 16QAM (I & Q are 4-ary): C1 and C2 bits, two virtual sub-channels and different
noise immunity, decision rules, BER derivation

e 64QAM (I & Q are 8-ary): C1, C2 and C3 bits, three virtual sub-channels and
different noise immunity, decision rule, BER derivation

For 256QAM or higher, simplified approximation rather than exact derivation is used
for BER calculation
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