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Abstract—This paper surveys the literature of opportunistic
offloading. Opportunistic offloading refers to offloading traffic
originally transmitted through the cellular network to oppor-
tunistic network, or offloading computing tasks originally exe-
cuted locally to nearby devices with idle computing resources
through opportunistic network. This research direction is recently
emerged, and the relevant research covers the period from 2009 to
date, with an explosive trend over the last four years. We provide
a comprehensive review of the research field from a multi-
dimensional view based on application goal, realizing approach,
offloading direction, etc. In addition, we pinpoint the major classi-
fications of opportunistic offloading, so as to form a hierarchical
or graded classification of the existing works. Specifically, we
divide opportunistic offloading into two main categories based
on application goal: traffic offloading or computation offloading.
Each category is further divided into two smaller categories: with
and without offloading node selection, which bridges between
subscriber node and the cellular network, or plays the role of
computing task executor for other nodes. We elaborate, compare,
and analyze the literatures in each classification from the per-
spectives of required information, objective, etc. We present a
complete introductory guide to the researches relevant to oppor-
tunistic offloading. After summarizing the development of the
research direction and offloading strategies of the current state-
of-the-art, we further point out the important future research
problems and directions.

Index Terms—Traffic offloading, computation offloading,
opportunistic network, device-to-device communication, delay
tolerance network.
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I. INTRODUCTION

W ITH the increasing popularity of smart mobile devices,
our lifestyles have been altered dramatically, and we

are increasingly relying on cellular networks. Data-hungry
applications like video streaming and social sharing are
becoming more and more popular, which brings us great
convenience but put a huge burden on the cellular network.
According to Cisco’s forecast [1], global mobile data traffic
will increase sevenfold between 2016 and 2021, while over
78% of this mobile traffic will be video by 2021. The con-
stantly increasing traffic is a big problem for cellular operators.
According to this increasing trend in mobile data traffic, the
cellular network is likely to become more and more congested
in the future, and mobile users may experience degraded qual-
ity of service (QoS), e.g., missing call, low download speed or
even no cellular link, etc. Furthermore, mobile applications are
becoming more and more computationally demanding, due to
increasingly heavy applications on mobile devices. Resource
hungry applications like augmented reality often need to per-
form tasks that require the computing resource beyond the
capability of single mobile device, which is a big problem for
application providers. With the emergence of cloud comput-
ing, mobile devices can enhance their computing capacity via
uploading tasks to the cloud through the cellular network but
this will in turn put a big burden on the already overloaded
cellular network.

To cope with these two problems, it is urgent to provide a
promising solution. The most straightforward way is to update
the cellular network to the next-generation network, includ-
ing the deployment of more base stations (BSs) and/or WiFi
access points (APs), to increase the capacity of the cellular
network. In this way, we may have enough capacity in the
cellular network to support our ever-increasing demand for
mobile traffic as well as to upload our heavy tasks that cannot
be performed locally to the cloud through the cellular network.
However, this solution is not so attractive and may be ineffec-
tive. This is because upgrading the cellular network is usually
expensive and the financial return can be low. Even if the
cellular network is updated to the next generation with higher
capacity, the increasing demand will soon surpass the capacity
of the new generation of cellular network.

Opportunistic offloading [2], [3], as a promising solu-
tion, has been proposed recently to solve the aforementioned
two problems. The basic idea of opportunistic offloading is
based on green wireless communications [4], which lever-
ages the opportunistic network formed by mobile devices
to offload traffic data or computing tasks. Hence, there
are two specific types of opportunistic offloading, traffic
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Fig. 1. The contrast of traditional cellular transmission and traffic offloading. In (a), each node downloads its requested content from the BS in traditional
manner. In (b), the BS first transmits popular content to a few selected nodes through cellular network. Then, these nodes will deliver the data to the subscriber
nodes through D2D manner. In particular, offloading node 1 adopts one-hop delivery while offloading node 2 adopts two-hops delivery. In areas (c) and (d),
traffic offloading are assisted by the fixed RSU and other AP, respectively, where opportunistic offloading with the aid of mobile nodes also co-exist.

offloading and computation offloading. In traffic offloading,
some mobile nodes1 download popular contents through the
cellular network, and transmit these contents to other sub-
scriber nodes through opportunistic communication. In this
way, subscriber nodes can get the requested content with-
out accessing the Internet through the cellular network, which
helps to significantly reduce the traffic load on the cellular
network. Unlike the existing WiFi offloading, this new type
of traffic offloading relies on opportunistic device-to-device
(D2D) communication. Computation offloading, or Fog com-
puting, which is first introduced by Cisco in 2012 [5], is used
to augment the computational capabilities of mobile devices.
It is named mobile edge computing in some works [6], [7].
In computation offloading, a node with limited computing
resources can offload computing tasks through opportunistic
communication to other mobile devices nearby which have
spare computing capacity. After the tasks are finished by these
‘helpers’, the result will be retrieved back in the same manner.

Opportunistic offloading is feasible and effective due to the
following reasons.

• Most of our applications, like podcast, weather forecast,
e-mail, etc., are non-real time, and they can tolerate some
delay in their delivery. Therefore, cellular operator may
send data to a small number of selected users, who will
then further propagate data to subscriber users. As long
as delay is not too serious, it would not degrade the user
experience.

1Mobile node, mobile device and mobile user are interchangeable in this
paper.

• Popular content downloading causes huge amount of
redundant data transmissions in the network. According
to statistics, 10% of the top popular videos account
for 80% of views in Youtube [8]. In fact, only a
small subset of nodes need to download the popu-
lar content through the cellular network. Others can
obtain the content from these nodes through opportunistic
communication.

• Today’s smart mobile devices offer large amount of com-
puting resources [9]. Most of these computing resources
are idle at most time. A complex task beyong the com-
puting capacity of a single mobile device can be divided
into smaller subtasks which are distributed through oppor-
tunistic communication to other mobile devices with idle
computing resources for completion.

• Opportunistic offloading makes economic sense – there is
almost no extra monetary cost involved. Data are directly
transmitted among mobile nodes, which ‘offloads’ huge
amount of traffic away from the cellular network and
helps to prevent network congestion. Therefore, oppor-
tunistic offloading is beneficial to the cellular operator,
and the user should not be charged for it.

In effect, there are already some works on opportunistic
offloading, which have been applied in practice. Some APPs
deployed on smart devices have been developed to facili-
tate traffic offloading. Some researchers design an application
named Cool-SHARE [10], deployed on Android platforms
to realize seamless connection. SmartParcel [11] is an APP
deployed on Android platform to share delay-tolerant data
among spatio-temporally co-existing smart phones, e.g., news,
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videos. Han and Ansari [12] design a ‘green content broker’,
driven by solar energy to deliver popular content to requested
users nearby. The ‘green content broker’ not only can decrease
accesses to BS, but also can reduce the CO2 of mobile
networks. Existing cloud-based applications will turn to fog-
based mode (i.e., opportunistic computation offloading) in
the future [16]. Traditional cloud-based applications usually
offload computing tasks to remote server, which may lead to
significant delay, consisting of application upload to the cloud,
result download back and execution time at the cloud. Such a
delay makes it inconvenient for real-time applications. Fog
computing, characterized by edge location, location aware-
ness, low latency and geographical distribution is a promising
choice for these applications [5], [14]. Mobile devices can
offload the computation tasks to Fog servers, e.g., cloudlet
and smart phones to augment computing capacity and save
energy. Moreover, fog computing will be applied in the future
5G network [13], [15].

There are several surveys on offloading [17]–[20], but they
are very different from ours. Rebecchi et al. [17] provided
a survey on traffic offloading solutions, in which mobile
devices with multiple wireless interfaces are efficiently used.
The authors classified all the solutions that can be used in
offloading cellular traffic as infrastructure based offloading and
non-infrastructure based offloading. The main idea of infras-
tructure based offloading is to deploying some infrastructure
with the functions of computing, storage and communication
to assist data transmission. The infrastructure refers to small
cells or APs. Non-infrastructure based traffic offloading means
that no extra infrastructure is available, except for the exist-
ing BSs. Mobile users either get the requested content from
BS, or from other mobile users through opportunistic commu-
nications. The focus of [17] is on offloading traffic with the
assistance of infrastructure devices. By contrast, we focus on
offloading cellular traffic through opportunistic network, con-
sisting of mobile devices, as well as on computation offload-
ing, which was not considered in [17]. More specifically, [17]
takes delay as the single matric to classify these related works
of traffic offloading based on opportunistic networking into
two categories, delayed offloading and non-delayed offloading.
Different from [17], we review these existing related works in
this area from a multi-dimensional view, e.g., the application
goal, realizing approach, offloading direction, etc, and then
compare these works in the same dimension in various aspects,
e.g., realization method, applicable scenario, advantages and
drawbacks.

Similarly, Khadraoui et al. [18] reviewed conventional
traffic offloading with the assistance of WiFi by coupling archi-
tectures of WiFi and cellular network in traffic offloading.
They divided these related works into three categories, loose
coupling, tight coupling and very tight coupling, in which all
users cannot tolerate disconnection between mobile devices
and WiFi, or cellular network. These offloading methods are
totally different from our work since our focused offloading
is non-real time content through opportunistic networks, in
which latency occurs naturally.

Chen et al. [19] reviewed the existing traffic offload-
ing works and divided them into three categories, traffic

offloading through small cells, WiFi networks, or opportunistic
communications. While our survey focuses on traffic offload-
ing through opportunistic network, and also include computa-
tional offloading. Besides, energy efficiency problem in traffic
offloading through small cells is the main discussion point
in [19], while we discuss the energy efficiency problem in
traffic offloading through opportunistic network, rather than
through small cells.

Pal [20] provided a survey on works that extend tradi-
tional cloud computing. They divided the existing work on
this area into three classifications, Device to cloud (D2C)
architecture, Cloudlet to Device (C2D) architecture and D2D
architecture, according to the way they deliver services. In
D2C architecture, mobile devices connect with remote server
through infrastructure (e.g., WiFi AP). The computing tasks
are performed on the remote server. C2D architecture uses
cloudlets to augment the computation capability of mobile
device. In D2D architecture, mobile cloud, formed by mobile
devices are used to execute computing tasks for other devices.
Different from [20], we provide a classification of computation
offloading works based on the offloading modes. That is who,
when and where to undertake the task execution job. Strictly
speaking, the D2C and C2D modes in [20] are not based on
opportunistic network but infrastructure. In contrast, our sur-
vey mainly focus on offloading computing tasks to peers with
spare computation resources.

The goal of our paper is to offer an introductory guide to
the development and the state-of-art in opportunistic offload-
ing. To the best of our knowledge, this is the first effort
in this direction. Therefore, our main contributions can be
summarized as follows.

• We review the recent advances on opportunistic offload-
ing techniques covering both traffic and computation
offloading protocols and techniques working in an oppor-
tunistic context or behavior. We categorize existing works
from a multi-dimensional view based on application goal,
realizing approaches, offloading direction, etc.

• We elaborate, compare and analyze the works in the same
category from various aspects, e.g., realization method,
applicable scenario, advantages and drawbacks.

• We discuss the open problems and challenges in realiz-
ing opportunistic offloading and outline some important
future research directions.

The rest of our paper is structured as follow. We provide
an overview of our survey in Section II. In Section III, we
introduce the development and the state-of-the-art of traffic
offloading, while Section IV is devoted to the development
and related work on computation offloading. After discussing
the future direction and problems in Section V, we conclude
this survey in Section VI.

II. OVERVIEW

For the convenience of readers, we start by contrasting tra-
ditional cellular transmission with traffic offloading in Fig. 1.
Traditional cellular transmission is shown in the area (a) of
Fig. 1, where each node downloads its content from the BS.
In the traffic offloading shown in the area (b), a few selected
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Fig. 2. Hierarchical classification of the opportunistic offloading literature. The first grade is divided according to application goal, and the second grade is
divided according to realizing approach. The Roman numeral at each sub-category indicates the section/subsection where the sub-category is discussed.

mobile nodes first download popular content then transmit it
to subscriber nodes through D2D based opportunistic com-
munication. Green arrow indicates downloading data flow,
while red arrow refer to uploading data flow. In the areas
(c) and (d), traffic offloading are assisted by the fixed road
side unit (RSU) and other AP, respectively, where opportunis-
tic offloading also co-exist with the assistance of D2D based
opportunistic communication.

In this section, we review opportunistic offloading strategies
of the existing works and provide a comprehensive clas-
sification of them. As mentioned previously, according to
different application goals, opportunistic offloading can be
divided into two main categories: traffic offloading and com-
putation offloading. The goal of traffic offloading is mainly
to transfer the data originally transmitted through the cellular
network to an opportunistic network to alleviate the overloaded
cellular network. While the goal of computation offloading is
to allocate computing tasks to nearby smart devices with idle
computing resource to enhance the computing capability of the
client device. In both applications, the most important step in
the realization of opportunistic offloading is to select a sub-
set of nodes. We refer to these nodes as offloading nodes,
which help other nodes to deliver content in traffic offloading
or help other nodes to perform computing tasks in compu-
tation offloading. Thus, we consider a hierarchical approach
in our classification. Specifically, the opportunistic offloading
strategies are divided into two sub-categories: offloading with
offloading node selection and offloading without offloading
node selection. Then, according to the physical characteris-
tics of offloading node, the sub-category of offloading with
offloading node selection can be divided into two smaller cat-
egories: with mobile offloading node and with fixed offloading
node. Since offloading node can adopt one-hop delivery or
multi-hops delivery, this sub-category can also be subdivided
into two smaller categories: one-hop and multi-hops offload-
ing. The big picture of the proposed hierarchical or graded
classification is shown in Fig. 2, together with the associated
literature.

A. Traffic Offloading

The huge amount of redundant data in the Internet and the
increasing popularity of intelligent mobile devices make it nec-
essary and feasible for offloading the traffic to opportunistic
network formed by mobile devices.

Instead of every mobile node downloading its required
content directly through the cellular network, in download
offloading, only some mobile devices download popular con-
tent from BS, and then transmit the content to other mobile
devices that are interested in the content through opportunis-
tic contact. Some offloading schemes may appoint a subset of
nodes as offloading nodes to help offloading. These schemes
focus on designing the algorithms for selecting the optimal
subset of offloading nodes to achieve the pre-determined
objectives. Other offloading schemes do not explicitly select
the subset of offloading nodes. These schemes pays attention
to the network architecture itself, e.g., how to design incen-
tive mechanism to motivate mobile nodes to participate in
traffic offloading and when to re-inject content copies into
the network. The offloading nodes may be ordinary mobile
devices,2 or some fixed devices deployed in the network, such
as RSUs and functionally restricted WiFi APs.3 In collabora-
tive scenarios where mobile nodes are willing to forward data
to other nodes, the offloading nodes can transmit the data to
some relaying nodes which are more likely to contact the sub-
scriber nodes that request for the data. Hence, data delivery
adopts a multi-hop mode. When no mobile node is willing to
act as relay, an offloading node must directly deliver the data
to the subscriber nodes and, consequently, data delivery has
to adopt a one-hop mode. Refer to Fig. 1 again. In the area
(b), node 1 is an offloading node, which directly delivers the
content to subscriber nodes, while offloading node 2 selects
node 4 as the relay node and adopts the two-hops mode to
deliver the content. Also in the area (c), the RSU acts as a

2Mobile devices and smart devices are interchangeable in this paper.
3The functionally restricted WiFi AP refers to the AP that only store popular

content in advance or can only be used for uploading.
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fixed offloading node, while in the area (d), the AP is the
fixed offloading node.

Rather than every mobile node uploading data directly to
BS, in upload offloading, each mobile node transmits data to
other nodes through opportunistic contact to indirectly upload
data to BS. Similarly, there are also two basic approaches
in upload offloading: selecting a subset of offloading nodes
to help offloading and offloading without selecting offload-
ing nodes. An important difference can be observed between
upload offloading and download offloading. Unlike download
offloading, where data are popular content and many mobile
users request the same content, there is no redundancy of data
in upload offloading, as each mobile user’s data is unique.
Most upload offloading schemes rely on fixed devices with
Internet access capabilities to upload data, and offloading
nodes in upload offloading are mainly RSUs or WiFi APs.

There are two most important features in traffic offloading:
redundancy and delay tolerance.

• Redundancy: The content to be offloaded must be pop-
ular, i.e., many mobile users are interested in the same
content or request for the same content. Thus, only a
small subset of users directly download the content from
the cellular network, while majority of mobile users
can get the content from these offloading nodes through
opportunistic network. In this kind of scenarios, traffic
offloading is most effective and efficient.

• Delay tolerance: In opportunistic network, there exists
no fixed and stable path among mobile users, and the
content delivery totally depends on the mobility of users.
Users must tolerate a certain random delay before receive
the requested content. In other words, traffic offloading
is unsuitable for real-time applications.

B. Computation Offloading

In computation offloading, the mobile node that initiates
the computing task offloading is referred to as the client node,
while the mobile nodes that perform the tasks for the client
node are called the offloading nodes. A client node sends
the task to some neighbour mobile nodes with idle comput-
ing resources through opportunistic communication. After the
task is completed, the result will be retrieved back through
opportunistic communication.

Some computation offloading schemes may specify an
explicit subset of offloading nodes to perform the comput-
ing tasks for the client node based on the computational
requirements of the tasks to achieve certain goals, such as
minimizing the energy consumption, maximizing the lifetime
of devices and/or minimizing the completion time. These
schemes must deal with the problem that which node should
be selected as an offloading node and how much work-
load should be allocated to it. Some computation offloading
schemes by contrast do not explicitly select the offloading
nodes for the tasks. For example, each node in a cluster can
perform the tasks for other nodes, and there is no need to
specify which node should act as the offloading node. Or
the cloudlet consisting of mobile devices has already been
formed.

Compared to traditional mobile computation, computa-
tion offloading has a distinct advantage, in terms of energy
consumption and completion time. In traditional mobile com-
putation, mobile device uploads the whole computing task to
remote cloud. The persistent connection to the remote cloud
will consume large amount of energy. Moreover, task upload-
ing, task execution and result retrieval all contribute to large
delay. By contrast, in computation offloading, a task may be
partitioned into several small subtasks, which can be per-
formed in parallel. These subtasks can be transmitted to nearby
devices with idle computing resources through opportunistic
communication. Parallel execution of the task can significantly
reduce energy consumption and completion time, while task
uploading and result retrieval from nearby devices cause less
delay than the case of remote cloud.

Benefiting from this significant advantage, a large amount
of works on computation offloading have been proposed, as
indicated in the right part of Fig. 2. Two important refer-
ences that are not listed in Fig. 2 are elaborated here.4 The
survey by Pal [20] divides all available techniques and solu-
tions for computation offloading into three categories accord-
ing to offloading schemes employed: device-to-cloud (D2C),
cloudlet-to-device (C2D) and device-to-device (D2D). Clearly,
only D2D offloading is based on opportunistic network.
Tapparello et al. [21] survey the state-of-art parallel comput-
ing techniques by dividing them into three categories: cluster
computing, distributed computing and volunteer computing.
Cluster computing is based on a group of co-located comput-
ers, and distributed computing is based on the Internet, while
only volunteer computing is based on opportunistic network.

Two most important features in computation offloading are
idle computing resources and delay tolerance.

• Idle computing resources: Most smart devices are under-
utilized in terms of their computing capability, and most
of the time, these smart devices are idle. For example, a
typical smart phone such as the Samsung C9 is equipped
with a 1.95 GHz eight-core CPU and 6 GB RAM. These
idle computing resources can be effectively utilized in
computation offloading.

• Delay tolerance: In opportunistic network, the connec-
tions between client device and offloading devices are
intermittent, causing certain random delay in sending
tasks to offloading nodes and retrieving results from them.
The task completion time by an offloading device is
also inherently random. Therefore, tasks in computation
offloading must be non-real time. However, this delay is
typically smaller than the delay caused by remote cloud
computing, because offloading nodes are nearby.

C. Summary

Traffic offloading and computation offloading considered in
this survey are both based on opportunistic network. These
have recently emerged two most important application areas of
opportunistic offloading, and huge volume of researches have
been carried out to investigate and realize traffic offloading

4They are not listed in Fig. 2 for a specific type of computation offloading,
because they discuss both types of computation offloading.
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Fig. 3. Publication volume over time. The deep color area shows the trend of
the number of publications in computation offloading over time, and the light
color area depicts the trend for opportunistic offloading, while the intermediate
area indicates the trend for traffic offloading.

and computation offloading. We should note that, signifi-
cant amount of research on computation offloading has been
proposed over past twenty years. For instance, some works
leverage ‘Cyber Foraging’ to augment the computational and
storage capabilities of mobile devices [22], [23]. In these
works, hardware in wired infrastructure, called surrogate is
used to perform computing tasks for mobile devices. However,
these works are all based on infrastructure. Offloading comput-
ing tasks to peers through opportunistic network is a new area.
For the convenience of reader, we show the publication statis-
tics on offloading in Fig. 3. Observe from Fig. 3 that the first
work on traffic offloading was published in 2010, while the
first work on computation offloading was published in 2009.
Most strikingly, since 2012, the growth in the publication vol-
ume of opportunistic offloading has been dramatic, at about
50% annual growth rate, which indicates that this research area
is in its explosive development stage. This can be attributed
to the following two reasons.

The first reason is the ‘embarrassing’ situation of the over-
loaded cellular network and mobile computation that our world
is facing. With the increasing popularity of mobile devices,
our demand for mobile Internet service is explosively grow-
ing, which puts a big burden on the cellular network. On the
other hand, we are increasingly interested in large applications,
which require computing power beyond the capability of indi-
vidual mobile devices. This situation creates the necessity for
traffic offloading and computation offloading.

The second reason is that research community and indus-
try have raised to face this challenge. Theory and practice of
opportunistic offloading mature very fast. It has passed the
stage of theoretical concept proof, and some researches have
developed apps or platforms to evaluate the performance of
opportunistic offloading, e.g., Cool-SHARE in [10], CoMon
in [9], etc. We now have effective means of investigating and
realizing traffic offloading and computation offloading.

III. TRAFFIC OFFLOADING

Different from traditional infrastructure-based networks,
there exists no fixed end-to-end paths in the opportunistic

Fig. 4. Download offloading process of traffic offloading. The cellular oper-
ator first selects a subset of mobile nodes as offloading nodes, and inject the
content to them. Then, offloading nodes transmit the content to relay nodes
or directly deliver the content to subscriber nodes. Relay node will transmit
the content to other relay nodes or deliver it to subscriber nodes.

networks due to the node mobility. However, node mobility
can also be utilized to create opportunistic communication
paths between nodes. When two non-adjacent nodes move
into each other’s communication range, they can communi-
cate through short range communication techniques, e.g., WiFi
direct and Bluetooth. Opportunistic network is also called
delay tolerant network (DTN), which adopts the store-carry-
forward mechanism or protocol to deliver data from the source
node to the destination node without the need of an end-to-end
path. However, there is a price to pay, specifically, the delivery
of content will suffer from certain random delay. Therefore,
the content to be transmitted through opportunistic network
must be delay tolerant. Some content, like e-mail, podcast and
weather forecast, etc., do not require real-time, and they are
well suitable for this type of offloading. Furthermore, there is
no monetary cost involved for the mobile users collaborating
in opportunistic communication. For these reasons, D2D based
opportunistic network is deemed to offer a promising approach
to offload traffic from the overloaded cellular network. The
other essential feature of the content that can be offloaded is
popularity. Popularity here means that the content is of interest
to many users. In other word, the content is redundant in the
network. For example, the most popular 10 percent videos
account for 80 percent traffic [8]. If a group of nodes are
interested in the same video, one of them may download the
video through the cellular link, and transmits the content to
other group members in proximity via D2D communication.
In this way, a large amount of cellular traffic can be saved,
and the efficiency of traffic offloading is very high. On the
other hand, if the content is of interest to only one node, the
offloading efficiency will be zero.

According to flow direction, traffic offloading can be divided
into two categories, download offloading and upload offload-
ing. Download offloading process usually consists of 2 steps
as shown in Fig. 4. In the first step, cellular operator selects
a subset of mobile users as offloading nodes based on some
selection strategies, and injects the content to them. To reduce
the amount of cellular traffic required, the subset of offloading
nodes should be minimized, while meeting other constraints.
Offloading nodes usually are those nodes that have the great-
est capacity to transmit content to other nodes. In the second
step, offloading nodes transmit the content to subscriber nodes
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with one-hop or multi-hops. One-hop delivery means that
offloading node can deliver the content to subscriber node
directly because the latter is within its communication range.
By contrast, multi-hops delivery is required, if subscriber
node is outside the direct communication range of offload-
ing node. The offloading node could forward the content to
other relay nodes, who may eventually deliver the content to
the subscriber node via the store-carry-forward mechanism.
Multi-hops mode can accelerate the delivery of the content to
subscribe nodes, shorten delivery delay and reduce the work-
load of offloading node. However, one-hop mode has to be
adopted if mobile nodes are non-cooperative, i.e., nodes are
unwilling to act as relay for other nodes. Similar to down-
load offloading, upload offloading process also involves two
steps. In the first step, the mobile nodes with data to upload
first deliver the data to offloading nodes selected based on
some strategies. In the second step, these offloading nodes
then upload the data to cloud or BS, e.g., via WiFi or cellular
link, at the expense of their own bandwidths.

In the literature, offloading strategies are classified into
three categories based on means different offloading manners:
offloading with mobile offloading node, with fixed offload-
ing node and without offloading node selection. In the first
category, mobile offloading nodes are selected from mobile
subscriber nodes, and they adopt the store-carry-forward mode
to exploit nodes’ mobility. Most works in this category focus
on how to optimally select the subset of offloading nodes from
subscriber nodes. In download offloading, in particular, this is
equivalent to solve the problem that which node should down-
load through cellular link. The fixed-offloading-node scenarios
refer to deploying fixed devices, e.g., RSU and/or functionally
limited WiFi AP, which can download the requested content
from the Internet through cellular link. A fixed offloading node
adopts the store-forward protocol, and it transmit the content
to other nodes passing by through short range communica-
tion. Most works in this category focus on how to pre-fetch
the requested content. In the strategies of offloading without
offloading node selection, there is no need to decide which
node should be offloading node, that is, every subscriber node
can be offloading node. For example, a group of users with
the same interests may download bulk data through mutual
cooperation to accelerate the transmission and save traffic.
Specifically, each user download only a part of the bulk data,
and then exchange the part of the content downloaded with
other users in the group. Works in this category focus on a
higher layer of opportunistic offloading by solving the problem
that what content can be offloaded and how to offload, in terms
of offloading designing mechanisms, such as energy efficiency,
P2P offloading, incentive mechanism, etc. We now discuss all
these three strategies in details, according to the literature.

A. Offloading With Mobile Offloading Node

Mobile nodes equipped with multiple radio interfaces may
be selected as offloading nodes to download popular content
through the cellular network and then to transfer the content to
other requesting nodes [26]. An offloading node may transmit
the requested content to the end subscriber nodes with one

hop or with multi hops. Therefore, the offloading schemes in
this category may be divided into two sub-categories: one-hop
and multi-hop. Table I summarizes the existing literature for
this category.

1) One-Hop: Barbera et al. [25], [30] leverage the social
attributes of mobile nodes to select socially important mobile
nodes as offloading nodes. The authors build a social graph of
mobile nodes in a given area over a certain observation period,
and analyze the characteristics of contacts between nodes and
mobility patterns. They calculate the values of social attributes
to quantify the importance of each mobile node in the area with
the assistance of the social graph. The social attributes used
include betweenness, closeness, degree, closeness centrality
and pagerank. The social graph can be divided into several
communities through the application of k-clique algorithm.
Two different greedy algorithms are proposed to select the
socially important mobile nodes as ‘very important persons’
(VIPs) which play the role of ‘bridge’ between the cellu-
lar network and the mobile users in every community [30].
Different from [25] and [30], Wang et al. [33] propose to
build the social graph by leveraging social network services
to quantify the importance of mobile nodes. Specifically, they
leverage the online spreading impact and the offline mobility
pattern to select a subset of offloading nodes to download con-
tent directly from the cellular network and to share the content
with other requesting nodes in proximity.

Barua et al. [36] propose an offloading-node selection algo-
rithm, called ‘select best’ (SB), based on the link quality
between downloading nodes and BS and the link quality
among nodes. The link quality between a mobile node and
BS may be quantified by the flow rate. Consider the scenario
where a group of N mobile nodes are interested in the same
content. The BS arranges the link quality of the N users in
descending orders, and selects the top Nr users as the candi-
dates of offloading nodes, where Nr depends on the density
of users in the area. More specifically, the BS sends a seg-
ment to the candidates and let these candidates to forward
the segment to the subscriber nodes in their communication
ranges. The subscriber nodes send feedback with some pre-
set parameters to the BS, which then selects the offloading
nodes from the candidates according to feedback information.
Trestian et al. [34] proposes an analogous method to select
offloading nodes by designing the energy-efficient cluster-
oriented solution for multimedia (ECO-M), in which mobile
nodes interested in the same multimedia content are arranged
into clusters. The head of a cluster is selected as the offloading
node. Different from [36], the work [34] is restricted to long-
term evolution (LTE) based cellular networks, and the ECO-M
only selects one offloading node per cluster. In addition to the
link quality, battery level of nodes can also be utilized as the
selection metric. In the ECO-M, a few heads of the clusters are
responsible for the transmission and consume a lot of energy.
Therefore, a weighted multiplicative exponential function is
designed in [34] to quantify the willingness of a device to be
the cluster head. Mota et al. [31] propose the so-called OppLite
framework based on multi-criteria, including the number of
neighbors, battery level and link quality, to select offload-
ing nodes. Specifically, a multi-criteria utility function is used
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TABLE I
LITERATURE SUMMARY OF TRAFFIC OFFLOADING WITH MOBILE OFFLOADING NODE SELECTION

to decide whether a node should get the requested content
through cellular network or via opportunistic network as well
as whether a node can be selected as offloading node or not.

Li et al. [32] consider a realistic scenario where the hetero-
geneity of data and mobile users are taken into account. As
illustrated in Fig. 5, mobile data have different time to lives
(TTLs) and sizes, and mobile users have different interests
in mobile data, while the buffer of mobile device is not
infinite. The optimal offloading nodes selection problem can
be described as a sub-modular optimization problem with
multiple linear constraints [32], which is NP-complete. Thus
three sub-optimal algorithms are designed in [32] according
to different application scenarios. The first one is for the
general offloading scenario, and the second one is for the
scenario having short TTL contents, while the third algo-
rithm is for the scenario with homogeneous contact rate and
data. These solutions can be extended to vehicle networks.
Li et al. [29] propose to leverage the vehicular delay tolerant
network (VDTN), consisting of vehicles, to offload the mobile
data with the assistance of erasure coding technique. Data is
coded into small segments by erasure coding to provide redun-
dancy, and the offloading nodes are selected based on contact
rate. Offloading nodes obtain the segment or data from the
cellular network and transmit it to subscriber vehicles when
they meet each other. Similar to [32], Chen et al. [27] con-
sider the scenario where mobile users have different interest

Fig. 5. Illustrations of heterogeneous data offloading through DTN, where
there are two different types of mobile data and two different types of mobile
nodes. Offloading node downloads popular contents through the cellular
network and transmit them to the interested mobile nodes through one-hop.

in mobile content. They propose two offloading-node selection
algorithms, termed fully and partial allocation algorithms, to
select a subset of offloading nodes for each content accord-
ing to content popularity. The fully allocation algorithm selects
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Fig. 6. Traffic offloading based on the combination of opportunistic communication and white space. Mobile nodes can obtain requested content through
white space or opportunistic communications.

offloading nodes to transmit all the content to subscriber users,
while the partial allocation algorithm selects offloading nodes
to transmit the top several contents via opportunistic network.
Different from [32], the schemes of [27] do not take into
account the heterogeneity of mobile users.

White space (WS) is the blank band between TV bands
to prevent the interference. Considering the congestion of the
licensed bands for cellular communications, Bayhan et al. [35]
proposes to leverage the WS to improve the capacity of cel-
lular network, where the offloading problem is formulated
as an NP-hard optimization problem. Several heuristic algo-
rithms are proposed to select offloading nodes. There are
three radio interfaces for each mobile node: LTE based cellu-
lar interface, short range D2D communication interface based
on industrial, scientific and medical (ISM) band as well as
WS interface. The BS is connected to content server and a
database of white space, as illustrated in Fig. 6(a). When
the distance between subscriber node and offloading node
is within the short communication range, offloading node
transmit the requested content to subscriber node through
opportunistic communication. When the distance is longer than
the short communicate range but shorter than the white space
communicate range, offloading node query the WS database
to get an available white space channel for transmitting the
requested content to subscriber node, as shown in Fig. 6(b).
If the subscriber node could not obtain the requested content
before the deadline, content server will transmit the content
through cellular link. A common feature of [27] and [35] is
that they are both content-centric.

In order to alleviate the overburdened cellular network,
Vigneri et al. [37] propose to transform vehicles into offload-
ing nodes that can download popular content and transmit the
content to other requesting users when they are passing by
them. In this architecture, there are three types of nodes: infras-
tructure node, cloud node and mobile node. Infrastructure
nodes are BSs. Cloud nodes are vehicles, such as taxis and
buses, which are pre-determined offloading nodes. Mobile
nodes are ordinary users with smart devices. Cloud nodes
download popular content from infrastructure nodes through
cellular link. A mobile node may send request to the nearby
cloud node. If the cloud node holds the requested content

Fig. 7. Illustration of vehicles acting as offloading nodes. 1©BS send popular
content to the vehicle. 2©A user send a request to the vehicle. 3©The vehicle
deliver the requested content to the user. 4©There is no requested content in
the vehicle. 5©The user cannot get the requested content before the TTL, and
send a request to the BS through cellular network. 6©BS send the requested
content to the user.

in cache, the requesting node can download the content via
short range communicate technique. Otherwise, the mobile
node may wait for another cloud node. When the deadline
is past, the requesting node has to get the content via cellular
link. This offloading process is illustrated in Fig. 7. Different
from [29], there is no communication between vehicles, and
the buffer of vehicle is not taken into consideration.

2) Multi-Hop: To alleviate the overloaded cellular network,
we may select a subset of K offloading nodes. Content provider
injects popular content to these offloading nodes via cellular
links to initialize offloading. Then offloading nodes transmit
the content to other subscriber nodes with opportunistic com-
munication in mobile social network, as shown in Fig. 8. The
content has a deadline. When the TTL is past, subscriber nodes
that have not received the requested content have to download
the content from content provider through cellular link. Note
that multi-hop offloading relies on the assumption that mobile
nodes are always willing to forward content for other nodes
unselfishly, which may not be true. The schemes for deliver-
ing content with multi hops may be broadly divided into three
classes: schemes that maximize the amount of reduced cellular
traffic by offloading, schemes that pre-download popular con-
tent before peak time, and schemes that guarantee the timely
delivery of content.
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Fig. 8. A contact graph for mobile users, where K users are selected in the
graph as offloading nodes. Subscriber users can obtain the requested content
from other mobile users or the cellular network.

a) Maximizing the amount of reduced cellular traffic:
Han et al. [2] study the problem of selecting offloading nodes
to maximize the amount of reduced cellular traffic. Since this
problem is NP-hard, they design three suboptimal algorithms.
They further design Opp-Off [43], a prototype deployed on
the smart phones to demonstrate the feasibility of oppor-
tunistic communication using Bluetooth to transmit content.
Han et al. [39] propose the metropolitan advanced deliv-
ery network (MADNet) to study the offloading problem in
metropolitan area with the cooperation of cellular, WiFi and
opportunistic networks. They adopt an offloading-node selec-
tion approach similar to [2], but only select offloading nodes
based on the contact probabilities among mobile nodes, which
is clearly insufficient. For example, when mobile nodes with
high contact rates are all concentrated in one community,
offloading nodes selected in this manner are unable to achieve
a high performance. Furthermore, when the distribution of
nodes is sparse in a given area, offloading efficiency will be
very low. Similar to [2], Wenxiang et al. [53] also select a sub-
set of offloading nodes by maximizing the amount of reduced
cellular traffic. However, a gossip-style social cascade model is
adopted to simulate the spreading of data in an epidemic man-
ner. The submodularity of the offloading problem is proved
in [53] and a greedy algorithm is utilized to select offloading
nodes based on marginal effect function.

Wang et al. [38] design an enhanced offloading scheme. In
this scheme, in addition to selecting offloading nodes, they
also select relays which are more likely to encounter sub-
scriber nodes than offloading nodes. Furthermore, there are
two types of offloading nodes, mobile offloading nodes and
fixed offloading nodes. When requesting for a content, the
subscriber node or the cellular operator can appoint several
relays to help. A relay downloads the requested content from
an offloading node through D2D link when they meet. When
the subscriber node encounters an offloading node or a relay
that has the content, the content is transmitted to the subscriber
node through D2D link. If the subscriber node does not want
to wait, it can choose to get the content via cellular link. Upon
receiving the requested content, the subscriber node needs to

send a notification to the selected relays for them to stop the
mission. Mobile offloading nodes can be encouraged by cer-
tain incentive mechanism [59], and fixed offloading nodes are
provided by the operator. Both of them are predetermined.
The key issue is how to select relays for a specific request.
Wang et al. [38] propose to select the relays according to the
encounter patterns, and the scheme can be carried out either
in a centralized manner or in a decentralized manner. In the
former, the cellular operator can select the top K nodes with
the highest encounter rates with subscriber nodes as relays. In
the later, the subscriber node sends the record of its preferred
top K nodes to the operator along with the request.

Chuang and Lin [42] select offloading nodes based on the
nodes’ encounter probabilities with disjoint social communi-
ties. Cheng and Lin [55] design a preference-aware scheme,
called PrefCast, by considering the heterogeneity of user pref-
erence, which jointly considers the problems of selecting
offloading nodes and forwarding. The nodes belonging to dif-
ferent communities may have different preference on content.
PrefCast takes into account the community structure and user
preference to select the offloading nodes, by calculating the
utility for each node and selecting the top K nodes with the
highest utility values as offloading nodes. After offloading
nodes transmit the content to other nodes in a community,
these nodes must decide whether to forward the content to
other nodes in a given time period. Hence, PrefCast also pre-
dicts the utility that the forwarding will generate in the future
to help the node decide whether to forward the content. A
similarity between [42] and [55] is that both select the offload-
ing nodes based on social community information. But the
former also designs multi-hops forwarding inside a commu-
nity. Cheng et al. [54] extend th one-hop scheme of [27] to
multi-hop scenarios. By evaluating tags on nodes and content,
Wang et al. [56] extend the work of [33] to enable multi-hop
offloading.

Li et al. [51] propose NodeRank algorithm, similar to the
famous PageRank [60], to select the subset of offloading nodes
based on the temporal and spatial characteristics of human
mobility. The goal of this offloading scheme is to maximize
the number of nodes that obtain the requested content through
opportunistic network. Similar to [30], NodeRank builds a
contact graph based on history contact information, and then
calculates the importance of each node in the graph. NodeRank
not only takes into account the contact rates between mobile
nodes but also the contact duration and inter-contact time to
ensure a full delivery of content.

Lu et al. [57] propose an offloading scheme based on
distance. When a node requests for a content, the content sub-
scribing server (CSS) gives a deadline. The node can download
the requested content from other node that has received the
content when they encounter each other. If the node cannot
obtain the requested content before deadline, there are two
choices for the requesting node: extending the deadline or
downloading the content through cellular link. Upon receiving
the content, the node can work as an offloading node. Each
node periodically uploads its location, and when an offload-
ing node accesses the CSS, it will check the list of requested
content. If the offloading node has the requested content, it
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Fig. 9. If the distance between the offloading node and a requesting node is
less than the largest distance that it travelled in the past 2 days, the offloading
node can transmit the content to the requesting node through opportunistic
network, assuming that the remaining time for the content is 2 days.

will check the deadline and the locations of subscriber nodes
as well as calculates the remaining time to the deadline. As
the example shown in Fig. 9, let us assume that the remain-
ing time for the content is 2 days. if the distance between the
offloading node and a subscriber node is shorter than the dis-
tance that the offloading node travelled in the past 2 days, the
offloading node can decide to transmit the content to the sub-
scriber node through opportunistic network. The work [61]
shares the same framework as [57]. The difference between
these two works is that a decision mechanism is introduced
in [57] for the offloading node to decide whether to send the
content to the detected subscriber node through opportunistic
network based on its history movement distance, as discussed
above.

b) Preload offloading: Proulx and Zhang [46] propose
to preload cellular traffic to alleviate the cellular traffic peak.
They leverage the social network to predict the traffic demand
and pre-download the traffic to a subset of offloading nodes.
With this pre-downloading, offloading nodes can transmit
the content to other interested nodes through opportunistic
network to minimize the usage of cellular network during
the peak time. The selection of offloading nodes is based on
a greedy preload algorithm. Similarly, nodes can proactively
store content for neighbours, as in [62] and [63].

c) Timely delivery of offloading: Whitbeck et al. [40]
design Push-and-Track with the objective of guaranteeing the
delivery delay. A subset of offloading nodes are selected to
download the content through cellular link, and they transmit
the content to other subscriber nodes in an epidemic manner
assuming that all the nodes in the area request for the content.
Four strategies are proposed to select offloading nodes: random
strategy, entry time strategy, GPS based strategy and connec-
tivity based strategy. A control loop supervises the offloading
process. When a node enters the given area, it sends a sub-
scribing message to the control loop, and when a node leaves
the area, it sends a un-subscribing message. Subscriber node
that has obtained the requested content also sends an acknowl-
edgement to the control loop. The control loop decides how

many copies should be injected through offloading nodes, with
the reinjection policy for guaranteeing the chosen objective
of timely delivery. When the performance of the offloading
is lower than the objective, new copies of the content will
be injected into the network to guarantee the delivery before
deadline. The work [44] extends Push-and-Track framework
of [40] to include the float data scenario. Rebecchi et al. [48]
propose DROid, an offloading framework based on Push-and-
Track. In DROid, both the actual performance of infection
and the infection-rate trend are taken into account to decide
reinjection.

Baier et al. [45] design a framework, called traffic offload-
ing using movement predictions (TOMP), to guarantee timely
delivery. In TOMP, the area is divided into several sub-areas,
and each sub-area has a server in charge. The server injects a
content to a subset of offloading nodes, and offloading nodes
transmit the content to other mobile nodes in an epidemic
way. The authors propose to leverage the location and mov-
ing speed of a mobile node to predict its movement in order
to estimate its probability of encountering other nodes. Three
coverage scenarios, static coverage, free-space coverage and
graph-based coverage, are considered to select the subset of
offloading node with the highest probability of encountering
other nodes correspondingly, as shown in Fig. 10. Similar
to [40], there is also a control center in TOMP. Upon obtaining
the content from an offloading node or other subscriber node,
the receiving node sends an acknowledgement to the control
center through cellular link, and the node starts to infect other
nodes. In TOMP, the server transmits the content to nodes that
does not receive the content after a given time through cellu-
lar link to guarantee the 100% delivery, instead of reinjecting
more copies of the content to offloading nodes as in [40].

The work [47] proposes to offload cellular traffic through
proximity link by considering user topological importance and
interest aggregation. A time-dependent function is designed
which takes node importance and aggregated interest as the
parameters in adjacent graph to quantify the patience of nodes.
The importance of a node is calculated based on betweenness
centrality, and the aggregated interest of a node for a content is
estimated based on the demand for the content by the node and
its neighbours. An equation is given to calculate the probability
of each node to add the selection of offloading nodes. When
a node requests for a content, downloading through cellular
network or opportunistic network does not begin immediately.
Rather the node first decides whether to download the con-
tent through cellular network or through opportunistic network
according to this probability equation. If the node downloads
the content through cellular network, it becomes an offloading
node to infect other interested nodes in an epidemic manner.

Rebecchi et al. [50] propose an offloading scheme based
on reinforcement learning by combining LTE multicast and
D2D communication, aiming at reducing redundant traffic
while guaranteeing timely delivery. The scheme is similar
to [44] and [45]. The control center selects a subset of all sub-
scriber nodes as offloading nodes based on the channel quality
indicator (CQI) in a greedy manner. After the offloading
nodes receive the content through multicast, they epidemically
infect other nodes. Nodes that fail to receive the content will
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Fig. 10. The scenarios considered in TOMP: (a) Static coverage where all the nodes are static; (b) Free coverage where all the nodes are free to move in
any direction, and TOMP calculates the contact probability of two nodes based on the current location and moving speed; and (c) Graph coverage where the
real road graph are taken into consideration to predict the contact probability of nodes.

download it through unicast from the cellular network. The
work [52] also proposes a scheme based on reinforcement
learning. The mechanism of [52] is similar to [44] and [48],
except for the algorithm that decides the number of offload-
ing nodes. The central dissemination controller in the scheme
of [52] determines the initial number of offloading nodes
through reinforcement learning. Two reinforcement learning
algorithms, actor-critic algorithm and Q-learning algorithm,
are evaluated in [52]. After the offloading nodes downloads the
content from the cellular network, the dissemination controller
will evaluate the performance of infection at fixed time steps
and determine whether to reinject the content to the network
based on the available time. The work [49] proposes HYPE, an
analogous mechanism with [40], to offload overloaded traffic
with heuristic solutions, which applies an adaptive algorithm
to achieve the optimal tradeoff between multiple conflicting
objectives. Two common features of [28], [40], [44], [45],
[48]–[50], and [52] are worth noticing. The first one is that all
these schemes adopt epidemic approach to share the content,
and the second one is that all of them require the subscriber
node to upload feedback information to the control center.

Rebecchi et al. [58] define two different types of offload-
ing nodes, leecher and seeder. Both leecher and seeder
receive content through the cellular network. Seeder is nor-
mal offloading node but leecher cannot forward the con-
tent to other nodes. When the offloading performance of
D2D transmission is lower than expected, the control orig-
inator will promote leecher into seeder to accelerate the
D2D transmission. Pontryagin’s maximum principle [75] is
applied to select leecher and seeder. The scheme is similar
to Push-and-Track [40], but it adopts a very different reinjec-
tion strategy. The scheme of [58] selects the new offloading
nodes in advance, and the content is injected to these nodes at
the beginning of offloading process, while the scheme of [40]
starts to select the new offloading nodes when it decides to
reinject.

3) Discussion: The performance of an offloading scheme
depends largely on the selection of offloading nodes. The num-
ber of offloading nodes should be small in order to reduce
the load on cellular network. But a too small number of
offloading nodes will put an unfair burden on the offloading
nodes and may result in low offloading efficiency. Therefore,
the number of offloading nodes is a tradeoff between these

two conflicting requirements. What type of information used
to select offloading node is also important to the achiev-
able offloading performance. In the literature, many researches
focus on utilizing the encounter pattern between mobile nodes
and other metrics, such as energy, fairness and etc. On the
other hand, adopting one-hop or multi-hop to delivery the con-
tent from the offloading nodes also seriously impacts on the
achievable performance of an offloading scheme. Using one-
hop is too conservative, as it cannot exploit the full potential of
opportunistic communications. Using multi-hop, while better
exploiting opportunistic communications, may be unrealistic,
as it relies on the assumption that nodes are willing to act as
relays. Many researches study human behaviors and investi-
gate how to encouraging mobile nodes, i.e., human beings, to
participate in forwarding content for other nodes. This direc-
tion of research has great potential to enhancing offloading
performance.

B. Offloading With Fixed Offloading Node

Similar to WiFi AP, special fixed devices, which can down-
load and store the content from the Internet and then transmit
delay tolerant data to mobile devices passing by, can be
deployed to alleviate the overloaded cellular network. These
fixed devices can be regarded as fixed offloading nodes. Fixed
offloading node plays the role of ‘bridge’ between cellular
network and end users, and it generally has three functions:
short range communication, e.g., via Bluetooth or WiFi direct,
caching and connecting to cellular network [65]. Note that,
these works on offloading with fixed offloading node is differ-
ent from content offloading (i.e., caching), although they are
based on the same principle. The work of caching is to cache
some popular content to BS in order to avoid the direct access
to mobile core network. From the view of mobile devices, a
change of next hop is not strictly required in caching. In con-
trast, in the works focusing on offloading with fixed offloading
node, not only who to download these popular content, but
also how to deliver them to requesting users are considered.
Moreover, opportunistic network is not strictly required in
caching. Most of the works on offloading with fixed offloading
node consider vehicular ad hoc networks (VANETs). Table II
summarizes the existing literature for this category.
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TABLE II
LITERATURE SUMMARY OF TRAFFIC OFFLOADING WITH FIXED OFFLOADING NODE

1) Offloading to VANETs: RSU that has dedicate short
range communication (DSRC) interface and buffer can con-
nect to BS and play the role of offloading node in VANET.
When a vehicle on a road with RSUs deployed sends a request
for some content (e.g., a video clip) through cellular, a RSU
can prefetch the requested content and waits for the vehi-
cle. When the requesting vehicle is passing by the RSU, the
requested content is transmitted to the vehicle [70]. The key
issues for offloading to VANET are therefore which content
RSU should prefetch from the Internet, which RSU should
prefetch the content and how to schedule the transmission
between RSU and vehicles. The work [73] proposes to predict
the movement of vehicles to enable prefetching the content
at appropriate RSU. The daily mobility of vehicles has cer-
tain regularity [76], [77], particularly for bus and private car
travelling to/from work. But not all vehicles tend to drive
in regular pattern, e.g., taxi. With the assistance of intelli-
gent transportation system (ITS), however, the movement of
vehicles can be predicted accurately and the requested con-
tent can be prefetched to the appropriate RSU which will
encounter the requesting vehicular user [70]. More specifi-
cally, when a vehicular user sends a request to the server,
other route information, such as the destination, the traffic
condition and history trajectory, will be sent to the central
controller of the ITS to predict which RSU will encounter
the requester and the requested content can be prefetched to
this RSU.

It is expensive to install RSUs. The work [65] proposes to
replace RSUs with cheaper relay nodes (RNs) positioned at
fixed locations. Like RSU, RN has DSRC and storage capac-
ities, but unlike RSU, it does not have Internet connectivity.
RNs can act as offloading points in VANET. When a vehicular
user requests for a content, both the vehicle trajectory and the
request are sent to the control center through cellular network.
The control center decides which RN is most appropriate to
place the content to. When the vehicle meets this RN, the
content is transmitted to the vehicle via DSRC. Lee et al. [65]
present the DOVE algorithm to select the optimal RN that
overlapping the trajectory of the requesting vehicle. Since RNs
do not connect to the Internet, it is necessary to prefetch the
requested content to the offloading RN, but the work [65] does
not discuss this important issue. We point out that the content
can be offloaded to RNs via cellular link. If as part of the
infrastructure, RNs are also connected to the backhaul of the

cellular network, the delivery of content to a RN can naturally
be done through the backhaul.

For a fast moving vehicle, the contact duration with RSU or
RN is too short to complete the transmission of bulk data in a
single contact. There are three approaches to enable offloading
massive data. The first one is to extend the contact time, and
the second one is to reduce the data size, while the third one
is to increase the transfer rate. The third approach is related
to physical-layer transmission techniques and is beyond our
scope. We will discuss the second approach in the next sec-
tion. Regarding the first approach, Baron et al. [72] propose
a massive-data transmission framework that turns the electric
vehicle charging stations into offloading nodes and the electric
vehicles into data carrier. Subsequently, they demonstrate the
feasibility of this framework in French road network.

The aforementioned researches only consider RSU/RN to
vehicular subscriber communication, namely, one-hop offload-
ing. Malandrino et al. [67], [71] jointly consider RSU-to-
vehicle transmission and vehicle-to-vehicle (V2V) transferring
to enable multi-hop offloading. They propose to predict the
mobility of vehicles with different degrees of uncertainty
through a fog-of-war model and study the impact of the
inaccurate prediction on offloading performance. They fur-
ther propose two approaches to schedule the vehicular relay
selection between the RSU and the end vehicular subscriber.
By taking into account the link qualities of both RSU-to-
vehicle and V2V communication phases, Zhioua et al. [66]
propose a model, called flow offloading selection and active
time assignment (FOSAA), to analyze the capacity of vehicu-
lar network for offloading. The results of [66] indicate that
the data size, density of vehicles and hop count between
vehicles influence the achievable offloading performance
considerably.

Wang et al. [64] also investigate multi-hop offloading in
VANETs with both fixed offloading nodes and mobile offload-
ing nodes. The authors design an offloading model to calculate
the offloading capacities of both RSUs and vehicles through
a connectivity graph. In the proposed offloading system, vehi-
cles periodically upload their location and velocity information
to RSUs to build the connectivity graph. The weight of
an edge in the graph represents the link quality between
the two connected nodes. The graph is used to determine
which node, RSU or vehicular node, will be selected as
the offloading node. The offloading problem is formulated
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as a multi-objective optimization problem, considering the
heterogeneity of vehicles and the global QoS guarantee.

2) Offloading to Other Systems: Access to the Internet from
maritime ship mainly relies on satellites. Communications via
satellite network have some serious disadvantages, including
limited capacity, high delay and high cost. Mu et al. [78] pro-
pose a hybrid maritime communication framework that can be
used to seamlessly transmit data between different networks.
Mu and Prinz [68] further propose to leverage the repetition
and the predictability of ship route to opportunistically trans-
mit delay tolerant data which is originally transmitted through
satellite network. Ship’s onboard gateway, playing the role of
offloading node, can opportunistically communicate with the
network on the shore. Here, we further envisage the future
global oceanic ad hoc network (OANET), where each ship is a
‘fixed’ offloading node, while sailors and passengers onboard
are ‘mobile’ users. The requested content can be offloaded
from the shore or satellite to ship and/or from ship to ship, to
reach the end mobile subscriber.

The dream of the ‘Internet above the clouds’ [79] has fueled
the research in the aeronautical ad hoc network (AANET) [80]
for supporting direct communication and data relaying among
aircraft for airborne Internet access. There appears no work
to date on offloading to AANET. This is because the cur-
rent physical-layer transmission techniques are incapable of
providing the high throughput and high bandwidth efficiency
communications among aircraft required for this airborne
Internet access application. Even the planned future aero-
nautical communication system, called the L-band digital
aeronautical communications system (L-DACS) [81], [82],
only offers an air-to-air mode [83] that is capable of providing
273 kbps net user rate for direct aircraft-to-aircraft communi-
cation, which cannot meet the high throughput demand of the
Internet above the clouds. However, a very recent study [84]
has developed a very high throughput and high bandwidth effi-
ciency physical-layer transmission technique for aeronautical
communications. With this enabling physical-layer infrastruc-
ture in place, we envisage the following future global AANET,
in which each jumbo jet is a ‘fixed’ offloading node, while
passengers are mobile users. The requested content can be
offloaded from airport to jumbo jet and/or from jumbo jet to
jumbo jet, to reach the end mobile subscriber user.

3) Discussion: A RSU must prefetch and hold the rele-
vant content so that when the interested vehicular users are
passing by, the content can be directly delivered. The key
issue in offloading to VANET is which RSU should prefetch
which content and when to prefetch it. The prediction of
the vehicular movement is particularly important to address
this challenge. History mobility, location, velocity and trajec-
tory of vehicle can all be utilized to serve the prediction.
Furthermore, multi-hop delivery relying on both RSU-to-
vehicle and V2V opportunistic communications can enhance
offloading performance. Except for the special case of [72]
where offloading nodes are electric vehicle charging stations
and mobile users are electric vehicles parked at charging sta-
tions, it is difficult to offload bulk data, because contact during
is too short owing to fast moving vehicles. Thus, dividing the
bulk data into small fragments may be a good choice.

Most of the works in offloading with fixed offloading node
focus on VANETs. In this survey, we envisage the OANET
and AANET, and propose to extend the research to offloading
to OANETs and to AANETs.

C. Offloading Without Offloading Node Selection

This category of offloading schemes do not select offloading
nodes. Rather, mobile nodes collaborate to improve offload-
ing performance. In effect, every node can be an offloading
node. Table III summarizes the existing literature for this
category. The existing works mainly focus on improving
offloading mechanism, and they may be divided into five
classes: energy-efficient (EE) offloading, bulk data offload-
ing, peer-to-peer (P2P) offloading, adaptive offloading and
incentive mechanism.

1) Energy-Efficient Offloading: Most works assume that all
mobile nodes are wiling to exchange content with each other
and participate in offloading, which is overly optimistic. It con-
sumes the power for a mobile device to transmit the content to
others, and selfish nodes that have the content may refuse to
deliver the content to other nodes in order to save their battery
power. Selfishness has a great impact on the dissemination of
content between mobile nodes [113]. Some works [98], [104]
study the impact of selfishness, in terms of energy consump-
tion, in the dissemination of content through opportunistic
network, and design a duty-cycling strategy, which allows
a node repeatedly switches on and off its radio interface to
reduce the energy consumption. The work [96] study inves-
tigate the energy consumption problem in periodic contact
probing and propose a wakeup scheduling technique to pro-
long the lifetime of mobile devices. Coordinated multipoint
(CoMP) processing can be applied to improve the energy effi-
ciency in wireless communications. Wen et al. [114] propose a
stochastic predictive control algorithm to obtain the requested
content through an optimal BS group. Actually, receiving con-
tent also consumes power. Wu et al. [115] investigate the
joint transmitter and receiver energy efficiency maximization
problem and propose a joint optimization algorithm based on
Dinkelbach transmission to iteratively solve the problem.

Let us further consider the following scenario, where a
group of mobile nodes are interested in a number of con-
tents. When a node sends a request to the Internet server
for a certain content through cellular link, the requested con-
tent will not be transmitted to the node immediately via
cellular link. The node can first obtain the content from
other nodes that have the content through opportunistic com-
munications before the content deadline. Only if the node
cannot obtain the content before the deadline expires, cel-
lular download will begin. There are two types of nodes in
this scenario, data-seeking node that is requesting for one
or more contents and data-fulfilled node that has obtained
all the requested content. From a pure selfishness consider-
ation, to save energy, the data-fulfilled nodes will switch off
their radio interfaces. Consequently, the data-seeking nodes are
unlikely to obtain the requested content before the deadline. In
order to enhance offloading performance while saving energy,
Kouyoumdjieva and Karlsson [91] propose an energy-aware
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algorithm called progressive selfishness, which requires a data-
fulfilled node to periodically switch on and off its radio
interface. The experiment results of [91] show that the pro-
gressive selfishness can save 85% of energy for mobile devices
while only reducing the throughput by 1%, compared to the
case that all the data-fulfilled nodes must always switch on
their radio interfaces.

In addition, some efforts focus on reducing the energy
consumption in traffic offloading in heterogeneous cellular
networks (HCNs) while preserving the quality of service expe-
rienced by users. In these works, small cells are applied
to offload the cellular traffic from macro cells. Small cells
refer to low-power and short-range access points that can be
applied to transmitting contents in a flexible and economical
way [116], [117]. Strictly speaking, small cell traffic offload-
ing is not based on opportunistic network. Hence, we give
a brief introduction on this area. Interested readers can refer
to [19] for further research.

The energy consumption of a small cell is dependent on
the system load, which is the average utilization level of
radio resources in terms of time and frequency domains [118].
Small cells are either activated for offloading cellular traf-
fic or deactivated for saving energy. Hence, without elaborate
design, directly offloading cellular traffic to small cells not
only may not reduce the energy consumption of the whole
network, but also may deteriorate the congestion of the current
cellular network. Saker et al. [119] study the implementa-
tion of sleep/wake up mechanism in small cells based on
the traffic load and user location within small cells with the
objective of minimize the energy consumption of the overall

network. Chiang and Liao [120] prove that the switch-on and
switch-off strategy of a small cell is monotone hysteretic,
and then realize the offloading scheme by simple switch-
on and switch-off thresholds. These aforementioned works
assume that small cells are independent, that is the coupling
interference across different cells is not considered. The cou-
pling interference, resulting from the sharing of a common
spectrum resource, has a great impact on the throughput of the
whole network. Taking the coupling interference into consid-
eration, Chen et al. [19] model the energy efficiency problem
as a discrete-time Markov decision process and use Q-learning
with compact state representation algorithm to make offload-
ing strategies. The offloading strategy is a sequence of actions,
consisting of switch-on and switch-off operations on each
small cell. Then, they prove the convergence of the algorithm
from the points of both theory and practice. Nevertheless,
the learning efficiency and the mixing characteristics of the
underlying Markov chain are not analyzed in [19].

2) Bulk Data Offloading: With the popularity of
multimedia content, the volume of content we like to
share is getting larger and larger, which becomes a big
challenge to opportunistic offloading: the content cannot be
entirely transmitted over single contact between mobile nodes
because the contact duration is too short. As mentioned
previously, a solution to this problem is to divide the bulk
data into small fragments.

Li et al. [99] propose a contact-duration-aware cellular traf-
fic offloading scheme, called Coff, which partitions the bulk
content into several small segments that can be transmitted
in one contact. These segments are encoded with random
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Fig. 11. Illustration of Coff. The bulk data is fragmented into several small
segments at the content server. Subscriber nodes download these segments
through cellular network and exchange the segments that they obtain though
opportunistic communications. The bulk data is recovered at the subscriber
nodes through random linear coding when enough segments are collected.

linear networking coding technique at the content provider,
and each coded segment contains certain information about
the content, so that the original bulk data can be recovered
from the coded fragments. The segments are sent to subscribe
nodes through cellular network. Subscribe nodes exchange
these segments they have received through opportunistic D2D
communications. When a subscriber node get all these seg-
ments, it recovers the original bulk content. The process is
illustrated in Fig. 11. By the deadline, subscriber nodes that
have not received all segments can download the segments that
they do not have through cellular network. The work [99] also
designs a greedy algorithm to optimally allocate load on each
subscriber node. Seferoglu and Xing [89] consider the scenario
where a group of mobile nodes are interested in a same video
content. These nodes cooperatively download the content using
both cellular network and opportunistic network. Specifically,
each node downloads a segment of the video content through
cellular network, and then multicasts the segment it has to
the other nodes in the group through opportunistic network.
Seferoglu and Xing [89] design a device-centric cooperation
scheme for the mobile nodes to decide which segment should
each node download. Both [89] and [99] are based on the same
idea but they adopt different allocation strategies.

Kouyoumdjieva and Karlsson [106] design a framework to
offload bulk multimedia with real-time requirement in urban
environment. In this framework, every node maintains a play
list sequentially recording the requested contents, and its cache
is initially empty. The requesting orders of the play lists for
different nodes may be different, owing to the heterogeneous
preference of mobile nodes. Each node downloads the first
content in its play list through cellular link and places the con-
tent in its cache. When two nodes encounter and if they have
each other’s requested contents, they download the requested

contents from each other’s caches through opportunistic com-
munications. The results of [106] indicate that the performance
of this scheme is sensitive to the density of mobile nodes and
the number of requests. Le et al. [90] describe the coopera-
tive downloading problem as a network utility maximization
problem. Different from [89], Le et al. [90] use overhearing
and network coding in local WiFi transmission between mobile
nodes. Subsequently, they introduce MicroCast, a modular
system implemented on Android platform. Their experiment
shows that the scheme can significantly enhance offloading
performance while imposing a little more battery consumption
on each mobile node.

Chang et al. [103] design a collaborative mobile cloud
(CMC), composed of a certain number of mobile devices that
are interested in the same big content. The big content is
divided into several fragments as usual. In CMC, a small sub-
set of the mobile devices are selected to separately download
a certain fragment from the BS through cellular link. Then
these mobile devices can exchange what they have received to
form a complete content as well as transmit their fragments to
other mobile nodes via D2D manner. It can be seen that unlike
the schemes of [89], [90], and [106] most mobile users can
receive the complete content without downloading a fragment
from BS, but CMC is also an effective way of offloading bulk
data. Note that CMC selects a small subset mobile devices
to download the fragments of bulk data via cellular link and
these devices are responsible to transmit their downloaded
fragments to other mobile devices. Therefore, these mobile
devices consume much more energy [85], [112], which is
clearly unfair. The emerging simultaneous wireless informa-
tion and power transfer (SWIP) technique can help solving
this problem [103]. SWIPT enables a mobile node to charge
its battery using the power of the wireless signal transmitted
by BS. Chang et al. [103] propose the wireless power transfer
enabled CMC (WeCMC) to allocate the sub-channels for the
transmission between BS and WeCMC. Interested readers can
refer to [121]–[124] for further exploration.

In some situations, the contact time is sufficiently
long and large data can be delivered in single contact.
Ashton and Zhang [10] consider this case, and they design an
app called Cool-SHARE to seamlessly share bulk data, e.g.,
apps, multimedia data. A Cool-SHARE installed on the smart
phone can download apps from app store through cellular
network. Then it can transmit the apps to other smart phones
with Cool-SHARE installed. The authors specifically consider
two scenarios: social sharing scenario and opportunistic shar-
ing scenario. The former occurs between acquaintances, e.g.,
at workplace, while the later occurs between strangers, e.g.,
on the bus.

3) P2P Offloading: Mayer and Waldhorst [93] propose to
offload the traffic generated by a pair of communicating end
nodes with the assurance of 100% delivery. When a mobile
device sends a content to the other mobile device, the con-
tent is transferred in opportunistic network with router strategy
initially. Specifically, there is no replicates of the content in
the opportunistic network, and the content is sent from the
source device to the end device via unicast communication.
Not all the devices are connected to the infrastructure. Upon
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Fig. 12. Two phases of AOM: in computation phase, AOM calculate TOR
and LRCR, while in selection phase, it decides whether to adopt cellular
network or opportunistic network.

receiving the content, a node must decide whether to transmit
the content through opportunistic network or through infras-
tructure network based on the information obtained from other
nodes via opportunistic communication. When the probabil-
ity of delivery through opportunistic network is lower than
a certain threshold, nodes prefer to transmit the content to
nodes that can connect to the infrastructure to guarantee the
delivery. The idea is to use the opportunistic network to trans-
mit the content as much as possible to alleviate the load of
infrastructure-based network, while guaranteeing the delivery.
Yang et al. [88] consider the scenario where a pair of mobile
users connected to the same eNodeB communicate through
cellular network. When a pair of mobile nodes connected
to the same eNodeB are communicating, the gateway will
detect it and informs them. Then they will perform a discov-
ery process to find each other. When they find that they are in
proximity to each other, the cellular communication will turn
into D2D communication between them. Thus, the traffic gen-
erated by the communication between these two mobile users
is offloaded.

4) Adaptive Offloading: Hsu et al. [111] introduce an adap-
tive offloading model (AOM) to adaptively switch between
cellular network and opportunistic network. The main advan-
tage of downloading directly from the cellular network is that
subscribed users can obtain the requested content in a fastest
way, while the main advantage of obtaining the requested con-
tent through opportunistic network is that subscriber users can
obtain the requested content in a cost-effective way at the
expense of certain delay. AOM combines the two approaches
to adaptively improve the offloading efficiency. There are two
phrases in AOM, as illustrated in Fig. 12. When subscribe
nodes request for content, AOM calculates traffic offloading
rate (TOR) and local resource consumption rate (LRCR) in
the first phrase. In the second phrase, AOM decides which
mechanism should be adopted by comparing the TOR and
LRCR with their given thresholds. If the TOR and LRCR are
smaller than their respectively thresholds, the subscriber node
should download the content directly through cellular network.
Otherwise, the content provider injects the requested content
to offloading nodes, and let offloading nodes to propagate the
content to subscriber nodes before the deadline.

5) Incentive Mechanism: Opportunistic network can only
provide an intermittent connectivity between mobile users.
Receiving the content via opportunistic network will inevitably
cause certain delay, and not all mobile users are willing to
be served in this way. On the other hand, not all mobile
users are willing to forward the content for other users [125],
because acting as relay will consume their battery energy

Fig. 13. Incentive scheme based on cellular operator acting as the buyer and
mobile users acting as sellers. Each user sends a bid, involving the delay that
it can tolerate and the discount that it wants to get. The operator determines
who is the winner of the auction that will get the required discount.

and take up their storage space. Wang et al. [101] evaluate
the impact of selfishness of mobile nodes on opportunistic
offloading efficiency. In their evaluation, the offloading scheme
is user-centric, and all mobile nodes are ‘rational’: they are
only concerned with their own interest. Each user can decide
whether to download the requested content or not, and when
mobile nodes have downloaded the content, they are free to
decide whether to forward the content to others or not. The
authors use a game theory to describe the selfishness of mobile
nodes, and the evaluation result indicates that the offloading
efficiency is significantly degraded, compared with the ideal
offloading where all mobile users are selfless.

It is then making sense to provide incentives for mobile
users to encourage them to participate in offloading. For exam-
ple, if a mobile user is willing to wait for a certain time before
receiving its requested content, the cellular operator will give
a discount for the service charge. Zhuo et al. [59] design
an incentive mechanism, named Win-Coupon, to encourage
mobile users to offload cellular traffic by leveraging their toler-
ance for delay and their potential for offloading. The incentive
mechanism is based on reverse auction, where mobile users act
as sellers and the cellular operator acts as a buyer. The process
of auction is shown in Fig. 13. Each mobile user sends a quo-
tation to the operator, including the delay that it is willing to
wait and the discount that it wants. The cellular operator takes
into account both the delay tolerance and the offloading poten-
tial to determine the auction outcome. Specifically, mobile
users with higher tolerance to delay should be given less dis-
count if the delay is the same. Similarly, mobile users with
higher potential for offloading should undertake more offload-
ing tasks by giving large discount, if the delay is the same. The
winner of the auction will receive the requested content from
opportunistic network with the contracted delay and coupons.
Other users will receive the requested content directly from
the cellular network with the original charges. By adopting
stochastic analysis, Zhuo et al. [59] propose a model based
on the data access and mobility pattern of mobile users,
to predict the offloading potential of mobile users. In [94],
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they present an extended work to [59], including the consid-
eration of WiFi case. Li et al. [109], [110] present a contract
based incentive mechanism to encourage mobile users utiliz-
ing their delay tolerance and price sensitivity for offloading.
The authors describe the cellular traffic offloading process as
a monopoly market, where the cellular operator is the monop-
olist who signs the contracts with mobile users according
to the statistical user satisfaction. To capture the satisfaction
of different users, the authors divide the users into different
classes according to their delay tolerance and price sensi-
tivity. Each user selects a quality-price contract according
to its class to maximize its utility. Different from [94], the
works [109], [110] take into consideration not only the delay
sensitivity but also the price sensitivity to depict the QoS.

Different from [59], Sugiyama et al. [95] propose an incen-
tive mechanism based on reward to encourage mobile nodes to
forward the content for other mobile nodes. The cellular oper-
ator announces the total reward to be shared among the mobile
users that use their surplus resources to forward the content
for other mobile nodes. The authors describe the problem as
a Stackelberg game, in which each mobile node must select
to forward the content for other mobile nodes through oppor-
tunistic communication or not to, by balancing the cost and
reward. However, the work [95] does not consider the fact that
user satisfaction will be affected by long delay.

6) Discussion: Researches in the category of offloading
without offloading node selection mainly focus on improv-
ing the offloading structure, since structural innovation plays
a crucial role in enhancing offloading efficiency. Some works
design offloading schemes in a decentralized manner, but
these schemes impose considerable overhead for collecting
necessary control information. Performing offloading in a cen-
tralized manner may be a better option, because the cellular
operator already has most of the essential information. Many
works design multi-hop offloading schemes but these schemes
face a practical challenge – not all mobile users are willing
to forward the content for others. Incentive mechanisms may
offer effective means for tackling this problem. Surprisingly,
the individual privacy has not been involved in any work so
far. In real-world scenarios where mobile nodes may not trust
each other, the individual privacy must be taken into account,

and there is a big scope to study effective trust mechanism in
unfamiliar environments, e.g., node authentication.

D. Upload Offloading

As can be seen from the previous three subsections, many
existing works concentrate on download offloading. However,
with the big change of our habits in the digital world, we
become data creators and generate ever-increasingly large
amount of data to upload. Consequently, upload offloading
is attracting more and more attentions.

Applications like Facebook, Qzone, Instagram and Youtube
enable us to upload our data, e.g., text, mp3, photos and
videos, to share with our friends at the time of creation. We
tend to upload big files like photos and video clips to social
networks conveniently through mobile applications, which
transforms us into data creators [129]. On the other hand, with
the development of mobile cloud computing, many applica-
tions on mobile computing have emerged recently. When we
perform these applications, we need to upload data to the cloud
sever [130]. Vehicles also need to frequently upload data to the
cloud side [131]. Furthermore, when vehicles are travelling at
a high speed on highway, they generate large amount of infor-
mation, e.g., traffic condition, vehicle condition, etc, which
need to be uploaded to the control center of ITS to guarantee
the road safety and improve the road efficiency. These uploads
put a big burden on the cellular network. In addition, in cellu-
lar network, such as LTE, uploading consumes nearly 8 times
more energy than downloading [139]. Table IV summarizes
the existing literature for upload offloading.

1) Offloading With Fixed Offloading Node: Considering the
fact that large number of high-speed WiFi APs and cellular
femtocells are widely deployed, the most simple approach of
upload offloading is to directly transfer the data created by
mobile users to available WiFi APs and femtocells [140]. The
empirical research in [139] indicates that the energy consump-
tion of WiFi is lower than third generation (3G) and LTE
cellular networks’ uplink. Furthermore, inexpensive WiFi APs
are simple to deploy. WiFi APs and femtocells used for upload
offloading can be regarded as fixed offloading nodes, which
adopts certain caching strategies to get data from other nodes
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and upload the data to the Internet. Mobile nodes rely on their
mobility to create opportunities of meeting these fixed offload-
ing nodes. When a mobile node has data to upload, it can
store the data and carry the data with its movement. When the
mobile node meets an offloading node, the data can be trans-
mitted to the offloading node. Alternatively, when the mobile
node meets a relay node, it can transfer the data to the relay
node who also adopts the store-carry-forward mechanism to
help transferring the data to an offloading node.

Because of the aforementioned advantages, WiFi AP strate-
gies have been widely investigated for upload offloading.
Sethakaset et al. [138] derive a closed-form expression to
calculate the number of users who should forward their data
to the AP in a given area with one LTE macrocell and one
WiFi AP, in order to maximize the minimum energy efficiency.
Specifically, the Nw users with the worst signal-to-interference-
plus-noise radio (SINR) values in the macrocell should upload
their data via the WiFi AP. Gao et al. [130] focus on tackling
the deadline-sensitive data offloading problem which needs
to schedule uploading data items between WiFi AP and cel-
lular network. Taking into account the heterogeneity of data
items in terms of size and TTL, the corresponding optimization
problem is NP-hard. Two greedy-based algorithms, offline
data offloading (OFDO) and online data offloading (ONDO),
are presented in [130] to solve this optimization problem.
The authors prove that the expected total sizes of data items
offloaded to WiFi AP achieved by these two algorithms are
no less than half of the expected total sizes attained by the
corresponding optimal solutions.

The aforementioned two works only exploit opportunistic
communications between mobile nodes and offloading nodes,
i.e., they are one-hop schemes. Komnios et al. [137] propose
cost-effective multi-mode offloading (CEMMO), a mechanism
that allows peer node to play the role of relay between source
node and AP. Three communication modes are allowed in
CEMMO: cellular delivery, delay tolerant delivery and peer-
assisted delivery. CEMMO selects the most effective upload
offloading mode through the prediction of user mobility and
connectivity with WiFi AP. Considering the big volume of
data created by vehicles, WiFi AP based upload offloading
is a promising solution. However, due to the limited contact
time between high-speed vehicle and WiFi AP, the cached data
may not be all delivered to the AP during one communica-
tion. Kolios et al. [131] study this problem and propose a V2V
assisted offloading scheme to accelerate upload offloading by
exploiting the cooperation between vehicles, as illustrated in
Fig. 14. The scheme allows the communication between vehi-
cles to balance the caches among vehicles. When encountering
an AP, each vehicle with just enough data can transmit its
cached data to the AP in one-go.

As discussed previously, a large number of vehicles con-
stantly create a great deal of information and transmit these
information to the control center of ITS. These floating car
data (FCD) are extremely valuable in analysing the road traf-
fic conditions and maintaining an efficient ITS. Similar to
mobile network, vehicle network can also utilize the V2V
mode to offload the upload traffic. Stanica et al. [127] propose
to offload the upload traffic of FCD with the assistance of V2V

Fig. 14. Vehicle-to-vehicle assisted upload offloading: in 1© vehicle a trans-
mits part of its data to other vehicles nearby to balance its cache, while in 2©
and 3©, vehicles with just enough data transmit the data to AP.

opportunistic communications. Fig. 16 contrasts this FCD
uploading assisted by V2V opportunistic communications with
the traditional FCD uploading approach. By studying the fun-
damental properties of V2V connectivity, the authors design
three heuristic algorithms to select the subset of vehicles,
which are responsible for collection, fusion and uploading of
the data efficiently. The work [128] studies the best-case and
worst-case performance of this FCD offloading approach.

WiFi AP is not the only equipment that can act as fixed
offloading node. Han and Ansari [12] introduce a green con-
tent broker (GCB), powered by green energy, for acting as
the content brokerage to delivery content between the content
requester node and the content owner node. The authors for-
mulate the optimization problem of maximizing the amount of
offloaded traffic, subject to the amount of green energy avail-
able and other constraints. They proposed a heuristic traffic
offloading algorithm to find near optimal solution.

Some works consider the offloading strategies based on IP
flow mobility (IFOM), which is a technology used in fourth
generation (4G) network allowing a user equipment (UE) to
maintain two data streams concurrently, one through WiFi AP
and the other through LTE [141]. Consider the scenario that
a moving UE is uploading a file. When the UE moves into
the coverage of a WiFi AP, the file uploading may be shifted
to the WiFi network. When the UE moves outside the cov-
erage of the WiFi AP, the file uploading may be seamlessly
shifted back to the cellular network. Another example is that
the UE maintains a uploading flow and the flow can be divided
into two sub-flows, which can be serviced through different
access technologies. A question naturally aroused is how the
UEs fairly offload part of their data to the WiFi network,
or in other words, how to allocate the bandwidth. Carrier-
sense multiple access with collision avoidance (CSMA/CA) is
applied to fairly share the radio resource in 802.11 Distributed
Coordinated Function, which treats all UEs equally. However,
there are different data needs for UEs and the conditions of
connection with eNodeB for different UEs are different.

Miliotis et al. [134]–[136] consider the scenario where
N UEs are under the coverage of an eNodeB, and at the
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Fig. 15. Some application scenarios of computation offloading: in scenario (a), client node 1 may offload its computation subtasks to offloading nodes 2 and
3, or mobile cloudlet, in scenario (b), smart vehicle acts as offloading node for client node 4, and in scenario (c), client node 5 relies on offloading node 6
for helping its computation task.

Fig. 16. Contrast of (a) the FCD uploading in tradition approach, where each vehicle uploads its own data through cellular network, and (b) the FCD uploading
with the assistance of V2V opportunistic communications, where a specified vehicle collects the data of other vehicles through opportunistic communications
and uploads the collected data through cellular network.

same time they are under the coverage of a WiFi AP.
Miliotis et al. [136] propose two upload offloading algorithms
based IFOM, the first one giving priority to the UEs with
high volume of data while the other one giving proportional
priority to each UEs. However, only the data needs of UEs are
considered in [136]. Subsequently, in [134], Miliotis et al. fur-
ther propose a weighted proportionally fair bandwidth (PFB)
algorithm, which not only considers the data needs of UEs
but also takes LTE spectrum efficiency into consideration.
Miliotis et al. [135] evaluate the achievable performance of
the PFB algorithm, in terms of energy efficiency and through-
put, in the presence of malicious UEs. They also present an
approach based on reputation to fight against the malicious

UEs. The work [129] provides enhancement to both WiFi
access and LTE uplink, aiming to improve the energy effi-
ciency and offloading volume. For the WiFi access, the authors
present a scheme to maximize the utilization of WiFi resource,
while for the LTE uplink part, they present two pricing
algorithms, linear and exponential.

2) Offloading Without Offloading Node Selection: The
deployment of large number of WiFi APs is not the best cost-
effective way of mitigating the congestion and enhancing the
capacity of cellular network. This is because congestion only
occurs during the peak time, and cellular network has enough
capacity to deal with the data traffic at other times [126]. Off
the peak time, the installed WiFi APs are seriously under
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utilization, resulting in huge waste of resource. Therefore,
some researches also study the strategies of offloading the
upload traffic without the assistance of offloading node, e.g.,
WiFi AP.

Izumikawa and Katto [132] design robust cellular network
(RoCNet) to enhance the cellular network in conjunction
with opportunistic network. When the congestion of cellular
network is detected, UEs may choose the store-carry-forward
mode to transmit the data to other less loaded BS. Existing
techniques for available bandwidth estimation can be used
to estimate the degree of cellular network congestion [142].
Hu and Cao [133] present a quality-aware traffic offloading
(QATO) framework to offload the upload traffic in order to
save energy consumption and to reduce delay. Obviously, the
service quality for different nodes in an given area may be
different, and transmitting data with poor QoS will consume
more energy [143]. Therefore, when a node with poor QoS has
data to upload, it may choose to transmit the data to neigh-
boring nodes with good QoS and to rely on them to upload
its data. Hu and Cao [133] further evaluate the performance
of QATO on Android phones in a real experiment. The result
obtained demonstrates that 70% energy consumption and 88%
delay can be reduced in upload offloading. The framework can
also be applied to download offloading.

Thilakarathna et al. [41] propose MobiTribe, a distributed
storage system composed of mobile devices to store user gen-
erated content (UGC) and thus to avoid the need for uploading
UGC. when a mobile user decides to share its UGC, the
application running on the mobile device sends a registration
information to the control center who allocates a replication
group to the user. The replication of the UGC is opportunis-
tically transmitted to the group through P2P mode. When
another user requests for the UGC, the control center orders
a device in the replication group to deliver a replication to
this user. The authors verify the feasibility of MobiTribe by
implementing MobiTribe on Android mobile phones with the
integration of Facebook [144]. The content replication problem
in MobiTribe is NP-hard [145]. An algorithm is represented
in [41] to significantly reduce the amount of replications whilst
hardly reducing the availability of content. MobiTribe can also
be used in download offloading.

3) Discussion: Unlike the download offloading research,
where large volume of works are available, there are fewer
works in the upload offloading research. This is because down-
load traffic used to dominate the total traffic. However, as
we become big data creators and generate huge amount of
data to upload, designing effective upload offloading schemes
to alleviate the congestion of cellular uplink become vitally
important too. Because of encountering uncertainty between
mobile users and fixed offloading node, accurate prediction
of users’ future movement based on the past data and the
knowledge of deployed offloading nodes is critical to achieve
high offloading efficiency in the approaches of upload offload-
ing with fixed offloading node. For the schemes of upload
offloading without offloading node selection, how to select
appropriate relays is the key to success. We observe that in
the current research, the selfishness of mobile users and the
privacy of user data are hardly taken into account. This is

an important research area, requiring researchers to put big
efforts in.

IV. COMPUTATION OFFLOADING

Although our smart phones are getting increasingly power-
ful, the capacity of single device, in terms of battery, CPU and
memory, is still limited, particularly in comparison with the
computation requirements of big applications demanded by us.
Cloud computing, e.g., Google AppEngine and Amazon EC2,
can effectively solve this problem [146]. Users can upload
their computing tasks consisting of programs and data to the
remote cloud through cellular network. When these tasks are
completed, the results are sent back to the user device again via
cellular network. However, cloud computing is impractical or
cost-ineffective when mobile devices cannot connect with the
Internet or the mobile traffic is expensive. Moreover, uploading
tasks and downloading results through cellular network create
large volume of traffic, which puts a big additional burden
on the already overloaded cellular network. In addition, the
latency of uploading and downloading data through cellular
network may be large, particularly in peak time.

On the other hand, because almost everyone has a mobile
phone, there are always a large number of mobile devices with
idle resources in the vicinity. Thus, if a capacity limited mobile
device offloads its computing tasks to other mobile devices
nearby through opportunistic network, the aforementioned
problem will be effectively solved [3]. Not only the compu-
tation capacity of individual mobile device is enhanced but
also aggravating the overburdened cellular network is avoided.
The computation offloading process involves three parts: task
upload, task execution and result retrieval. Mobile node that
offloads computing tasks to other nodes is called client node,
and the node that performs computing tasks for other nodes is
called offloading node. Client node needs to upload computing
tasks, involving data and program, to a subset of offloading
nodes through opportunistic communication. Offloading nodes
execute the tasks with their spare computing resource. When
the tasks are completed, client node retrieves the results from
offloading nodes through opportunistic communications. A
big computation task can be partitioned into several subtasks,
which can be performed in parallel or sequence according to
the task structure. Subtasks that can be executed in parallel can
be allocated to different offloading nodes to reduce overall
completion time. Fig. 15 illustrates some application sce-
narios of computation offloading. According to the realizing
approaches, computation offloading schemes can be classified
into two categories: offloading with offloading node selection
and without offloading node selection.

A. Computation Offloading With Offloading Node Selection

Table V summarizes the existing literature. Existing works
mainly focus on how to select a subset of offloading nodes
to allocate tasks in order to achieve different objectives, e.g.,
minimizing the energy consumption, minimizing the comple-
tion time, maximizing device lifetime, etc. We further divide
the existing works into three parts based on single-objective,
multi-objectives and incentive mechanism, respectively.
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TABLE V
LITERATURE SUMMARY OF COMPUTATION OFFLOADING WITH OFFLOADING NODE SELECTION

Fig. 17. The working job is described by a direct acyclic graph. The vertices
in the graph are PNP-blocks, and each vertex or PNP-block involve three parts:
preprocess, n subtasks that can be performed in parallel, and postprocess.

1) Single-Objective: These works select offloading nodes to
achieve a single objective, such as minimizing the completion
time of tasks or minimizing average energy consumption of
all devices or prolonging the lifetime of devices.

Shi et al. [172] propose Serendipity, which enables mobile
nodes to offload their computing tasks to other mobile nodes
through opportunistic network. In this architecture, the com-
puting task to be offloaded consists of several PNP-blocks,
and each PNP-block contains three parts: pre-process, n tasks
that can be executed in parallel, and post-process, hence the
name PNP. Pre-process and post-process can only be exe-
cuted by client node, while the n tasks are executed in other
mobile nodes in parallel. The authors use a directed acyclic

graph (DAG) to describe this model, as shown in Fig. 17.
Furthermore, in Serendipity, each mobile node maintains a
profile that describes the available capacity, i.e., execution
speed and energy consumption model. The profile is used to
determine whether to allocate the task to the node encoun-
tered. In other words, offloading nodes are selected based on
the profile. Every task is given a TTL. If client node does not
receive the result of the task before TTL, the task is discarded
and it is performed locally. Serendipity assumes that the work-
loads of all tasks are the same, which is clearly a limitation.
Shi et al. [172] design a water filling algorithm to greedily
select offloading nodes with expected minimum completion
time to minimize the completion time of the whole task. They
further propose Cirrus Cloud, a computation paradigm, to
leverage both mobile devices and other available computation
resource to offload computing tasks in [161]. The architecture
can also be used to deal with video compression problem in
practice, as carried out by Chatzopoulos et al. [171].

Xiao et al. [166] propose an offloading scheme with the
focus on average makespan of tasks based on node mobil-
ity model in mobile social network. Different from [172],
the workloads of all tasks are not assumed to be the same.
The authors design two greedy algorithms, offline task assign-
ment (OFTA) and online task assignment (ONTA), to select
the offloading nodes. Tasks are sorted in ascending order
according to their workloads. The basic idea of OFTA is
to select the node who has the smallest expected process-
ing time for finishing the tasks already assigned to it, and
to assign the minimum-workload task among the tasks not
yet been assigned to this node. By contrast, ONTA makes
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the selecting decision for each encountered node. Specifically,
when the client node meets a node, it computes the instant
processing time of the node, namely, the expected time for
this node to return the result, and the expected processing
times of other nodes that the client has not met. Similar
to OFTA, it always assigns the task with the minimum
workload to the node who has the minimum instant process-
ing time or expected processing time. The authors extend
the work in [167] by designing largest makespan sensitive
online task assignment (LOTA), a greedy algorithm to select
the offloading nodes for collaborative tasks. Unlike ONTA
which adopts the principle of small-task-first-assignment and
earliest-idle-user-receive-task, LOTA prefers large-task-first-
assignment and earliest-idle-user-receive-task. A similar work
is introduced in [157] by considering data transmission time,
processing time and queueing time of tasks. The work [157]
selects the offloading nodes to minimize the response time of
task under both centralized and distributed settings. In the for-
mer setting, the information of all tasks are known in advance,
and the offloading node selection becomes an integer lin-
ear programming (ILP) problem which can be solved by an
offline centralized algorithm. In the later setting, the infor-
mation of future tasks cannot be handled in advance, and the
authors propose to solve the problem with an online distributed
algorithm.

Mtibaa et al. [170] design a mobile device cloud (MDC)
platform consisting of Android mobile devices with applica-
tion client installed. In MDC, mobile devices communicate
with each other through opportunistic network, and a client
device divides a task into several subtasks to be executed
on other mobile devices. The authors create four types of
social graph based on contact history as well as four kinds
of information: friendship, interest, combination of friendship
and interest, and encountering history between mobile nodes.
They propose four algorithms based on the four types of social
graphs, respectively, to select the subset of offloading nodes.
The goal of MDC is to reduce the execution time of the
task and to reduce the energy consumption on mobile devices.
Subsequently, the benefit of MDC offloading, in terms of exe-
cution time and energy consumption, is assessed in [160]. A
similar work is presented in [165].

Considering the heterogeneity of mobile devices’ capacity
and the diversity of tasks, the tasks should be flexibly allocated
to speed up the execution process of tasks and to balance the
energy consumption of mobile devices. If the tasks are not
appropriated distributed, it will lead to abnormal energy con-
sumption of individual device and low execution speed of the
whole job. The works [152], [156], and [158] study extensively
load balance in task offloading. Li and Yang [156] propose a
computation offloading and task reassignment scheme based
on ‘ball and bin’ theory to balance the workload of mobile
devices in mobile social network. When a client node needs
to allocate a task to other mobile nodes, it first randomly
selects d mobile nodes within communication range. The task
is then allocated to the least loaded one among the d nodes.
They evaluate the scheme with random walk model, and the
result shows that with d = 2, the performance of the task
balancing is the best. Subsequently, they evaluate the scheme

with real data. However, the result indicates that the random
‘d-choice’ may not lead to well-balanced allocations in real-
data, since relatively stable social relationship between mobile
nodes leads to the imbalance in assigning tasks. It is seen that
social relationship has serious impact on the assignment of
tasks. Li et al. [158] propose a task assignment algorithm,
called iTop-k, based on social relationship to appropriately
offload the computing tasks. The iTop-k algorithm selects the
top k friends to assign the tasks based on the contact pattern.
Compared to the random selection in [156], selecting intimate
friends to offload tasks leads to a smaller delay while main-
taining the load balance. Using real-trace data, the work [147]
validates that the performance of iTop-k is better than that of
random ‘d-choice’. Unlike [156] and [158], which do not con-
sider the selfishness of mobile nodes, the work [152] is based
on the realistic assumption that all mobile nodes are selfish.
The authors propose Chance-Choice, a load balancing scheme,
to obtain Nash equilibrium among selfish nodes.

Liu et al. [149] propose an adaptive method for selecting
offloading nodes that can automatically switch between two
selecting modes to save energy. The two selecting modes are:
centralized selection through cellular network and broadcast
selection through opportunistic network. In the first mode,
a node first checks whether it has enough resource. If not,
it sends a request to the central controller through cellular
network. The central controller returns the ID of the node
that has the required resource to be the offloading node to
the requesting node. In the second mode, a node also first
check whether it has enough resource. If not, it broads a
request to all the nodes in its communication range. Other
nodes that received the request first check whether they have
the requested resource. If a node has, it sends its ID to the
requesting node, and this node can be the offloading node.
If not, the node broadcasts the request to other nodes in its
communication range. Thus, the request is spreading through
opportunistic network, and the requesting node will receive a
definite reply. The central controller collects the statistic infor-
mation from nodes, reporting their experience during each time
slot, at the end of the time slot. The central controller then esti-
mates the energy consumptions of the two modes, respectively,
according to the statistic information, and decides which mode
each node should use in the next time slot.

Chen et al. [173] propose a resource allocation scheme
based on the k-out-of-n theory, a famous theory in reliability
control. The idea is to allocate the data fragments to n service
center nodes in the network but just need to access k out of the
n nodes to retrieve the data, so as to reduce the energy con-
sumption. Based on this idea, Chen et al. [174], [175] propose
a k-out-of-n computation offloading scheme that considers
both data storage and data processing. The data generated by
applications are encoded and divided into several segments,
and these segments are allocated to n nodes in the network.
When a client node needs the data, it can download the seg-
ments from the nearest k nodes through opportunistic network
and recover the data locally. When a client node needs to pro-
cess the data, the nearest k nodes can process the segments
of the data in parallel for the client, and the client node can
download the result from these k nodes through opportunistic
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Fig. 18. The task allocation in NCG. Node A offloads the task to Node B,
who has higher computing capability. When node B encounters nodes C and
D, it offloads part of the task to them, because they have higher computing
capacities. Part of the task is also offloaded by node D to node E for the same
reason. The result will be retrieved back when the relevant nodes re-contact.

network. This approach can minimize the overall energy con-
sumption in the network. The authors formulate the problem
as an ILP. A similar idea is also proposed in [177].

Gao [176] proposes to offload the computing task to mobile
nodes with high capacity to save the overall energy consump-
tion. The idea is based on the assumption that it consumes less
energy for the mobile device with higher computation capacity
to perform the same task. The author also takes into consider-
ation the completion time of a task. A network contact graph
(NCG) is built based on the contact history to characterize the
opportunistic contact among mobile nodes, where the value
of the edge between two nodes in the graph is determined by
the inter contact time (ICT) distribution. Thus the value of
an edge indicates the probability of re-contact between two
nodes, and is used to decide whether to offload the task to
a node, to guarantee the timely retrieval of the task result.
Moreover, the task can be divided into several subtasks that
can be executed in parallel. When the client node encounters
a mobile node with a higher computation capacity, the task
is transmitted to it, and the node becomes sub-client node.
A sub-client node can offload subtasks to other mobile nodes
with higher computation capacities. This offloading process is
illustrated in Fig. 18.

Some works investigate map generation in disaster area.
The cloud service is generally inaccessible in post disaster
environment, and DTN can be used to transmit data and to
generate map. With limited computing capability and resource,
a single mobile device cannot complete the map generation
task. Trono et al. [164] introduce a distributed computing
system, called DTN MapEx, to deal with this problem while
minimizing the individual workloads of mobile devices. The
devices of rescue workers and volunteers act as sensing nodes.
They record the map data of the area that they are pass-
ing through with the aid of GPS and transmit the map data
and the map integration task to a computing node, which can
be pre-deployed in the area after disaster, through DTN. A
computing node is an offloading node in this case. When the
task is completed, the result is routed back to the DTN. To
balance the workload, a computing node periodically broad-
casts its load information to the DTN, and sensing nodes can
select a proper computing node to offload based on the load

information. Trono et al. [163] evaluate this system through
experiment and simulation. The results indicate that the system
can effectively reduce the processing time.

2) Multi-Objectives: These works focus on selecting
offloading nodes to simultaneously achieve multiple objec-
tives, e.g., minimizing the completion time and maximizing
device lifetime, minimizing overall cost and energy consump-
tion, etc. Three relevant works are compared in Table VI in
detail.

Ghasemi-Falavarjani et al. [159] design a multi-criteria
based optimal fair multi-criteria resource allocation (OFMRA)
algorithm to select offloading nodes and to allocate resource,
based on the assumption that all the subtasks require the same
amount of computation. The goal of OFMRA is to minimize
the task completion time and to maximize the lifetime of
devices simultaneously. However, in practice, the subtasks are
heterogeneous in terms of computational requirements.

With the rapid development of communication, context-
aware communication have been applied in the area of
communication offloading. Context is the information that
characterize the situation of an entity, or a cluster of enti-
ties [180], [181]. The entity infers to mobile device in our
paper. Context information can be categorized into four
classes, device context, user context, network context, service
context. Device context refers to the information that describes
device profiles, e.g., location, mobility, computing resources,
etc. User context is the information that describes users,
e.g., gender, age, relationships, etc. Network context is the
network condition, e.g., link quality, bandwidth, interference,
etc. Service context characterizes network service, e.g., ser-
vice mode, service rate. Some works incorporate context
information into offloading system to improve the system
performance.

Ghasemi-Falavarjani et al. [162] design and implementation
a context-aware middleware, named OMMC, to collect context
information (e.g., device context, network context and service
context) and manage the offloading process based on proposed
offloading nodes selection algorithm. More specifically, the
authors first adopts the non-dominated sorting genetic algo-
rithm II (NSGA-II) to locate the Pareto solution set. Then
entropy weighting and a technique for order preference by
similarity to ideal solution (TOPSIS) method are employed
to specify a best compromise solution, which determines
the subset of optimal offloading nodes. The design aims to
simultaneously optimize three objectives: minimizing the task
completion time, minimizing the overall energy consumption
of mobile devices and meeting the deadline. Sigg et al. [168]
consider a more complex and practical scenario, where cloud,
cloudlet and mobile devices. They propose Panorama, a con-
text middleware, which is performed in mobile devices and
collect various context information, to decide when and where
to offload the computing tasks. The heterogeneity of subtasks
is taken into account, and Panorama can select a optimal
offloading mode to achieve a best tradeoff among different
objectives.

3) Incentive Mechanism: None of the aforementioned
works considers the selfishness of mobile users, which has
serious impact on how computing tasks can be offloaded
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TABLE VI
COMPARISON OF MULTI-OBJECTIVE BASED WORKS FOR COMPUTATION OFFLOADING WITH OFFLOADING NODE SELECTION

through opportunistic network. Most mobile users are cautious
about helping other users to performing computation tasks by
consuming their precious resource. Additionally, selfish users
would like to offload their computing tasks to others as many
as possible while avoiding to help other users. To combat this
selfishness, some rewards can be offered to motivate mobile
devices to participate in offloading.

Chatzopoulos et al. [150] propose an intensive framework
combining with a reputation mechanism. Mobile users that
help others will receive a number of FlopCoin, a kind of vir-
tual currency. When a client user wants to offload a task,
it broadcasts a request to all neighboring users. A neigh-
bor can calculate the number of FlopCoin as a bid based
on the resource needed to performance the task. The client
user selects a user as the offloading node to perform the task
based on the bids by neighbors as well as their ‘reliability’
or reputation. Through a P2P reputation exchange scheme,
each user can record the ‘goodness’ of other users to quan-
tify their reputation, which indicate the selfishness degrees of
users [153]. A similar incentive mechanism is proposed by
Flores et al. [169] based on reputation and credit. When a
user requires to offload a computing task to a offloading node,
its credit decreases, and the reduced portion will be added
to the offloading node’s credit. After the completion of each
offloading task, users receive the updated information about
reputation and credits of the interacting peers. Xu et al. [151]
propose an incentive mechanism to maximize the interest of
the operator based on the ‘less is more theory and considering
distributed denial of service (DDoS) attacks.

Banerjee et al. [148] propose to select the offloading node
by competitive bidding. The authors consider the scenario
where the connections between mobile nodes are relatively
stable. When a client node has a task to offload, it will invite
all the nodes within the communication range to bid as well as
broadcasts the deadline for the task. Nodes received the invi-
tation can execute a pre-installed application to estimate the
execution time of the task. If the estimated execution time is
shorter than the deadline, the node can participate in bidding.
Otherwise, it will not. The client node selects one of them
as the offloading node according to certain criterion, such as
the shortest execution time. The client node will give some
reward to the offloading node. However, realistically, topol-
ogy of opportunistic network is time-varying. To deal with
node mobility, Khaledi et al. [155] propose to hold multi auc-
tions over adaptive time intervals for selecting the offloading
node. The authors adopt an additive increase and multiplicative
decrease (AIMD) method to adaptively determine the time
interval between auctions.

4) Discussion: The achievable performance of a compu-
tation offloading scheme largely depends on the selection of

offload nodes. Mobile nodes with high computing capacities
may be selected as offloading nodes to perform tasks for other
nodes. However, the computing capacity alone may not be
able to determine the best choice, and the mobility of nodes
also affects the performance of an offloading scheme seri-
ously. For example, a high computing-capacity offloading node
may move out before the result can be retrieved, and the task
assigned to it has to be performance again by another node.
This causes high latency. Therefore, the computing capacity
and mobility of nodes are two most important factors that need
to be taken into account when selecting offloading nodes.

Mobile nodes with spare computing resource may not be
willing to help others for free. Incentive plays a key role in
overcoming this selfishness of mobile nodes. Security and pri-
vacy of data are always the most important considerations for
any offloading application. ‘Can I trust the other node to han-
dle my computation task?’ will and should be the first question
that a client node asks. Again, little research has been done in
this critical area.

B. Computation Offloading Without Offloading Node
Selection

Again without offloading node selection simply means that
there is no need to determine to whom to perform the com-
putation tasks for clients. Table VII summarizes the existing
literature for this category, where we have added three more
references not indicated in Fig. 2. A group of mobile devices
with idle computing resources decide to form a cluster or
cloudlet for performing computation tasks through mutual
cooperation. Nodes in such a cluster or cloudlet are all willing
to collaboratively execute tasks for others, and thus there is
no need to decide who should do the job. The task or client
may come from inside the group or outside group. Therefore,
this category can naturally be divided into two sub-categories.

1) Tasks From Inside: We start the discussion by consider-
ing the following scenario. A group of mobile devices adjacent
to each other are running the same app. A single device does
not have sufficient resource to perform the app. The implemen-
tation of the app can be divided into several small tasks which
can be performed on different devices. After each small task is
finished, the result is transmitted to other devices through short
range communication. Compared to the traditional approach in
which each device offloads the computing task to the remote
cloud through cellular network, such a computation offloading
approach has clear advantages.

Jin et al. [186] propose a penetration based mobile cloudlet
based on computation offloading, PMC2O for short, to offload
tasks within clusters. In PMC2O, some mobile nodes form
an opportunistic cluster through discovery, and each cluster
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TABLE VII
LITERATURE SUMMARY OF COMPUTATION OFFLOADING WITHOUT OFFLOADING NODE SELECTION

selects a cluster head after the nodes in the cluster exchange
information with each other. The head of the cluster is respon-
sible for managing cluster member and task assignment. Nodes
in a cluster are all willing to executing tasks for other nodes.
When a node leaves or joins the cluster, the cluster head adjusts
the resource and task assignment within the cluster. As illus-
trated in Fig. 19, the offloading process involves three levels,
node, app and component. The components of an app can be
performed on other mobile devices in the cluster. The simu-
lated annealing based on user mobility (SA-UM) algorithm is
used to optimize the component offloading within the cluster.
To balance the workload, the cluster head periodically checks
the average usage of resource. If it is higher than a given
threshold, the head node deletes the node with lowest resource
sharing degree from the cluster. Wu et al. [183] consider the
scenario that the computation resource within the cluster is
insufficient to offload all the tasks at peak time, where a cen-
tral scheduler in the cluster responsible for task assignment
plays the similar role to the cluster head in [186]. The authors
design a friendship based algorithm to assign priority to nodes
in the cluster by considering both the contribution of nodes and
the friendship between nodes.

Zeng et al. [187] propose the intermittent mobile cloud
(IMC), a computation offloading scheme based on oppor-
tunistic network. The IMC is composed of mobile devices,
such as smart phone, tablet and vehicle, with idle computa-
tion resources. Mobile devices can transmit data to each other
through opportunistic communication. All the devices in an
IMC are assumed to be willing to execute the tasks for other
devices. The computation offloading process involves three
stages: uploading the data, executing the tasks and retrieving
the results. The data to be uploaded is encoded with random
linear network coding (RLNC) and partitioned into a number
of fragments. The fragments are transmitted through the oppor-
tunistic network in an epidemic approach. When a service
provider node with sufficient computation resource receives
enough fragments, it can recover the data and process the data.
The result is send to the requesting device in the same way.
Liu et al. [185] propose an analogous computation offloading

Fig. 19. The structure of PMC2O involving three levels: node level, app level
and component level. The components of app 1 are executed in different nodes
in the cluster.

architecture. The client node partitions the whole task into sev-
eral subtasks and transmits the subtasks to the service provider
node encountered through opportunistic communication. The
service provider node starts execute the subtasks. When the
subtasks are finished, the client node will download the result
from the service provider node when they contact again. The
offloading process is shown in Fig. 20. It can be observed that
there are two differences between [185] and [187]. First, the
task in [185] is divided into several subtasks which are exe-
cuted in parallel, and there exists only one copy of the whole
task. Second, the data delivery between client and service
provider adopts one-hop approach in [185].

Mtibaa et al. [190] design a computation offloading scheme
for the scenario where mobile devices are highly cooperative,
based on the goal of maximizing the lifetime of mobile
devices in the offloading scheme through balancing energy
consumption. The cooperative mobile devices may belong
to one person or to a household. The authors propose an
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Fig. 20. The opportunistic data flow between the client node and service
provider nodes.

energy consumption function based on the computation and
data-transfer requirements, and they design an energy bal-
ancing algorithm to ensure the fairness of energy con-
sumption in order to prolong the lifetime of the MDC.
Hasan and Khan [182] propose a wearable cloud to offload
the computing tasks for mobile and wearable devices. The
wearable cloud consists of a number of wearable comput-
ing devices, e.g., Raspberry Pi. Shi et al. [184] offer several
guidelines for enhancing the computing capability of wearable
devices in a relative stable environment. The computation tasks
can be offloaded to mobile devices of the same user to mini-
mize the completing time and to save the power of wearable
devices.

Huerta-Canepaand and Lee [146] propose a virtual comput-
ing cloud consisting of mobile devices to offload computing
tasks by leveraging opportunistic network. Each mobile device
in the group acts both as a server and a client. The tasks are
uploaded to the virtual cloud through opportunistic network,
and when the task is finished, the result is delivered to every
device in the cloud through opportunistic network. In this
offloading scheme, all the nodes are willing to offload com-
putation tasks for others, without any incentive mechanism.
Xiang et al. [198] study a similar problem with a coalition
game theory. The authors consider the scenario that users are
not all altruistic to exchange computation result with each
other, and they design a merge and split algorithm to assign
users with the same tasks to one coalition, in which users
are collaborative to exchange computation result. Users in the
same coalition perform the tasks for each other to avoid the
use of remote cloud. Like [146], incentive mechanism is not
used in [198].

2) Tasks From Outside: A group of mobile devices with
idle computing resources may decide to form a cloud to per-
form the tasks for the devices outside the group who do no
have enough computing resources. This is similar to tradi-
tional mobile cloud computing, and we may refer to this type
of offloading as opportunistic cloud computing. Tasks to be
offloaded are mainly from outside the cloud.

Some researches focus on constructing local cloud, con-
sisting of co-located mobile devices with idle computing
resources, to provide local cloud service based on oppor-
tunistic network. A local cloud can make full use of its idle
resources to offload the computationally intensive task at a
low price. Habak et al. [188] propose a femtocloud to provide

local cloud service with some incentive. The control device
in a femtocloud has complete information about other mobile
devices in the cluster, e.g., leaving time and spare resource,
and it is responsible for task assignment. The client deployed
on a mobile device in the femtocloud can evaluate the node’s
computation capacity and maintains a profile based on the
usage history, device sensors and input. The control device
assigns tasks based on the profiles of the mobile devices in
the femtocloud. More specifically, when a new task arrives, the
task assignment and scheduling module on the control device
will assign it to an appropriate node in the femtocloud based
on the information collected by/provided from other modules.
This architecture is shown in Fig. 22. In this kind of oppor-
tunistic cloud, however, some devices may be ‘dishonest’. For
example, some devices leave the cluster before the registered
leaving time, and the task must be started again on other
mobile devices. This problem exists in both the local cloud
formed to serving its members and the local cloud formed to
serving outside devices. Zhou et al. [154] propose a status-
aware and stability-aware approach to solve this problem by
considering the status and historical characteristics. For oppor-
tunistic cloud computing, a same idea is presented in [189].
The client deployed on a mobile device in the cluster will
record the status and historical characteristic information and
evaluates the stability of the device. The ‘stability’ here refers
to the relationship between the real leaving time and the regis-
tered leaving time. The task allocation is based on the stability
and computing capability information.

Cloudlet traditionally refers to a cluster formed by fixed
devices deployed in the vicinity of mobile users, which offers
rich computing resource and is connected to the Internet [200].
The concept of cloudlet can be extended to the case where a
group of mobile devices, e.g., smart phone and smart vehicle,
with idle computing resources willingly act as a cloudlet to
help other mobile users. This cloudlet offloading precess is
illustrated in Fig. 21. Client nodes transmit tasks to cloudlets
nearby through opportunistic communication and retrieves the
results when the job is done. In Table VIII, we survey the
existing works on computation offloading with cloudlet.

Offloading computing tasks to cloudlet when accessible
can save energy consumption while speeding up task com-
pletion. However, offloading may fail due to the mobility of
cloudlet and/or client node. If the client node moves outside
the communication range of the cloudlet before the task result
is retrieved, the offloading fails, and the task must be re-
executed locally. When a client node has a complex task, it
must decide how to process the task: to offload it to a cloudlet,
to use remote cloud, or to process it locally. Several works
discuss whether to offload tasks to cloudlet from different per-
spectives [191]–[194]. Specifically, Zhang et al. [191], [192]
propose a dynamical offloading algorithm based on Markov
decision process (MDP) model to decide whether to offload
the task to the cloudlet or to execute it locally, by taking
into account both the task workload and the accessibility of
cloudlets. The cloudlet considered consists of mobile devices
with rich computing resource, and these mobile nodes are con-
nect to each other with Bluetooth or WiFi. The task to be
executed is divided into several phases. Client node checks the
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Fig. 21. Computation offloading with cloudlet: client node 1 offload its three subtasks in parallel to three cloudlets nearby formed by smart devices or
vehicles with idle computing resources.

TABLE VIII
SURVEYING THE EXISTING WORKS ON COMPUTATION OFFLOADING WITH CLOUDLET

local state, in terms of the remaining workload, the task phase
and the number of accessible mobile nodes in the cloudlet.
Then the dynamical offloading algorithm is performed to make
the decision to offload the task phase to the cloudlet or to pro-
cess it locally. Offloading of the task phase may fail due to
node mobility. If it is failed, the task phase will be restarted.
A similar offloading decision scheme is presented in [194].
Li and Wang [193] make the offloading decision based on
the computing capability of the cloudlet. The authors quan-
tify the computing capability boundary through investigating
the cloudlet attributes, i.e., cloudlet size, lifetime and reachable
time. The task is divided into several subtasks that can be pro-
cessed in parallel. For each subtask, if the required capacity is
less than the lower boundary of the computing capability of the
cloudlet, the subtask may be offloaded to the cloudlet. If the
required capacity is larger than the upper boundary of comput-
ing capability of the cloudlet, the subtask should be offloaded
to the remote cloud through cellular network. Otherwise, the
subtask can be executed through either of the two approaches.
An analogous work is also presented in [199], which finds
the compromise between remote cloud and cloudlet to reduce
energy consumption and delay.

Wang et al. [195] introduce a new notion of serviceability to
measure the service level of mobile vehicular cloudlet (MVC)
in large-scale urban environment. By considering the impact of
connection and mobility of vehicular nodes over time on ser-
viceability, the authors propose to describe the problem with

Fig. 22. The structure of femtocloud. The task assignment and scheduling
module on control device appoint a proper node for each task based on the
feedback information from other modules.

time-varying graph (TVG). An algorithm is designed to calcu-
late serviceability. The authors evaluate serviceability through
a real-world vehicular mobility trace, and the results obtained
show that serviceability is related to the delay that a com-
puting task can tolerate. Monfared et al. [196] propose to
deploy powerful computing resource on vehicle to form a
mobile high performance computer (MHPC) to ferry compu-
tation. The MHPC vehicle can move to the vicinity of mobile
users that request for computation resource to offload tasks.

3) Discussion: A group of mobile devices with idle com-
puting resources forming a cluster to help each other can
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significantly enhance the computing capability of each device
and reduce overall energy consumption. Since offloading is
mutually beneficial within the cluster, selfishness of mobile
users is less a problem in this offloading approach. The
offloading performance largely depends on the stability of
the cluster. Thus, user mobility and contact pattern should be
accurately characterized. On the other hand, a group of smart
devices with idle computing resources can form a cloudlet to
act as the local cloud to serve other devices without enough
computing capacities. Client user only needs to send tasks to
the local cloud, without the need to know the task assignment
within the cloud. However, the assumption that the devices
forming the cloud are all willing to perform tasks for free is
too optimistic. Some incentive mechanism should be employed
to reward these devices in the local cloud. We are surprised
to find that no work exists to address the security and privacy
considerations of client nodes.

C. Computation Offloading With Wired Network

In this section, we discuss computation offloading frame-
works that are based on wired network. Although, these frame-
works are designed for traditional cloud computing, they can
also be adapted to opportunistic environment. In other words,
if these cloud servers are located at the edge of network,
the computation offloading can be occurred in opportunistic
manner. For example, MAUI, Cuckoo, CloneCloud,ULOOF,
COSMOS, Odessa, AIOLOS, cloudlet, etc. Note that, the term
‘cloudlet’ here is not the same with the term ‘cloudlet’ in
Section IV-B2. Cloudlet refer to the wired, trusted resource-
ful computers deployed in the proximity of mobile users, not
mobile device [204].

MAUI [178] is a computation offloading framework
designed for Windows phones, which adopts Microsoft .NET
to detect computing tasks that can be offloaded to remote
cloud. There are three components in mobile device, Solver,
Proxy and Profiler. Solver is the decision engine interface.
Proxy keeps track of the state of the server side, while Profiler
records the information on energy consumption, measurement
and data transmission requirement. The server consists of four
parts, in which Solver, Proxy and Profiler are corresponding
with the mobile side and controller is used to deal with authen-
tication. The architecture of MAUI is shown in Fig. 24. In
opportunistic environment, MAUI can measure the offloading
cost for each application and continuously detect the exis-
tence of MAUI server. If the mobile user move in a MAUI
server’s range, the MAUI client will determine whether to
offload application tasks to the server according to the con-
text information. Similarly, the Cuckoo [179] framework can
be deployed on Android smart phones. When encountering
Cuckoo server, mobile devices with Cuckoo clients can offload
computing tasks to the server to save energy.

CloneCloud is a system that can automatically transmit
the unmodified mobile application, which is performed in an
application-level virtual machine, to a clone device in the
cloud [205], [206]. The computing task are locally partitioned
into two parts: the part that can be migrated to the cloud and
the part that is remained on the local device. Theoretically,

any VM-targeted applications can be partitioned. The partition
mechanism of CloneCloud is similar to MAUI. Static program
analysis and dynamic program profiling are combined together
to determine the task partition. Threads, migrated to the cloud,
start to run at the partitioned points in the clone environment.
After they are finished, these threads returns back to local
mobile device, then merge back to the original process. There
is a difference between MAUI and CloneCloud. MAUI mainly
focuses on the task partition, while CloneCloud has an effi-
cient thread migration and merging mechanism. The evaluation
shows that CloneCloud can reduce 20 fold energy consump-
tion of mobile devices, while increase 20x execution speed of
computing tasks. Taken broadly, the term cloud may be remote
servers located in data centers, as well as resourceful comput-
ers or servers located in the proximity of mobile users. When
users move into the communication range of a server, they
can directly mitigate the partitioned computing tasks to the
server through short range communication techniques, which
is different from traditional cloud computing.

The key component of these offloading frameworks is the
decision engine, which determines wether offload a task to
an external server. The offloading decision is generally based
on the prediction of execution time and energy consumption
of the task, both local and external execution. However, the
changeable wireless network capacity and computation input
are not takin into consideration in MAUI and CloneCloud,
which may lead to imprecise prediction on execution time.

ULOOF [213], [214] is designed to overcome these afore-
mentioned shortcomings. Energy consumption and execution
time are estimated before decision engine makes a choice,
and the estimation will be updated after the actual execu-
tion locally or externally. Hence, ULOOF can adapt to the
variable execution environment. Specifically, ULOOF adopts
cost functions, which are based on historical execution results,
to estimate the energy consumption and execution time in
running the invoked methods. Decision engine makes the
choice to offload the method of application to external server,
only when the estimated local cost is higher than external.
ULOOF supports both remote cloud offloading and offload-
ing to nearby android devices. Real data based evaluation
shows that ULOOF can reduce about 50% energy consump-
tion in WiFi offloading scenario with low access latency.
ThinkAir [216] is a similar computation offloading, which
predicts energy consumption and execution time based on
empirical data. However, ThinkAir is specially designed for
commercial cloud, which may not available in opportunistic
environment.

COSMOS [215] is another computation offloading frame-
work designed for the network of variable connectivity,
which makes offloading decisions in a risk-controlled manner.
Connectivity waiting time, transmission time and execution
time are considered to estimate offloading benefit. When the
benefit is larger than a given threshold, task offloading occurs.
The estimation will be refined by adjusting connectivity infor-
mation, each time an execution is finished. There is a task
allocation modular in COSMOS, which determines which
COSMOS sever should perform the task. Three heuristic meth-
ods are designed to allocate task. The first method is that
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Fig. 23. The architecture of cloudlet. Each device has four parts: applica-
tion component, Execution Environment, Operating System and Node Agent.
‘C1’ refers to application component. Ad hoc cloudlet consists of discov-
ered devices. Elastic cloudlet performs on virtual infrastructure. Devices may
offload application components to other devices in the same cloudlet through
opportunistic communication or other cloudlet.

the COSMOS sever scheduler maintains a request queue, and
allocate tasks to a COSMOS server with idle cores by time
sequence. The second method is that the task requesting device
queries a set of COSMOS severs and randomly select one
with low workload. The third method is that the COSMOS
server scheduler provides the task requesting device a set of
COSMOS severs, as well as the average workload, and then
the task requesting device randomly select one. Opportunistic
network has a lot in common with the network of variable
connectivity. Therefore, theoretically speaking, COSMOS can
be directly applied to opportunistic environment.

Some computation offloading frameworks are based on
cyber foraging, which extends the computing capacity of
mobile devices with wired infrastructures [207], [208]. The
wired infrastructure is called surrogate. Balan et al. [208]
assume that surrogates are available for mobile users, which
means that user mobility is not considered. Moreover, tasks
execution in parallel is not considered. Odessa is a computa-
tion offloading framework designed for interactive perception
applications, which has several special requirements on the
capabilities of mobile devices. Interactive applications require
quick response and the data processing algorithm are com-
pute intensive. Hence, offloading to surrogates is a feasible
solution. Odessa can dynamically make task offloading and
parallel execution decisions between mobile device and sur-
rogate based on a greedy algorithm. Specifically, Odessa
periodically check the bottleneck of the current system. Then
the decision maker part check the processor frequency and
network history to estimate weather to offload to surrogate
or increase parallel execution level of the bottleneck stage.
The greedy and incremental based method in Odessa can
effectively increase the system throughput. AIOLOS is a sim-
ilar offloading framework designed for Android platform to
reduce the execution time [209]. Both Odessa and AIOLOS
are designed without the consideration user mobility. If we
consider a dynamical scenario, where all users freely move and

Fig. 24. The architecture of MAUI offloading system.

are able to communicate through wireless interfaces, these two
framework can also be adapted to opportunistic offloading.

Some computation offloading frameworks are based on
cloudlet. In a narrow sense, cloudlet refers to fixed infras-
tructure deployed in the proximity of access point. Mobile
users with constraint computing resources may transmit com-
puting tasks to high performance server [210]. In a broad
sense, the cloudlet do not have to limited to that. Cloudlet can
be opportunistically formed by mobile devices [211], [212].
The cloudlet architecture is shown in Fig. 23. There are two
kinds of cloudlets in Fig. 23, ad hoc cloudlet, opportunis-
tically formed by discovered devices and elastic cloudlet,
performing on a virtual infrastructure. Each device in the
cloudlet is divided into four parts: application component,
Execution Environment, Operating System and Node Agent.
The applications are managed on a component level. The
Execution Environment, performed on the top of Operating
System monitors the resource usage and determine to start or
stop an application component. All devices are called nodes
in cloudlet. Hence, the Node Agent is the control module,
which is responsible for monitoring the resource usage of the
whole device and task exchanging. Cloudlet Agent is hosted
on the device with the most powerful computing resource.
Cloudlet Agent can manage all devices in the cloudlet. The
application component can either be migrated to other devices
in the same cloudlet through opportunistic communication, or
to other cloudlets. Since the Execution Environments may be
different in different devices, each device in the cloudlet must
configure virtual machine (VM) to perform application com-
ponents for other devices. However, it is difficult to precisely
configure the back-end software for VM. Ha et al. [217]
propose to adopt just-in-time strategy to configure the VM
in the cloudlet and design a prototype to demonstrate the
effectiveness of the strategy.

Discussion: Although computation offloading frameworks,
like MAUI, Cuckoo, CloneCloud, ULOOF, COSMOS, Odessa,
AIOLOS, cloudlet, etc, are designed for traditional com-
putation offloading, we find that they can be adapted to
opportunistic environment. The goal of MAUI framework is to
partition computing tasks to minimize the energy consumption
and minimize the burden on programmer. However, MAUI can
only offload computing tasks of .NET applications. In addition,
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the offloaded partition in application need to be pre-marked,
which is not suitable for third-party software. CloneCloud sup-
ports task offloading in thread level and can automatically
perform tasks on VM. At the same time, it need to pre-
configure the execution environment, which would put more
burden on task performer. ULOOF makes offloading deci-
sion based on algorithm complexity estimation, which may
not always be easy for developers. COSMOS only consid-
ers the network connectivity and execution time when making
offloading decision. Whereas energy consumption should also
be considered when offloading to equivalent mobile devices.
For other offloading frameworks, they all focus on two key
problems. The first is how to partition computing tasks, while
the second problem is how to execute tasks in parallel, both in
local devices and servers (i.e., surrogates and cloudlets). These
two problems are well solved in cellular network environment.
However, these two problems must be reviewed carefully in
opportunistic environment, due to the user mobility.

V. FUTURE DIRECTIONS AND PROBLEMS

We survey the existing state-of-art works on offloading cel-
lular traffic and computing tasks by leveraging opportunistic
network consisting of mobile devices. Benefits of opportunis-
tic offloading are clear – it is a realistic technology to meet
our exponentially increasing demands on mobile traffic, and
applications of opportunistic offloading have increased dramat-
ically. It is worth recapping that mobility of mobile devices
is double-edged sword. On one hand, opportunistic offload-
ing exploits mobility of nodes to create opportunistic contacts,
where users transmit computing tasks to other users or down-
load the requested content from other users with a low price or
even free for resource and traffic. On the other hand, offload-
ing is not always available due to user mobility. Users must
be willing to stand for possible disruption and loss of pack-
ets, which results in long latency. In general, an opportunistic
offloading application has multiple and often conflicting objec-
tives. Since it is impossible to purely focus on achieving one
goal without damaging other interests, the design is always a
tradeoff between different goals. Through our intensive exam-
ination of the existing literature, it is also become evident that
there still exist some big problems and challenges in realiz-
ing opportunistic offloading. We now outline some important
future research directions to provide possible solution for
these problems. We organize the discussions in five key
areas: algorithm design, incentive mechanism, human behav-
ior utilization, security and privacy, and computation-traffic
offloading.

A. Algorithm Design

It is always necessary to design algorithms to deal with
different stages/parts of an opportunistic offloading process.
For example, an opportunistic offloading application may
involve designing an offloading node selection algorithm to
meet certain optimization goal, designing a relay selection
algorithm to effectively forward data, designing a resource
allocation algorithm to perform computing tasks for others,
etc. A large amount of algorithms have been proposed from

various perspectives. However, most of them have some unre-
alistic assumptions that are difficult to be met in practice. Some
challenges on algorithm design must be addressed before
opportunistic offloading can be realized in the real world.

The first challenge in algorithm design is how to deal
with the heterogeneity of mobile nodes and contents/tasks.
Mobile nodes are heterogeneous in their buffer, battery level,
computing capability, etc. Contents/tasks are heterogeneous
in their size, deadline, requirement for computing resources,
etc. It is challenging to decide how to offload heteroge-
neous contents/tasks to heterogeneous mobile nodes. In traffic
offloading, most works ignore the heterogeneity, and they
assume that the buffer and energy of mobile nodes are infi-
nite and the sizes of contents are the same. In computation
offloading, most works assume that the workloads of all tasks
are the same and all the tasks can be executed in parallel.
Li et al. [32] are the first to take into account heterogeneity of
mobile nodes and traffic content in opportunistic offloading.
The authors establish a mathematical model and formulate the
problem as a submodule optimal problem with multiple linear
constraints. We believe considerable further researches will be
carried out in order propose more efficient resolutions to this
challenge.

The second challenge in algorithm design is how to achieve
multiple and possibly conflicting objectives simultaneously.
Most works in opportunistic offloading focus on achieving a
single objective, e.g., maximizing the amount of reduced cel-
lular traffic, or guaranteeing timely delivery, or minimizing the
completion time of tasks, or improving energy efficiency. Few
works focus on achieving multi-objectives at the same time.
Actually, it is very challenging to achieve multi-objectives
simultaneously in opportunistic offloading. In traffic offload-
ing, various algorithms have been designed to maximize the
amount of offloaded cellular traffic at the cost of deliberately
delaying the delivery of data. However, subscriber nodes wish
to receive the data as soon as possible. The smaller the delay
is, the more satisfied the subscriber nodes are. Here there is a
paradox between the two objectives. Future works are required
in order to design better algorithm for achieving optimal trade-
off between these two conflicting objectives. In computation
offloading, most works focus on designing algorithms to min-
imize the completion time of tasks or to minimize the energy
consumption of mobile devices. Minimizing the completion
time of tasks can improve the QoS, and minimizing the energy
consumption can prolong the lifetime of mobile devices. Both
the two objectives are important to mobile users in oppor-
tunistic offloading. However, few designs can achieve these
two objectives simultaneously. Future works are required by
taking into consideration of multiple objectives in order to
design better algorithm for computation offloading.

The third challenge is how to practically test/verify the
feasibility of the proposed algorithm, which is the step neces-
sary towards implementation. Most works test their algorithms
through simulations based on some mobility patterns, such
as random walk model. These simulation experiments can
only show whether the algorithms are feasible in the given
idealized environments. A few works carry out the simula-
tions with real user datasets, which are far better than using
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idealized mobility models but are still far from real-world envi-
ronments. In real world, there are various practical constraints
that need to be taken into account, e.g., the interference in
heterogeneous network. In traffic offloading, for example, the
direct communications between mobile devices share the spec-
trum resource with cellular transmission, which will seriously
affect the achievable performance of an offloading system.
Few works have realistically investigated the effect of this
interference. Considerable further works are required to realize
realistic offloading test beds or systems in order to practically
test various design algorithms, leading to eventual real-world
implementations of opportunistic offloading systems.

We discuss the challenges in algorithm design, which opens
up some future research directions. The heterogeneity of
mobile nodes, rarely considered in the literature, has signif-
icant impact on the achievable performance of an offloading
system, especially when the resource of each device is limited.
Single-objective optimization based design cannot meet the
true requirements of opportunistic offloading, because there
are many different and possibly conflicting goals. Adopting
a multi-objectives optimization approach will lead to better
design. Simulations based on idealized mobility models are
insufficient to test the feasibility of an offloading algorithm,
and implementing real offloading test bed or system is neces-
sary to evaluate practical implementation in real world. Future
works will focus on addressing these problems in order to
achieve better performance in opportunistic offloading, lead-
ing to real-world implementations of opportunistic offloading
systems.

B. Incentive Mechanism

Opportunistic offloading is based on user collaboration,
which requires the participating users to share their resources,
e.g., CPU, battery, storage space, etc. Specifically, in oppor-
tunistic offloading, offloading-node users download content
through cellular network or perform tasks for other mobile
users, while relay users forward data to other mobile users,
all at the expense of their own battery, storage space and/or
computing resource. Wireless interfaces on these devices must
always be turned on, which consumes more battery energy, and
transmitting data through D2D communications also consumes
a great amount of energy. Some works adopt multi-hops model
to deliver data with the assumption that all mobile users are
willing to act as relay to forward data for other users with-
out any incentive, which is too optimistic. Some works adopt
conservative one-hop model to deliver data, which does not
utilize the full potential of opportunistic network. Whichever
model adopted, multi-hop or one-hop, the critical challenge is
how to motivate mobile users to participate in opportunistic
offloading, considering the fact that not all mobile nodes with
limited resources are willing to serve other mobile users.

Some works have studied using incentive mechanisms to
reward mobile users who participate in opportunistic offload-
ing and help other users. Game theories have been utilized
to elaborate the relationship between offloading benefit and
rewarding. Another possible solution is to establish a mecha-
nism based on the user interest, battery level and buffer to let

each mobile node voluntarily decide whether to participate in
offloading. If a node with sufficient energy and buffer storage
is interested in the data, it may voluntarily choose to down-
load the content through cellular network and transmits the
content to other nodes that are interested in it through oppor-
tunistic network. If a node with sufficient energy and enough
idle computing resources is interested in the tasks, it may vol-
untarily choose to perform the tasks for other nodes. New
communication techniques may be adopted in opportunistic
offloading, e.g., Bluetooth 5.0, which can significantly save
energy. However, the real challenge is establishing effective
incentive mechanisms, which are appropriate for various real-
world scenarios, to make it sufficiently attractive for mobile
users to collaborating in opportunistic offloading. Considerable
future researches are required to address this challenge.

C. User Behavior Utilization

In opportunistic offloading, user mobility is exploited to
create communication opportunities to transmit data among
mobile users. However, user mobility is a double-edged sword,
which not only brings advantages that traditional cellular
network and cloud computation do not have, but also creates
the instability problem. There exists no stable end-to-end path
between mobile users, and the delivery of data totally depends
on opportunistic contact between mobile users. The critical
challenge is how to effectively manage and utilize the mobility
of mobile users. Most existing works focus on characterizing
the mobility pattern of mobile nodes with history mobility,
to predict when and where the contact will take place. This
works reasonably well for the situations where the mobility
patterns of mobile users exhibit sufficient degree of regularity.
However, the mobility of irregularly moving nodes is unpre-
dictable. In computation offloading, users mobility leads to
dynamic changes of resources. A client node needs to send
the tasks to an offloading node with idle computing resources
nearby through opportunistic communication. However, the
offloading node may leave the direct communication range of
the client node before the tasks are finished. These tasks must
be restarted on some other offloading node, which will lead
to high delay and large cost. A possible solution in future
research is to establish a stability evaluation mechanism for
mobile users. The unpredictable mobile users with low stabil-
ity are filtered out. Since social relationships, such as social
ties, among users significantly affect users’ behaviours towards
each other, social attributions of users can be exploited to help
accurately characterizing users’ behaviors. This leads to better
designed opportunistic network [201].

In the real world, mobile devices are held and controlled by
humans, who have the instinctive and indispensable selfishness
nature. Most existing researches in opportunistic offloading
unrealistically assume that users will operate cooperatively
and unselfishly to transmit data or to perform tasks for oth-
ers. However, most users more or less behave in a selfish
way, which makes user selfishness a key factor that affects the
achievable performance of an opportunistic offloading system.
We point out that a very recent work [202] has studied the
impact of selfishness in D2D communications. Future works
can be directed toward this important area.
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Fig. 25. A joint computation-traffic offloading application: the devices with sufficient computing resources can act as surrogate for the devices with insufficient
computing resources with the requirement that the helped device acts as a relay to upload/download data through cellular network for its computing helper.

D. Security and Privacy

In our cellular network, we have placed ever-increasingly
extensive security and safety protocols to keep it secure and
safe. Mobile users cannot access the data stored on unfamiliar
devices and will refuse the accessing from unfamiliar users,
owing to security and privacy consideration. However, the sit-
uation in opportunistic offloading is rather strange to say the
least. Mobile users may be asked to communicate with not
only friends but also strangers, and yet the existing researches
have not yet touched the security and privacy provisions.

The data transmitted in opportunistic network may contain
the privacy information of users, and these privacy informa-
tion may be handed to other users during the transmission
through opportunistic network. Some mobile users may rightly
deny communicating with other users who they do not trust,
which may lead to the failure of offloading. On the other hand,
malicious users can easily infect an offloading node through
uploading a task containing virus or through DDoS, due to the
lack of unified security protocols. Once infected, the offloading
node cannot provide computing service for client nodes and it
may further infect other nodes in opportunistic contacts. Since
security and privacy must be paramount, this unsatisfactory sit-
uation must be resolved quickly. The critical challenge is how
to prevent the privacy of mobile users being compromised and
to protect mobile users from being attacked by malicious users,
in the most open architecture of opportunistic network.

Considerable research efforts must be directed to address
this challenge. A possible solution is to establish an authen-
tication mechanism, which is operated in the operator side.
Each nodes in the opportunistic offloading system must pass
the security certification. The offloading node checks the credit
information of the client node before performing task for it.
In addition, the data transmitted in opportunistic network can
be encrypted, and only authenticated users can obtain the key
through cellular network.

E. Computation-Traffic Offloading

As discussed extensively in the previous sections, oppor-
tunistic offloading can be divided into two categories: traffic

offloading and computation offloading. Specifically, mobile
devices with sufficient computing resources may help other
mobile devices with insufficient computing resources to per-
form tasks, while mobile devices with sufficient traffic usage
may help other mobile devices with insufficient traffic usage to
download/upload data. Most of the existing researches either
focus on traffic offloading alone or study computation offload-
ing separately. Few works consider both traffic offloading and
computation offloading simultaneously. Clearly, it is beneficial,
in terms of resource utilization and achievable performance,
to jointly design traffic offloading and computation offload-
ing, which may be referred to as computation-traffic
offloading.

Pering and Ballagas [203] propose a computation-traffic
offloading scheme based on mutually beneficial cooperation
between mobile users in social network. The basic idea is
that mobile devices with sufficient computing resources but
insufficient traffic usage can form reciprocal groups with
devices with sufficient traffic usage but insufficient comput-
ing resources to achieve a win-win situation. Devices that help
other devices to perform computing tasks are called surrogates,
while devices that help other devices to download/upload data
through cellular network are called relays. This offloading pro-
cess is illustrated in Fig. 25. A surrogate can execute task
for a relay. At the same time, the relay can download/upload
data for the surrogate through cellular network. When a device
wants to offload a task to other devices, it may broadcast an
offloading request with the description of the task to its neigh-
bours. Devices that meet the capacity request can response.
The traffic usage offloading process is similar. The authors
design two algorithms to match the different goals of surro-
gates and relays. Specifically, for the operator, a centralized
algorithm is designed based on matching surrogates and relays
to minimize the overall energy cost, while for mobile devices,
a distributed algorithm is derived based on game theory to
minimize the energy cost of each device.

A particular senario that is worth mentioning is com-
puting tasks with redundancy, i.e., many devices require
to perform some same tasks. In this case, a few selected
devices can offload the tasks to neighboring nodes with idle
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computing resource through D2D communications. The results
will be delivered through D2D communication not only to
the client nodes but also to other nodes that need to perform
the same tasks. Computation-traffic offloading is generally
much more complex than traffic offloading or computation
offloading alone. Considerable further researches are required
in order to design effective computation-traffic offloading
applications.

VI. CONCLUSION

In this paper, we survey the existing literature on opportunis-
tic offloading. In particular, we propose a graded classification
of the works in this recently emerged research area, by
comparing and contrasting a large amount of the existing
researches in the relevant categories. This survey therefore
provides a comprehensive summary of the development of
opportunistic offloading and the existing state-of-the-arts as
well as offers the challenges and future research directions.
As the underlying explosively increasing trends continue
in mobile traffic and big artificial intelligence applications,
we expect that research efforts and outputs in this excit-
ing new area will exponentially increase for the following
decades.
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