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Abstract—A novel minimum bit-error rate (MBER) space–time-
equalization (STE)-based multiuser detector (MUD) is proposed
for multiple-receive-antenna-assisted space-division multiple-ac-
cess systems. It is shown that the MBER-STE-aided MUD
significantly outperforms the standard minimum mean-square
error design in terms of the achievable bit-error rate (BER).
Adaptive implementations of the MBER STE are considered, and
both the block-data-based and sample-by-sample adaptive MBER
algorithms are proposed. The latter, referred to as the least BER
(LBER) algorithm, is compared with the most popular adaptive
algorithm, known as the least mean square (LMS) algorithm. It is
shown that in case of binary phase-shift keying, the computational
complexity of the LBER-STE is about half of that required by the
classic LMS-STE. Simulation results demonstrate that the LBER
algorithm performs consistently better than the classic LMS
algorithm, both in terms of its convergence speed and steady-state
BER performance.

Index Terms—Adaptive algorithm, minimum bit-error rate
(MBER), multiuser detection (MUD), space–time processing.

I. INTRODUCTION

SMART-antenna-aided space–time processing is capable of
substantially improving the achievable wireless system ca-

pacity, coverage, and quality by suppressing the effects of both
intersymbol interference (ISI) and cochannel interference (CCI)
[1]–[12]. In this paper, we consider a space-division multiple-
access (SDMA) uplink scheme, where each transmitter employs
a single antenna, while the basestation (BS) receiver has mul-
tiple antennas. To interpret the multiuser supporting capability
of such an SDMA system [13], it is informative to compare it
with classic code-division multiple-access (CDMA) multiuser
systems [11]. In a CDMA system, each user is separated by
a unique user-specific spreading code. By contrast, an SDMA
system differentiates each user by the associated unique user-
specific channel impulse response (CIR) encountered at the re-
ceiver antennas. In this analogy, the unique user-specific CIR
plays the role of a user-specific CDMA signature. However,
owing to the nonorthogonal nature of the CIRs, an effective
multiuser detection (MUD) is required for separating the users
in an SDMA system. We investigate a space–time-equalization
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(STE)-based MUD designed for SDMA systems. The most pop-
ular SDMA receiver design is the minimum mean-square error
(MMSE) MUD [6], [10]–[14], which leads to simple and effec-
tive adaptive implementation using the least mean square (LMS)
algorithm [15]. We consider an alternative design for the STE-
aided MUD based on the minimum bit-error rate (MBER) cri-
terion. Time-only processing, i.e., channel equalization, based
on the MBER design has been considered before [16]–[22].
Recently, we have also proposed the MBER design for space-
only processing, i.e., the narrowband-beamforming-assisted re-
ceiver [23], [24]. In this paper, we extend the MBER design to
the STE-aided MUD operated in a generic multiple-antenna-as-
sisted SDMA system.

This work is very different from that reported in [24], where
the antenna array spacing was assumed to be half a wavelength,
the uplink channel was frequency nonselective, and the receiver
adopted a beamforming structure, which simply combined
the output signals of the antenna elements. By contrast, in
this paper, we do not impose any restrictions on the antenna
array structure and we consider frequency-selective CIRs.
Furthermore, the receiver employs a generic STE structure.
The contribution of this paper is two-fold. First, it is shown that
the MBER STE-based MUD is superior in comparison with the
MMSE design in terms of its achievable bit-error rate (BER).
This is significant, since the MMSE design is often considered
to be the state-of-the-art technique in multiple-antenna-assisted
systems [6], [10]–[14]. Our study thus demonstrates that the
system capacity can further be enhanced beyond that of the
MMSE solution. Second, we propose effective adaptive im-
plementations of the MBER design. Both block-data-based
and sample-by-sample adaptations of the MBER STE-based
MUD weights are considered. The sample-by-sample adaptive
algorithm is referred to here as the least BER (LBER) algo-
rithm. It is interesting to see that this LBER STE-based MUD
has, in fact, a lower complexity than the LMS-based one in
the case of binary phase-shift keying (BPSK) modulation. Our
simulation results also show that the LBER STE-aided MUD
consistently outperforms the LMS-based one, both in terms of
its convergence speed and its achievable BER.

II. SYSTEM MODEL

Consider the multiple-antenna-aided SDMA system sup-
porting active users as depicted in Fig. 1, where each of
the users is equipped with a single transmit antenna and
the receiver is assisted by an -element antenna array. The
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Fig. 1. Schematic of an antenna-array-aided SDMA system, where each of theM users is equipped with a single transmit antenna, and the receiver is assisted
by an L-element antenna array.

symbol-rate received signal samples for are
given by [10]

(1)
where is a complex-valued Gaussian white noise process
with , denotes the noise-free part of
the th receive antenna’s output, is the th transmitted
symbol of user , and de-
notes the tap vector of the CIR connecting the user and the
th receive antenna. For notational simplicity, we have assumed

that each of the CIRs has the same length of . We
assume furthermore that BPSK modulation is employed, and
hence, . We point out that this work can be ex-
tended to the quadrature phase-shift keying (QPSK) and other
modulation schemes with multiple bits per symbol [25], [26].
For this multiuser system, the user received signal-to-noise
ratio (SNR) is defined as

SNR (2)

and the user received signal-to-interference ratio (SIR) with
respect to interfering user , , is given by

SIR (3)

where is the transmitted symbol energy.
A bank of the STEs, as shown in Fig. 2, constitutes the

MUD. The soft outputs of the detectors are given by

(4)

Fig. 2. Space–time-equalizer-assisted MUD for userm, where � denotes the
symbol-spaced delay, L is the number of receive antennas, 1 � m � M , and
M is the number of users.

for , where
denotes the th user detector’s equalizer weight vector associ-
ated with the th receive antenna. The user detectors’ deci-
sions are defined by

(5)

where is the estimate of ,
denotes the real part of , and the sign

function. Again for notational simplicity, we assume that each
of the detectors has the same decision delay , and all the
temporal equalizer filters have the same order . Obviously,

. Let us define

(6)

(7)

(8)
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Then the output of the th detector can be written as

(9)

Let us define the CIR convolution matrix
associated with the user and th receive antenna as shown in
(10) at the bottom of the page, and further introduce the overall
system CIR convolution matrix as

...
...

...
(11)

Then the received signal vector can be expressed by

(12)

where

(13)

with , and

(14)

with .
Note that the output of the th detector can be expressed as

(15)

where is Gaussian distributed, having a zero mean and
.

Classically, the th STE detector’s weight vector is
given by the following MMSE solution [6], [10]–[14]:

(16)
for , where denotes the identity ma-
trix, and the th column of . An adaptive implementation
of the MMSE solution can readily be realized using the LMS

algorithm. However, as recognized by [27] in a CDMA context,
and by [24] in a beamforming-based MUD scenario, a better
strategy is to choose the detector’s coefficients by directly min-
imizing the system’s BER. A main contribution of this paper is
to derive the MBER solution for the STE-based MUD (9).

III. MBER SPACE–TIME EQUALIZER

Following the derivations presented in [24] and [27], let us
denote the number of possible transmitted
symbol sequences of as , . Denote the

th element of , corre-
sponding to the desired symbol , as . The noise-
free part of the th detector input signal assumes values
from the signal set defined as

(17)

This set can be partitioned into two subsets, depending on the
value of , as follows:

(18)

For a (linear) STE to perform adequately, and must
be linearly separable. Otherwise, a nonlinear STE is required
to achieve adequate performance, a situation that is similar
to the case of single-user single-antenna channel equalization
[28]–[30]. Similarly, by noting the STE (15), the noise-free
part of the th detector’s output assumes values from
the scalar set

(19)

Thus can only take the values from the set

(20)

and can be divided into the two subsets conditioned on the
value of

(21)

. . .
...

...
. . .

. . .
. . .

. . .
. . .

(10)
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The conditional probability density function (PDF) of
given is a Gaussian mixture defined

by

(22)

where and is the number of the

points in . Thus the BER of the th detector associated
with the detector’s weight vector is given by [24], [27]

(23)

where

(24)

(25)

Note that the BER is invariant to a positive scaling of . Al-
ternatively, the BER may be calculated based on the other subset

.
The MBER solution for the th STE detector is then defined

as the weight vector that minimizes the error probability (23),
namely

(26)

The gradient of with respect to is given by

(27)

Given the gradient expression (27), the optimization problem
(26) can be solved iteratively by commencing the iterations from
an appropriate initial point using a gradient-based optimization
algorithm, such as the simplified conjugate gradient algorithm
[24], [27], [31]. Because the BER (23) is invariant to a positive
scaling of , it is computationally advantageous to normalize

to a unit-norm after every iteration, so that the gradient can
be simplified as

(28)

In general, unlike for the MMSE solution (16), there exists
no closed-form MBER solution, and therefore, a numerical so-
lution has to be sought. Previous results involving time-only and
space-only processing [23]–[27] have suggested that the simpli-
fied conjugated gradient algorithm performs well, and it is ca-
pable of finding a global minimum of . In our extensive
investigations, we found no cases of converging to a local min-
imum of the BER surface.

IV. ADAPTIVE MBER SPACE–TIME EQUALIZER

To derive adaptive implementation of the MBER STE, it
is more convenient to consider the PDF of explicitly,
which is given by

(29)

where . Thus the BER of the th STE with weight
vector can alternatively be calculated by

(30)

with

(31)

In general, however, the system CIR matrix is unavailable,
and therefore, the PDF of is unknown. The key to adap-
tive implementation of the MBER STE-based MUD is an ef-
fective estimate of the PDF (29). A widely used approach to
approximate a PDF is known as the Parzen window estimate
[32]–[34]. The Parzen window method estimates a PDF using
a block of by placing a symmetric unimodal kernel
function on each . This Parzen window density estima-
tion is capable of producing reliable PDF estimates with short
data records, and, in particular, is natural when dealing with
Gaussian mixtures, such as (29).

A. Block-Data Gradient Adaptive MBER Space–Time
Equalizer

Given a block of training samples ,
a Parzen window density estimate of the PDF (29) is readily
given by

(32)

where the kernel function is chosen as Gaussian, and the
kernel width is related to the standard deviation
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for the noise . From this estimated PDF,
the estimated BER is then given by

(33)

with

(34)

The gradient of is

(35)

By substituting with in the simplified
conjugate gradient updating mechanism, a block-data gradient
adaptive algorithm is readily obtained [24], [27].

In this block-data-based adaptive STE, the step size and
the radius parameter are the two algorithmic parameters that
need to be chosen appropriately. The step size and, to an ex-
tent, the radius parameter , control the rate of convergence.
The accuracy of the solution is mainly determined by the radius
parameter , which is related to the noise standard deviation

for [33]. In practice, can often be chosen from a
large range of values.

B. Stochastic Gradient Adaptive MBER Space–Time Equalizer

In the Parzen window estimate (32), the kernel width
depends on the STE weight vector . Such a

choice is based on the observation of the “width”
in the true density (29). In general, however, there is no reason
why the kernel width has to be chosen in such a form. For
the purpose of deriving a stochastic adaptive algorithm, it is
advantageous to choose a constant width in density estimate,
as this leads to a much simpler form for the gradient of the
estimated BER. Adopting this approach, an alternative Parzen
window density estimate to the true PDF (29) is given by

(36)

This approximation is valid, provided that the constant kernel
width is chosen appropriately. With this Parzen window den-
sity estimate, an approximate BER is then given by

(37)

with

(38)

The gradient of has a much simpler form

(39)
In order to derive a sample-by-sample adaptive algorithm,

adopt a single-sample estimate of , namely

(40)

Conceptually, from this one-sample PDF “estimate,” we have
a one-sample or instantaneous BER “estimate” .
Using the instantaneous stochastic gradient formula of

(41)

gives rise to a stochastic gradient adaptive algorithm, which we
refer to as the LBER algorithm

(42)
The adaptive gain and the kernel width are the two algo-
rithmic parameters that have to be set appropriately to ensure
a fast convergence rate and small steady-state BER misadjust-
ment. Note that there is no need to normalize the weight vector
to a unit-norm after each adaptation.

Our previous empirical results using this LBER algorithm in
time-only and space-only processing [23]–[27] have suggested
that the algorithm behaves well and has a reasonably fast conver-
gence rate. Note that this LBER algorithm belongs to the gen-
eral stochastic gradient-based adaptive algorithm investigated in
[35]. Therefore, the results of convergence analysis presented
in [35] is applicable here. It is also interesting to compare this
LBER algorithm with the LMS algorithm, which is given by

(43)

where

(44)

It is well known that the computational requirements of the LMS
algorithm are multiplications and addi-
tions per weight update, where is the dimension of
the weight vector . It can be shown that the LBER algorithm
has a complexity of multiplications, ad-
ditions, and evaluation [24]. For the BPSK modulation, it
is seen that the LBER algorithm needs half of the computations
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TABLE I
CIRS FOR THE 3-USER 4-ANTENNA STATIONARY SYSTEM. ACTUALLY SIMULATED CIRS WERE C (z)=jC (z)j TO PROVIDE UNIT CHANNEL ENERGY

required by the LMS algorithm. The function evaluation
can be implemented as a lookup table, in practice.

V. SIMULATION STUDY

Stationary System: The system used in our simulation sup-
ported users with receiver antennas. All three
users had an equal transmit power. The CIRs are
listed in Table I, each CIR having taps. The CIRs used
in both the stationary and fading channels are extensions of the
often-used single-input single-output (SISO) CIRs proposed by
Proakis in his book, which were extended to the MIMO scenario
considered. In the actual simulation, all 12 CIRs were normal-
ized to provide unit channel energy, i.e., for all
and . Thus, SIR dB for all and . Each equalizer
temporal filter had a length of , and the detector deci-
sion delay was chosen to be . For this stationary system,
Fig. 3 compares the BER performance of the MMSE and MBER
STE-based MUDs. The BER of an STE-based MUD was com-
puted using the theoretic BER formula (23), the MMSE STE
weight vector was calculated using the formula (16), and the
MBER STE solution was computed numerically using the sim-
plified conjugate gradient algorithm. It can be seen that for all
three users, the MBER STE detectors had better BER perfor-
mance than the corresponding MMSE detectors. For the specific
simulated channel conditions, the performance gap between the
MBER and MMSE STE detectors was the smallest for user 3,
with the MBER solution achieving above 1.0 dB gain in SNR
at the BER level of . At this BER level, the MBER STE
detector for user 1 had the largest performance gain over the
corresponding MMSE STE detector, above 5.0 dB gain in SNR.
The performance of the block-data gradient adaptive MBER al-
gorithm employing the simplified conjugate gradient updating
mechanism, as described in Section IV-A, was investigated. Our
simulation results show that with a block size the
block-data-based adaptive MBER STE can closely match the
theoretical MBER STEs performance, and the algorithm typi-
cally converged within 20 iterations. Space limitation precludes
the inclusion of these simulation results.

Rather, we concentrate on presenting the comparison of the
LMS and LBER adaptive STE-based MUDs. The initial weight
vector for the two adaptive algorithms was chosen by
setting the th element of to , and its
rest of elements to for . The step size of
the LMS algorithm should be chosen to ensure fast convergence
and small steady-state error, and it was found empirically that

was appropriate for this simulated stationary system.

Fig. 3. BER comparison of the theoretical MMSE and MBER as well as
adaptive LMS and LBER STE-based MUDs for the 3-user 4-antenna stationary
system. (a) User 1. (b) User 2. (c) User 3.

Similarly, the two algorithmic parameters of the LBER algo-
rithm were chosen empirically to be and .
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Fig. 4. Learning curves of the LMS and LBER STE-based MUDs averaged
over 20 runs and given SNR(m) = 4 dB for all m. (a) User 1. (b) User 2.
(c) User 3, where DD denotes the decision-directed adaptation starting from
k = 300 with ŝ (k� d) substituting s (k� d). For the LMS algorithm, the
step size � = 0:001; and for the LBER algorithm, the step size � = 0:2 and
the kernel variance � = 10� � 2:0. The learning curve of the DD LBER
algorithm for user 1 is indistinguishable from the training performance.

With a training length of 5000 symbols and averaging over 20
runs, the BERs of the adaptive LMS and LBER STE-based
MUDs are also given in Fig. 3, in comparison with the cor-
responding MMSE and MBER performance. Fig. 4 shows the
learning curves of the two stochastic gradient-based adaptive al-
gorithms averaged over 20 runs and given SNR dB
for all . From Fig. 4, it can be seen that the LBER algo-
rithm had a faster convergence speed and achieved a smaller

Fig. 5. BER comparison of the adaptive LMS and LBER STE-based MUDs
for the 3-user 4-antenna slow fading system. (a) User 1. (b) User 2. (c) User 3.

steady-state BER than the LMS algorithm for all three users.
Having a training sequence of a few thousand symbols is, of
course, impractical, and this difficulty may be avoided by con-
sidering a decision-directed (DD) adaptation in which
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is substituted by the STE’s decision . We also trained
the LMS and LBER STE-based MUDs, first with 300 training
symbols, and then switched them to the DD mode. The resulting
learning curves are also plotted in Fig. 4. It can be seen that the
DD LBER algorithm operated successfully and, in the cases of
users 1 and 3, its performance was indistinguishable from the re-
lated training performance. It can also be seen from Fig. 4 that
the DD adaptation caused the LMS STE detector for user 1 to
diverge. The ability for the STE MUD to operate successfully in
a DD adaptation under adverse channel conditions is a signifi-
cant advantage of the LBER design over the LMS design.

Slow Fading System: The system again supported three
users with four receive antennas. However, fading channels
were simulated, and moreover, each of the 12 CIRs had
taps. Magnitudes of the CIR taps were uncorrelated Rayleigh
processes, each having the root mean power of .
The normalized Doppler frequency for the simulated system
was , which for a carrier of 900 MHz and a symbol
rate of 3 Msymbols/s corresponded to a user velocity of 10
m/s (36 km/h). Continuously fluctuating fading was used,
which provided a different fading magnitude and phase for
each transmitted symbol. Each equalizer temporal filter had
a length of , and the detector decision delay was set
to be . The step size for the LMS algorithm was chosen
as , while for the LBER algorithm, the step size

and kernel variance . The transmission
frame structure consisted of 50 training symbols followed by
450 data symbols. The BER of an adaptive STE-based MUD
was calculated using Monte Carlo simulation. Fig. 5 compares
the BERs of the LBER STE-based MUDs for three users with
those of the LMS-based ones. It can be seen from Fig. 5 that the
LBER STE-based MUD consistently outperformed the LMS
STE-based MUD for all three users.

VI. CONCLUSIONS

MUD based on the STE has been investigated for mul-
tiple-antenna-aided SDMA systems. A novel MBER design
has been derived for the STE-based MUD. It has been shown
that the MBER STE-assisted MUD can obtain significant
performance gains over the standard MMSE design, in terms
of the achievable system BER. Adaptive implementation of
the MBER STE-assisted MUD has been considered based
on a classical Parzen window density-estimation approach.
Both the block-data-based and sample-by-sample adaptive
MBER STE-assisted MUDs have been presented. The sto-
chastic gradient adaptive MBER algorithm, referred to as the
LBER, has some interesting properties. It requires half of the
computational complexity needed by the LMS algorithm for
the BPSK signaling. Our simulation results have demonstrated
that the adaptive LBER STE-assisted MUD converges faster
and consistently achieves better BER performance, compared
with the LMS STE-assisted MUD.
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