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TABLE II
AVERAGE TEST ERRORS ERROR RATE (IN PERCENT) WITH ¢ = 1le — 6

Data Sets SVM RSVM(k) Decreasing
Ringnorm 1.66 + 0.12 1.48 £+ 0.11(k=5) 0.18
Twonorm 2.96+0.23 2.40+0.12(k=4) 0.56
Waveform 9.88+0.43 9.48+0.53(k=4) 0.40

and Euclidean distances is inconclusive from our experiments, and we
then decided to only report the results by Euclidean distance. It should
also be pointed out that better classification accuracy can be achieved
if we search all the optimal parameters in RSVM using the cross-vali-
dation strategy.

V. CONCLUSION

In this paper, a multidimensional maximum margin feature extrac-
tion approach for constructing a completely orthogonal basis and thus
conducting efficient dimensionality reduction, called RSVM, is pre-
sented. Theoretical analysis shows that the SVM objective function is
decreasing along the recursive components. In contrast to PCA, we use
supervised information (labels) to conduct dimensionality reduction.
Compared with LDA and regular SVM, the proposed method has no
singularity problems and can further improve the accuracy. The gen-
eral multilevel margin direction idea in this letter can be easily ex-
tended to SVM regression and several weighted SVM cases [17], [18]
helping us to achieve more accurate results. Our future work will focus
on using the recursive and multidimensional maximum margin idea to
solve multiclassifications, especially face recognition problems. it may
be that a new representing and recognizing approach for face patterns
can be expected.

ACKNOWLEDGMENT

The authors would like to thank the Associate Editor and the referees
for their valuable comments.

REFERENCES

[1] R. O. Duda, P. E. Hart, and D. G. Stork, Pattern Classification, 2nd
ed. New York: Wiley, 2001.

[2] T. Hastie, R. Tibshirani, and J. H. Friedman, The Elements of Statis-
tical Learning: Data Mining, Inference and Prediction. New York:
Springer-Verlag, 2001.

[3] 1. T. Jolliffe, Principal Component Analysis.
Verlag, 1986.

[4] K. Fukunaga, Introduction to Statistical Pattern Classification.
Diego, CA: Academic, 1990.

[5] P. N. Belhumeur, J. P. Hespanha, and D. J. Kriegman, “Eigenfaces vs.
Fisherfaces: Recognition using class specific linear projection,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. 19, no. 7, pp. 711-720, Jul 1997.

[6] D. L. Swets and J. Weng, “Using discriminant eigenfeatures for image

retrieval,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 18, no. 8, pp.

831-836, Aug. 1996.

X. Wang and X. Tang, “A unified framework for subspace face recog-

nition,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 26, no. 9, pp.

1222-1228, Sep. 2004.

[8] W. J. Krzanowski, P. Jonathan, W. V. McCarthy, and M. R. Thomas,

“Discriminant analysis with singular covariance matrices: Methods and

applications to spectroscopic data,” Appl. Statist., vol. 44, pp. 101-115,

1995.

J. Ye and T. Xiong, “Computational and theoretical analysis of null

space and orthogonal linear discriminant analysis,” J. Mach. Learn.

Res., vol. 7, pp. 1183-1204, 2006.

[10] C. Xiang, X. A. Fan, and T. H. Lee, “Face recognition using recursive

fisher linear discriminant,” IEEE Trans. Image Process., vol. 15, no. 8,
pp. 2097-2105, Aug. 2006.

New York: Springer-

San

[7

—

[9

—

193

[11] V. Vapnik, The Nature of Statistical Learning Theory. New York:
Springer-Verlag, 1995.

[12] V. Vapnik, Statistical Learning Theory. Reading,
dison-Wiley, 1998.

[13] N. Cristianini and J. Schawe-Taylor, An Introduction to Support Vector
Machines. Cambridge, U.K.: Cambridge Univ. Press, 2000.

[14] Q. Tao, G. Wu, and J. Wang, “The theoretical analysis of FDA and
applications,” Pattern Recognit., vol. 39, no. 6, pp. 1199-1204, 2006.

[15] C. Cortes and V. Vapnik, “Support vector networks,” Mach. Learn.,
vol. 20, pp. 273-297, 1995.

[16] C. Liu and H. Wechsler, “Gabor feature based classification using the
enhanced fisher linear discriminant model for face recognition,” IEEE
Trans. Image Process., vol. 11, no. 4, pp. 467-476, Apr. 2002.

[17] Q. Tao, G. Wu, F. Y. Wang, and J. Wang, “Posterior probability support
vector machines for unbalanced data,” IEEE Trans. Neural Netw., vol.
16, no. 6, pp. 1561-1573, Nov. 2005.

[18] Q. TaoandJ. Wang, “A new fuzzy support vector machine based on the
weighted margin,” Neural Process. Lett., vol. 20, pp. 139-150, 2004.

MA: Ad-

A Forward-Constrained Regression Algorithm for
Sparse Kernel Density Estimation

Xia Hong, Sheng Chen, and Chris J. Harris

Abstract—Using the classical Parzen window (PW) estimate as the target
function, the sparse kernel density estimator is constructed in a forward-
constrained regression (FCR) manner. The proposed algorithm selects sig-
nificant kernels one at a time, while the leave-one-out (LOO) test score is
minimized subject to a simple positivity constraint in each forward stage.
The model parameter estimation in each forward stage is simply the solu-
tion of jackknife parameter estimator for a single parameter, subject to the
same positivity constraint check. For each selected kernels, the associated
kernel width is updated via the Gauss—Newton method with the model pa-
rameter estimate fixed. The proposed approach is simple to implement and
the associated computational cost is very low. Numerical examples are em-
ployed to demonstrate the efficacy of the proposed approach.

Index Terms—Cross validation, jackknife parameter estimator, Parzen
window (PW), probability density function (pdf), sparse modeling.

I. INTRODUCTION

The estimation of the probability density function (pdf) from
observed data samples is a fundamental problem in many machine
learning and pattern recognition applications [1]-[3]. The Parzen
window (PW) estimate is a simple yet remarkably accurate nonpara-
metric density estimation technique [2]-[4]. A general and powerful
approach to the problem of pdf estimation is the finite mixture model
[5]. The finite mixture model includes the PW estimate as a special
case in that equal weights are adopted in the PW, with the number of
mixtures equal to the number of training data samples. A disadvantage
associated with the PW estimate is its high computational cost of the
point density estimate for a future data sample in the cases whereby
the training data set is very large. Clearly, by taking a much smaller
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number of mixture components, the finite mixture model can be re-
garded as a condensed representation of data [5]. Note that the mixing
weights in the finite mixture model need to be determined through
parametric optimization, unlike just adopting equal weights in the PW.
Much of the work in the fitting of a finite mixture model is based on
a fixed number of mixtures and the expectation—-maximization (EM)
algorithms [5]. The disadvantages are as follows: 1) the predetermined
model size may not be suitable to the data and 2) the convergence
speed of EM is generally slow. Hence, it is desirable to develop new
methods of fitting a finite mixture model with the capability to infer a
minimal number of mixtures from the data efficiently.

Motivated by this, there is a considerable interest in the research into
the sparse pdf estimate. The support vector machine (SVM) density es-
timation technique has been proposed in [6] and [7], in which the den-
sity estimation problem is formulated as a supervised learning mode
while the mean absolute deviation between the empirical cumulative
distribution function and that from the model is minimized. The opti-
mization method in SVM is to solve a constrained quadratic optimiza-
tion problem. This yields to the sparsity inducing property, i.e., at op-
timality, many kernels weights are driven to zeros. The desirable prop-
erty of sparsity inducing also happens in the interesting approach of
reduced set density estimator (RSDE) [8]. The RSDE is different from
the SVM in that it is based on the minimization of integrated squared
error (ISE) between the estimator and the true density. Two efficient op-
timization algorithms were introduced for RSDE that has a complexity
of O(N?) per iteration, where IV is the number of data samples, com-
pared to a standard quadratic optimization solver at O(N?).

Alternatively, a novel regression-based probability density estima-
tion method has been introduced [9], in which the empirical cumulative
distribution function was constructed in the same manner as in SVM
density estimation approach [6], as the desired response. By extending
an efficient supervised model construction method, the forward regres-
sion approach [10], the orthogonal forward regression (OFR) combined
with a leave-one-out (LOO) test score and local regularization has been
introduced [11], [12]. The regression-based idea of [9] and the ap-
proach in [11] and [12] have been extended to yield a new OFR-based
sparse density estimation algorithm [13], which is capable of automati-
cally constructing very sparse kernel density estimate with comparable
performance to that Parzen window estimate. Alternatively, a simple
and viable alternative approach has been proposed to use the kernels
directly as regressors and the target response as Parzen window esti-
mate [14]. In practice, for the implementation of any of the aforemen-
tioned approaches and the proposed approach to the massive data sets
(e.g., N > 10%) with personal computers, the hybrid methods are rec-
ommended which combine the probability density estimation methods
with the use of other data reduction approaches [15].

This letter introduces a new algorithm for sparse kernel density
estimator using the classical PW as the target function and the kernels
as regressors. The proposed sparse kernel density estimator construc-
tion using forward-constrained regression algorithm (FCR-SDC) is
based on the FCR [16] in which mixing weights are estimated through
a set of parameters, each of which relates to the model at the current
regression stage and a new candidate term. In each forward stage,
the model term selection is based on the criterion of a minimal LOO
test score, subject to a simple positivity constraint. A one parameter
jackknife parameter estimator is utilized in each regression step, sub-
ject to the same positivity constraint check. For each selected kernels,
the associated kernel width is updated via the Gauss—Newton method
[17] with the model parameter estimate fixed. The proposed algorithm
has the advantage of maximal computationally efficiency due to the
following: 1) the parameter estimation is reduced to the solution of
the minimal possible number of one parameter, 2) the kernel width
updating using the Gauss—Newton method involves also the minimal
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possible number of one parameter, that is the width of the selected
kernel, and 3) the positivity constraint on the mixing weights can be
easily accommodated.

II. KERNEL DENSITY ESTIMATOR

Given a finite data set consisting of N data samples, D =
{x1,....%X;,...xn}, where the feature vector variable x; € R™
follows an unknown pdf p(x), the problem under study is to find a
sparse approximation of p(x) based on D.

A general kernel-based density estimate of p(x) is given by

N
p(xig,0) = giK(xx;,0)
j=1

subjectto g¢; >0, j=1,...,N, gflt=1. ()
where g = [g1,92,....9~8]". g;’s are the kernels weights.
o = |oi,..., O'N]T is kernel width vector. 1 is a vector with an

appropriate dimension and all elements as ones. K (x,x;,0;) is a
chosen kernel function with kernel width ¢ ;. In this letter

- 1 X — X 2
J

5.2
Z(Tj

is used. Let the well-known PW estimator be denoted by
ﬁ(X; gl"ar.’ O_Par)’ where gPar — [,(]11—)“5 e, gRTar]T and gyar — I/A’v,
Vj. The log-likelihood for g can be formed using observed data D as

log L as

1 N 1 N N
I > logi(xiig. o) = N > log < g,;'I&'(Xi»X,jefT.f)) NE)
=1 =1 Jj=1

Note that by the law of large numbers, the log-likelihood of (3) tends
to

/ p(x)log p(x; g, 6)dx “

as N — oo with probability one. Equation (4) is simply the neg-
ative cross entropy or divergence between the true density p(x) and
the estimate p(x; g, ). It can be shown that for a given kernel width
o =a"", V], the PW estimator gf“"‘ = 1/N, Vj, can be obtained as
an optimal estimator via the maximization of (3), respective to g sub-
ject to the constraints g; > 0,7 =1,..., N, and ng = 1. Note that
the choice of ¢© ™" is crucial in density estimation using PW [1]. Based
on the principle of minimizing the mean integrated square error (MISE)
[1], e¥2 can be found so as to minimize the least squares cross-vali-

dation criterion M (o) given by [1]

N N
1 . 2 .
7\72 Z IX(X{,,X]',\/iO')_ m Z IX(Xl‘,ng(T)
- i,j=1 T i,J=1,j#1
1 & 2
~ 2 Z K7 (xi.x;,0) + N(Zro?)m /2 (5)

ij=1

where K*(x;,%;,0) = K(x;,%;,v20) — 2K(x;,%;, 7). The com-
putational cost of finding o"*" is O(N?); this is scaled by the number
of grid searches set by the user.

With the PW estimator, the associated computational cost for evalu-
ating the probability density estimate for a future sample scales directly
with the sample size V. Therefore, it is desirable to devise a sparse rep-
resentation of p(x; g, @), in which the terms are composed of a small
subset of data samples.
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Clearly, any good sparse kernel density estimator p(x; g, &) should
be devised as close as possible to the unknown true density p(x). Be-
cause the PW estimators have the property of optimality, it was sug-
gested [14] that it is possible to use the PW estimator as the target of
the proposed sparse kernel density estimator. Specifically, we can write

a regression equation linking p(x; g, ) and p(x; g"*", o"*") as
N
g™, 0" ) = g K(x. %5, 05) + £(x) ©)
=1

where £(x) is the modeling error at x between the sparse kernel density
estimator p(x; g, o) and the PW density estimator p(x; g"*", o*"),
that is initially constructed based on D. The aims are to obtain g; via
minimizing some modeling error criterion, e.g., F[=?(x)], and simul-
taneously, to achieve a sparse representation of p(x; g, ) [with most
elements in g being zeros in (6)] subject to the constraints g; > 0,
j = 1,...7N,andgT1 =1.

III. SPARSE KERNEL DENSITY ESTIMATOR CONSTRUCTION
USING FCR ALGORITHM

Starting from an empty model, the proposed algorithm constructs
the model forwardly as in [9], [13], and [14]. However, the construc-
tion of the proposed sparse kernel density estimator is based on the idea
of the mixtures of experts network (MEN) [18] and forward-constraint
regression [16], hence it is very different from [9], [13], and [14], be-
cause no orthogonalization is incurred. In the proposed algorithm, the
kernel functions K (x, x;, o) with nonzero g,’s are included into the
model in a forward manner. The final sparse kernel density estimators
are based on the kernels formed from D, = [x'l., . ,x;], a subset of
s data samples selected from D. That is, if x¢ is selected to form the
first kernel, this is denoted as x7. Let a superscript k& denote the kth
forward step. At the kth forward step, the intermediate kernel density
estimator p'*) (x; g'®), ¢) is denoted by 7% (x) as

k
i) =Y ¢V Kxx).0)) @)

=1
where gg-k), j = 1,...,k, are the kernels weights at the kth forward

step. ggk) > 0 and Zle ggk) = 1. For notational simplicity, kernel
width of the kernel being selected at jth step is still denoted by o ;.

A. FCR Algorithm for Sparse Kernel Density Estimation

1) Initialization: The algorithm initially constructs a PW estimator,
in which 07" is found via minimizing M () given by (5) from a grid
search of o values. The kernels in the PW estimator are used as the
candidate kernels in (1), i.e., the kernel widths o are initialized as
(7;0) =s0 = ~aT Wi~y > 1is set by the user empirically.

2) Determination of the First Kernel: The sparse kernel density
estimator p(x; g, ) in (7) can be regarded as an MEN system with
the kernel functions K (x, x'j, (™) as the experts [16]. The MEN
system is initialized by determining the first expert as the first kernel
K(x.x},0), so that

?7(1)()() = K(x, x'l.,o-(o)) (8)
and ggn = 1. From (6) and (7)
]3(X. gl:’ar7 O_Pal-) — I)’(X, X’] , 0_(0)) + E(X) (9)

From N kernels K (x, x;, 0(0)),]' =1,...N,oneis to be determined
as K (x,x1, 0(0)). This is simply done by searching for the term that
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produces the smallest value of mean squares modeling errors over D,
ie.,

=1

N
j1 =argmin {Z[]B(xi; g' ™, o) — K (x4, %, 0'(0))]2, Vj}
(10)

and x;, is then set as x7. The mean squares modeling errors can be
further reduced by adjusting ¢ using the Gauss—Newton’s method
which is modified to enable the constraint that ¢ is greater than a
small threshold value set by the user, e.g., 0.01 is used here. We ini-
tialize I = 0, applying the following Gauss—Newton’s method for a
predetermined number of L iterations (e.g., L = 5 ~ 10)

0'51) = max{ 05171) +n X T ,0-01} an
den;
in which
N P
num; = ;€(Xi) X %K(Xiaxqw")L:nyI)
N 9 2
den; = —K(x;, %!, - 12
eny ; |:30' (X"X1'(T>|o':o'§l 1):| ( )

with

C — ! 2 7
2Ix"(xi,x/l,a):K(xi,x'ha) <M— E) (13)
o

Oo o3

n > 0 is a small step size. Note that £(x;) is computed from (9),
in which o is repeatedly replaced by 051_1) in iteration step . Set
g1 = Jir‘ .

3) Determination of Subsequent Kernels: For the subsequent ker-
nels, these are initially based on using LOO test score and the jackknife
parameter estimator, followed by applying the Newton’s algorithm to
tune the width, also for L iterations. Consider the model term selection
for forward step £ > 2. It can be shown that [16]

dPx) = 10T (x) + (1= M) E(xxk,00) (14
with 0 < Ap—1 < 1, Vk. The right-hand side of (14) is a convex com-
bination of two terms, the current MEN system gk (x) and the kth
kernel K (x, x%, 0(0)) to be included into the model at the kth forward
step. Initially, the proposed algorithm resolves two problems simul-
taneously: 1) which kernel is to be selected as K (x, xJ, 0'(0)) from
(N — k+ 1) candidate kernels and 2) what type of parameter estimator
is adopted for A,_. The proposed algorithm incorporates the two as-
pects based on the LOO test score for model term selection and the
jackknife parameter estimator, subject to a simple convex constraint of
0 < Ar—1 < 1.1Itis shown that the LOO test score for kernel selection
is very easy to compute due to the fact that only one unknown param-
eter A;—1 is involved in the FCR procedure.

From (6), (7), and (14), we have
p(xigt™, o)

=M1V (x0) + (1= Mem) K (%, %0, 09) + 2(x). - (15)

With N data samples, we define pr¥ = [ﬁ(xu gPa",JP“f),
B gt ey =[x (k)]
Y = [I{(xl,x'k,a(o)),...,Ix’(xN,x'k,a(U))]T, and € = [g(x1),

....2(xn)]". Then, (15) can be rewritten in the vector form as

R VI I Y [ (16)
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or

t=Mwe (17)
witht = [t,....tn]T = D™ —andw = [wi,...,wn]" =
yED — g

We minimize the loss function J = £ ¢ with respect to Ay—; to
yield the least squares solution

WTt _ bk—]

A5 = (18)

wliw  ap_1
where by_1 = w' t and ay_1 = W' w.

The kth step of the MEN system involves the selection of
K(x,x}, 0'(0)). Note that by using each of the (N — &k + 1) can-
didate kernels to form %, in turn, (18) is repeatedly calculated. For
some candidate kernels, the solution may not satisfy the constraints
0 < A%, < 1. These kernels will then not be considered to be
appropriate.

For all model terms which satisfy the constraints 0 < AL <1, the
following proposed model term selection algorithm is applied, which
combines the LOO cross validation with the jackknife parameter esti-
mator for A\x_; [given by (21)], subjectto 0 < Aj—y < 1.

The LOO cross validation involves the removal of each x;, in turn,
from the estimation data set D, j = 1,..., N. The removed data point
is used as a test point for the model constructed using the modified data
set. It is easy to verify that the least squares solution using (D \ x;), is
given by

/\g;il) — 1”9*1;“’7? j=1,....N (19)
Ak—1 — W
and the mean squares of LOO errors 0 (x ;) are given by
1« 2
. ) .
hzﬂﬁ”&M}:ﬁZGr%$M0~ (20)

=1

It is known that the jackknife parameter estimator is able to improve
the accuracy of parameter estimation [19], [20]. The jackknife param-
eter estimator for A,_; given by

N

_’,’\T - ]. —7
~ Z )\EC_JB

j=1

Nemt = Ag2, — 1)

is employed for parameter estimation. Although, in general, the jack-
knife parameter estimator is regarded as computationally intensive, the
additional computation is minimal in the proposed algorithm. This is
because, in the FCR procedure, only a minimal number of one param-
eter /\f_]l), j =1,...,N,is involved for each candidate term. In ad-
dition, most of the calculation in parameter estimation can be regarded
as the byproducts of the previous LOO cross-validation procedure.

For all model terms which satisty the constraints ) < A<,
(19)—(21) are repeatedly calculated. Among all solutions satisfying the
constraints 0 < Ax—; < 1, the data point that produces the smallest
Ji is selected as x}; and then used to form kernel K(x, Xl 0(0)).

Next, we adjust the width for K(x,x%,0(") using the
Gauss—Newton’s method [17]. We initialize the iteration step [ = 0,
applying the following iteration for L steps:

U] n NIl g
0, = max

1- Ak—]

o_il—l) +

, ().()1} . (22)

deny

numy, and deny are computed using (12) and (13), but with num; and
den; replaced by numy and deny. x} is also replaced by x}. in both
(12) and (13). Also note that £(x;) is repeatedly computed from (14),
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—1)

in which o needs to be replaced by a,(gl in each iteration. We set

(L)
o = o, .

The previous procedure iterates for a finite number of forward steps,
with k increasing by one each step until the final model of size s (s <
N) achieves a satisfactory modeling performance. In this letter, we ter-
minate the procedure when the accuracy of the sparse kernel density
estimator p(x; g, ) is sufficiently close to that of the PW density esti-
mator p(x;g"*", o"").

4) Calculating Mixing Weights: The parameter g
puted by applying the recursion given by [16]

(%)

5 is readily com-

] s—1
gﬁ) ::A371g§ ),

(lk(sg) =1- /\8—1

j=1,...,5s—1

(23)

with g{") = 1.

IV. COMPARATIVE STUDY AND ILLUSTRATIVE EXAMPLES

A. Comparison With Other Approaches

The other four methods used for comparison are as follows: 1) the
PW estimate, 2) the sparse density construction (SDC) algorithm [13],
3) the sparse kernel density construction (SKD) algorithm [14], and
4) the reduced set density estimator with multiplicative nonnegative
quadratic programming (RSDE-MNQP) [8], [21]. Before proceeding
to the numerical examples, we discuss the similarities and differences
among these approaches and highlight the computational advantages
of the proposed approach.

1) The sparse kernel density estimator involves the determination of
the model structure of (1) where most elements in g are zeros.
Either this can be achieved by solving constrained quadratic opti-
mization problem which initially work on the full model [6]-[8],
or alternatively, significant model terms are selected one at a time
forwardly [9], [13], [14] and the proposed approach and these
methods initially work on an empty model.

2) For all algorithms including PW, there are preparation stages for
setting up regression matrices, which involve cross validation for
optimal width determination. The computation costs are at a sim-
ilar level. For illustration, the real recorded running times of eval-
uating (5) using Matlab 6.5 with a Pentium-4 CPU 1.70 GHz, 384
MB are 19 and 32 s for Examples 1 and 2, respectively, in the pro-
posed approach, where the number of grid searches was set as 10.
The remaining part of the computational cost of different ap-
proaches except the PW is outlined in Table I. In Table I, the total
computational cost is estimated via Cost4 x Costp + Costc.
The real-time estimate is given by the mean of the running times,
recorded using the same machine for performing the number of
operations indicated in the previous column, based on vector
operations of length V. For the quadratic-optimization-based ap-
proaches [6]-[8], the main computational cost is from quadratic
programming. The RSDE-MNQP, one of the simplest approaches
based on quadratic programming, is used for illustration. The
computation cost per iteration in RSDE-MNQP is small at
O(N?). This cost needs to be multiplied by the number of itera-
tions p that is required in order to achieve convergence, which is
set by the user.

For the proposed approach and the OFR-based approaches, e.g.,
[13] and [14], the main computation costs are from the associated
forward regression algorithms. For the OFR-based approaches,
e.g., [13] and [14], the cost is approximated by a single term as
the upper bound (in the case of excluding the cost of constraint
check as used in [13]) to simplify the formula. The total number
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TABLE I
COMPARISON OF THE MAIN COMPUTATIONAL COST BETWEEN DIFFERENT APPROACHES

3

4

)

~

Method R oD, AT L R
operations for parameter p = 3000, s = 50) running
estimation Ny = 20,) time
(Cost 4) (Costpg) (Coste) np = 70% max(ny)) (seconds)
SDC [13] ~ or > 1 10N (17s + 2) ~ or > ~ 3
S(17TN + 2)(N — s/2) (s = Nr/2) 2.0874 x 108
SKD [14] < s(I7TN + 2)(N — 5/2) 1 10N (175 + 2)(s — N;/2) < 2.1024 x 10° ~3
+p(NZ 4+ 5N +2)
SKDE-MNQP N? 4+ 5N +2 p = 500 ~ 5000 0 7.5751 x 108 ~ 11
Proposed 3NZ +7p(s— 1)(N — (s —1)/2)
FCR-SDC +sL(2N + 3), 1 0 6.6321 x 107 ~1
np = max(np) = 8N + 5
or min(ny) =2N +1
of candidate terms used for evaluation is at s(N — s/2), where s TABLE II

is the number of kernels in the determined subset, and this is then
multiplied by the maximum number of multiplications required
per candidate term. Costc is derived similarly from the multiples
(ten times) of Cost 4 (with [V replaced by s) and that of the RSDE-
MNQP (with )V replaced by the final model size nr).

For the proposed approach, there are three components in Cost 4
that of the first regression step, the kth regression step (k > 1),
and the Gauss—Newton’s method. For the kth regression step (k >
1), count the total number of candidate terms used for evaluation
at(s—1)(N —(s—1)/2), and this is then multiplied by the mean
of the number of multiplications (n,,) required per candidate term
[np is either max(n,,) for candidate term with A}.2; satisfying the
constraint, or min(n, ), otherwise, both at O(N)].

A key difference between SDC [13] with both the proposed al-
gorithm and SKD [14] is the difference in forming the regression
models. In SDC, the regressors are ff:x K (u,x;,0)du, (which
could be generated using erf.m in Matlab). However, in both SDC
and the proposed algorithm, the regressors are simply the kernels
K (x,x;,0), of which the evaluation is much faster. The mean
running time for exp.m is around 15% of that for erf.m in Matlab.
The target functions in the associated regression models are also
different. In the SDC, the empirical distribution function (given
by [13, eq. (8)]) is constructed following the idea of [6], whereas
in SKD and the proposed algorithm, the PW estimate is used. The
running time for evaluating these two target functions are similar,
if the width in PW estimate is given. If the computation cost re-
quired for the optimization of the width in PW estimate is taken
into account, e.g., using a grid search via (5), it is reasonable to
consider that the computational cost of forming the regression
models in the three algorithms is comparable.

Despite the fact that both the SDC and the SKD use LOO test
score and local regularization for model term selection [11], [12],
there are differences between the SDC and the SKD. In the SDC,
the nonnegative constraint condition is checked for each candi-
date terms to ensure that the constraint is satisfied during the OFR
procedure. Clearly, the nonnegative constraint condition check in-
curs additional computation cost. In SKD, the OFR procedure is
applied without checking the nonnegative constraints, so that only
a subset model is found, with its coefficients unconstrained. Fol-
lowing this, a final MNQP step is applied, which is modified from
[8]. This extra step recalculates the weighting coefficients so as
to ensure that the nonnegative constraint is satisfied. This extra
MNQP is fast due to the fact that it is based on a very small subset
of the kernels.

5) A key difference between the proposed algorithm and that of [9],

[13], and [14] is that no orthogonalization is involved. Note that

PERFORMANCE OF KERNEL DENSITY ESTIMATES FOR EXAMPLES 1 AND 2.

(a) Example 1

Method | L1 test error (mean = STD) | Kernel numbers
(mean + STD) (mean + STD)
PW (4.18£0.8) x 10~ 2 500 £ 0
SDC [13] (3.83+0.8) x10°3 11.9+2.6
SKD [14] (3.844£0.8) x 103 15.3 £3.9
SKDE-MNQP (4.24£0.8) x 103 129.4 4+ 35.7
Proposed FCR-SDC (4.21+0.9) x 10—3 36.23 + 13.7
(b) Example 2.
Method || L1 test error (mean = STD) | Kernel numbers
(mean + STD) (mean + STD)
PW (3.18+0.13) x 10° 600 + 0
SDC [13] (448 £1.2) x 10~° 14.9+2.1
SKD [14] (3.11£0.5) x 10~? 944+ 1.9
SKDE-MNQP (3.67+0.7) x 10—° 29.4+10.1
Proposed FCR-SDC (3.03+0.3) x 10~° 5.6 + 3.6

in the proposed FCR-SDC approach, the regression model is in
the same form as the SKD [14], but is different from that of the
SDC [13]. For both [13] and [14], there are additional stages, i.e.,
of determining the regularization parameters in the SDC and SKD
and the MNQP step for SKD. These extra stages bring the benefits
of the superb sparsity and the excellent model generalization of the
final models at some additional small computational cost Costc.
6) A unique feature of the proposed algorithm is that each kernel
has its individually tuned width. Note that in Table I, the costs for
kernel width determination are not taken into account in all other
approaches. This means that the advantage of the computational
efficiency of the proposed approach is more significant.

B. Illustrative Examples

In the following examples, a data set of N points was randomly
drawn from a given distribution described in the following (N = 500
in Example 1 and NV = 600 in Example 2). This was used to construct
the pdf p(x; g, o) using the proposed FCR-SDC approach. For each
example, the experiment was repeated for 100 different random runs.
For each random run, a separate test data set of Niese = 10 000 points
was used for evaluation according to

1 Ntest
Li=5 D7 Ip(xk) = plxri g, o)l- 24)
LVtest 1

The results of the proposed method in comparison with other ap-
proaches are shown in Table II(a) and (b), where the results of the
SDC and SKD are quoted from [13] and [14]. The number of iterations
for SKDE-MNQP was set as 3000. The number of iterations for
Gauss—Newton algorithm was set as L = 3.
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Example 1: The density to be estimated for this 2-D example was
given by the mixture of two densities of a Gaussian and a Laplacian, as
defined by

p(x) = % exp <-@) exp <_@)

0.35
422 ) exp(—0.5|zz + 2|).

exp(—0.7|z1 + 2

(25)

Example 2: The density to be estimated for this 6-D example was
defined by

I T e
P =g e o (- T )
(26)

with

p, =[1.0,1.0,1.0, 1.0,1.0,1.0]"

py =[-1.0,-1.0,-1.0,-1.0, 1.0, =1.0]"
1, =10,0,0,0,0,0]"

Iy =diag{1.0,2.0,1.0,2.0,1.0,2.0}

T, =diag{2.0,1.0,2.0, 1.0,2.0, 1.0}

T =diag{2.0.1.0,2.0, 1.0,2.0,1.0}.

From the results in Table II(a) and (b), it is shown that the proposed
FCR-SDC has comparable accuracy to that of PW, with an average
number of required kernels lower that 6% of the data samples, for both
examples. This means that the computational cost of the point density
estimate for a future data sample is around 6% of that of PW.

V. CONCLUSION

A simple and efficient algorithm has been introduced for the con-
struction of a sparse kernel model representation, based on a new FCR
algorithm and using the well-known PW estimate as the desired func-
tion. The algorithm integrates several important concepts including
LOO test score model term selection, the jackknife parameter estima-
tion, and the Gauss—Newton algorithm to tune the kernel width. Nu-
merical examples in comparison with different approaches are utilized
to demonstrate that the models from the proposed algorithm are able to
model the pdf with comparable accuracy, but with a much sparser rep-
resentation than PW. It can be concluded that the proposed algorithm
offers a viable alternative for sparse pdf estimation.
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