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Abstract
To meet the increasing demands for popu-

lar content downloading services in next-gener-
ation cellular networks, device-to-device (D2D) 
communication was proposed to enable user 
equipments (UEs) to communicate directly over 
the D2D links in addition to traditional cellu-
lar operation by base stations 
(BSs), which is capable of uti-
lizing the available cellular net-
work’s resource more efficiently 
to enhance content downloading 
performance. Although buffer-aided protocols 
may provide significant throughput gains in wire-
less networks, the opportunities and challenges 
of buffer-aided D2D communications are not 
yet fully understood. Differing from most exist-
ing works that focus on investigating buffering 
policy, we analyze the fundamental impact of 
the constrained buffers on the D2D communi-
cation underlaying cellular system by an opti-
mization framework. Our study quantitatively 
reveals the positive correlation between the 
buffer sizes of BSs and UEs and the overall sys-
tem performance, as well as further revealing 
the opportunities created by buffer-aided D2D 
communications for bandwidth conservation. In 
addition, we discuss practical challenges inherent 
in buffer-limited D2D communication underlay-
ing next generation cellular networks, including 
increased transmission delay and optimal band-
width allocation.

Introduction
As an underlay to LTE-A and fifth generation 
(5G) cellular networks, device-to-device (D2D) 
communication was introduced in Proximity Ser-
vices (ProSe) in LTE Release-12 issued by 3GPP. 
D2D communications enhance many proxim-
ity-related services and applications, including 
content sharing and social networks. For local 
area services of popular content downloading, a 
few contents may be requested by a large num-
ber of users. Meeting this type of content down-
loading demand by cellular direct transmissions 

is extremely costly [1]. D2D communication 
enables user equipments (UEs) to communicate 
with each other directly on cellular resources [2], 
and may offer a high bit-rate and low power-con-
sumption alternative. Specifically, D2D commu-
nications, in which UEs remain under the control 
of base stations (BSs) [2], take advantage of the 
physical proximity of communicating devices [1] 
and good channel conditions between them to 
better utilize the available resources.

Although D2D communication may enhance 
the performance of content-downloading sys-
tems, it can only take place when a UE is within 
the communication range of another UE or a 
BS that has the desired content, which indicates 
that the helper UE or BS must have stored the 
contents in its buffer in order to participate in 
D2D content downloading [3]. Therefore, the 
buffer sizes of both the BSs and UEs that serve 
as “relays” in the content-downloading paths 
play significant roles in the system performance 
and user experience, simply because the popular 
content must be stored in their limited storages 
so that the content can be transmitted to other 
UEs on appropriate occasions.

Nonetheless, existing studies [4–6] have not 
focused on the impact of limited buffer, a nat-
ural and indispensable attribute of UEs such 
as mobile phones, on the overall system per-
formance. For example, in [4] D2D discovery 
processes are classified as either evolved packet 

core (EPC) network assisted dis-
covery or direct discovery, and 
an energy-efficient D2D direct 
discovery is proposed, which 
facilitates D2D communications. 

Furthermore, current works fail to consider 
large-scale systems with hundreds of UEs [7, 8], and 
quantitative observations and conclusions are 
often reached under the unrealistic assumption 
that BSs and UEs have infinite storage. Thus, 
aiming to reveal the fundamental impact of 
the buffer on D2D communication underlaying 
cellular networks, we propose an optimization 
framework, a dynamic graph model that facili-
tates the analysis of system performance under 
optimal storage resource allocation and trans-
mission control [9]. Based on this framework, we 
carry out the investigation under a practical net-
work scenario with hundreds of UEs and multi-
ple BSs. In addition to variable but limited buffer 
sizes of BSs and helpers, we also modulate the 
ratio of helpers to subscribers, and the allocation 
of the system bandwidth for cellular and D2D 
communications, which influence system perfor-
mance as well. From the results and analysis, we 
draw conclusions regarding the opportunities and 
challenges created by the buffer, including boost-
ing system performance, conserving bandwidth 
resources, and increasing transmission delay.

This article is structured as follows. We first 
provide an overview of D2D communication 
underlaying cellular networks. Then we propose 
a dynamic graph model and analyze the system 
constraints to form a weighed directional graph 
optimization model. With this optimization 
framework, we present our simulation results 
and analyze the positive impacts of the enlarged 
buffer, focusing on its theoretical performance 
bound. Next, we quantitatively analyze the boost-

Buffer-Aided 
Device-to-Device Communication: 

Opportunities and Challenges
Although buffer-aided protocols may provide significant throughput gains in wireless networks, 

the opportunities and challenges of buffer-aided D2D communications are not yet fully understood. 
Differing from most existing works that focus on investigating buffering policy, the authors analyze 
the fundamental impact of the constrained buffers on the D2D communication underlaying cellular 

system by an optimization framework.

Haoming Zhang, Yong Li, Depeng Jin, Mohammad Mehedi Hassan, Abdulhameed Alelaiwi,  
and Sheng Chen

COMMUNICATIONS
TANDA RDS S

670163-6804/15/$25.00 © 2015 IEEE

Haoming Zhang, Yong 
Li, and Depeng Jin are 
with Tsinghua University. 
Yong Li is the correspond-
ing author. 
 
Mohammad M. Hassan 
and Abdulhameed Ale-
laiwi are with King Saud 
University. 
 
Sheng Chen is with the 
University of Southamp-
ton, and also with King 
Abdulaziz University.. 
 
The authors would like 
to extend their sincere 
appreciation to the 
Deanship of Scientific 
Research at King Saud 
University for its funding 
of this research through 
the International 
Research Group project 
No. IRG-17.



68 IEEE Communications Magazine — Communications Standards Supplement • December 2015

ed system performance and the conserved band-
width as well as the increased delay brought by 
enlarging the buffer. We also analyze the influ-
ence of the helper to subscriber ratio and the 
allocation of the system bandwidth to cellular 
and D2D communications on the achievable sys-
tem performance. Finally, the article is conclud-
ed and further works are pointed out.

System Overview
A typical scenario of D2D underlaying content 
downloading cellular networks is illustrated in 
Fig. 1, where the BSs, whose coverage areas 
and buffers are circumscribed, are connected 
to the Internet to provide service to UEs. The 
buffer-constrained UEs are mobile nodes whose 
positions and access states change over time. 
Therefore, at different time frames, their phys-
ical locations and access relations are different. 
Here, a time frame is loosely used to mark a sys-
tem time period during which access and physical 
relationships remain unchanged. For example, 
two different time frames, ti and tj (i < j), are 
indicated in Fig. 1. In content sharing systems, 
UEs are naturally divided into two different 
groups in the time frames considered: the UEs 
that are requesting and downloading content are 
called subscribers, while other UEs that current-
ly are not retrieving content for themselves are 
referred to as helpers. Helpers may participate 
in data transmission by receiving some content, 
storing it in their buffer, and then transmitting 
it to the relevant subscribers via D2D communi-
cation. For the example depicted in Fig. 1, there 
are three BSs denoted by B1 to B3, five helpers 
denoted by H1 to H5, and four subscribers denot-
ed by S1 to S4, whose requested content is deliv-
ered to them from BSs and helpers. The dotted 
thin circles denote the communication ranges of 
subscribers, while those of helpers are denoted 
by solid thin circles. Apart from the original way 

of cellular direct transmission trough BSs, UEs 
can also receive data from helpers in the two 
D2D transmission modes defined below.

D2D Connected Transmission: Utilizing the 
physical proximity of user devices, connected 
transmission paths from BSs via some helpers to 
subscribers can be established. In Fig. 1, S1 and 
H1 have established D2D communication con-
tact, and a connected path from B1 via H1 to S1 
is established so that B1 is able to transmit con-
tent to S1 with the aid of H1, during time frame 
ti. Similarly, B2 is transmitting content to S4 via 
the D2D connected path B2 → H3 → H4 → S4, 
during time frame tj. D2D connected communi-
cation is also known as relay assisted communi-
cation.

D2D Opportunistic Transmission: As UEs 
are naturally mobile, a D2D connected path is 
prone to be broken and the channel conditions 
always fluctuate. Nevertheless, a helper is able 
to store some content in its finite buffer and 
wait for the opportunity to transmit the data 
to a subscriber when it establishes a communi-
cation contact with the subscriber under good 
channel conditions. For example, in Fig. 1, H2 
has received data from B2 during time frame ti 
and has stored the data in its buffer. During time 
frame tj, when H2 establishes a contact with S3, it 
transmits the data to S3. D2D opportunistic com-
munication is based on the store-carry-forward 
mechanism that exploits opportunistic connectiv-
ity and UE mobility.

In the system, the content is available at the 
initial period to the BSs, and the BSs, whose buf-
fers are also far from unconstrained, are able to 
store the data temporally and deliver the con-
tent to the subscribers under appropriate circum-
stances, by means of cellular direct transmission, 
D2D connected transmission, and/or D2D oppor-
tunistic transmission. In order to model this 
sophisticated scenario and to analyze the impact 
of buffering on the D2D underlaying cellular 
network, we develop an optimization framework 
for evaluating the theoretical performance bound 
of the D2D underlaying content downloading 
cellular network.

Model and Analysis Framework
Graph Model and Objective

There are five types of network events (start 
of cellular accessing, start of D2D contact, end 
of cellular accessing, end of D2D contact, and 
change in link quality) that may affect the access 
relationship and D2D contact in the network. 
Consequently, continuous time can be divided 
into n time periods, and within each time period 
the access states of all the network participating 
nodes remain unchanged. In other words, during 
a time period between two successive events, 
called a time frame, neither any contact event 
nor any change in link quality occurs.

Clearly, we can acquire a static graph simi-
lar to Fig. 1 for every time frame. In order to 
include all potential transmission modes, the 
graph model should include all BSs and UEs 
in the network. Assume that there are b BSs 
labeled by the set of B = {B1, B2, ⋅⋅⋅ Bb}, h help-
ers labeled as H = {H1, H2, ⋅⋅⋅, Hh}, and s sub-
scribers labeled as S = {S1, S2, ⋅⋅⋅, Ss}. We can 

Figure 1. Illustration of D2D communication underlaying a cellular 
system, where UEs gain access to the cellular BSs or establish D2D 
communication.
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use a node to represent a BS or a UE in a given 
time frame. Then a static graph model of each 
time frame includes b + h + s nodes. The data 
flows between nodes (BSs, helpers, and subscrib-
ers) within the time frame can be represented by 
directed edges, among which the edges of D2D 
opportunistic transmissions are from helpers to 
subscribers (or other helpers) and the edges of 
D2D connected transmissions are from BSs via 
some helpers to subscribers, while those of cellu-
lar direct transmissions are directly from BSs to 
subscribers.

Because the buffer-aided D2D mechanism 
enables helpers and BSs to store the content in 
their local buffers at certain time frames and 
then transmit it in the coming frames, this mech-
anism based on finite data buffering enables data 
flows across time frames and accordingly makes 
it possible for us to model the time evolution of 
this time-varying system by static graphs. When 
we take n time frames into consideration, we 
can first put the n graphs of a single time frame 
together and then use directed edges across time 
frames to represent data flows in buffers. In other 
words, because data flows can transmit across 
time frames (but only from a time frame to its 
successive time frame), the static graph becomes 
a connected digraph. For example, in Fig. 2 all 
the possible transmission modes, cellular direct 
transmissions, D2D connected transmissions, and 
D2D opportunistic transmissions, are included. 
In Fig. 2, BSs and UEs are represented by verti-
ces, and directed edges are added to UE vertices 
to represent the data flows by the cellular direct 
transmission and/or the D2D communication.

Next we can model data flows by attribut-
ing weights to the directed edges and make the 
connected digraph weighted. For instance, each 
directed edge in the same row, green arrows 
for direct cellular transmission and blue arrows 
for D2D transmissions in Fig. 2, is associated 
with a positive value representing the data flow 
transmitted within this time frame, whose upper 
bound is the product of the temporal link trans-
mission rate and the time-frame duration. It 
should be emphasized that the directed edges 
from BSs and helpers to themselves between two 
successive time frames (red arrows) represent 
the data buffering of these nodes across the two 
successive time frames, and the positive weights 
associated with these directed edges correspond 
to their finite buffer capacities, i.e. the finite 
amounts of the data stored.

Furthermore, to model the Internet access 
of BSs, all the content is distributed to the BSs 
by the Internet source, denoted as S in Fig. 2, 
at the initial period before time frame t0, which 
represents the content downloaded from the 
Internet during the time period considered. Sim-
ilarly, the total amount of the data received by 
the subscribers, which is represented by s  (n + 
1) directed edges with the infinite-large transmis-
sion rate from the subscribers to the imaginary 
destination, denoted as D in Fig. 2, can be used 
to evaluate system performance [9]. When par-
ticipating in D2D opportunistic communication, 
helpers can use cellular resources to selectively 
download content from BSs and store it in their 
buffer, and then share it. As a result of a limited 
buffer, helpers cannot store all content desired 

by subscribers. Furthermore, BSs and helpers 
can keep the stored content in the selected time 
periods, which depends on the obtained system 
optimization results.

To recap, all the BSs and UEs are involved 
in this weighted directed graph that models the 
temporal and spatial distributions of the network 
topology. Although the accessing relationships 
between UEs and BSs are dynamic and the com-
munication contacts are time-varying, each row 
in the graph has the static topology for the dura-
tion of one time frame since the access states 
of all the participating network nodes remain 
unchanged for the duration of each frame. The 
objective of our optimization framework [9] is to 
maximize the total amount of data received by all 
subscribers, which is equal to the total amount of 
the flows to the destination D of Fig. 2.

System Constraints and Solutions
There exist three key system constraints in this 
buffer-limited D2D cellular network:

Flow Conservation: For any vertex in the 
graph, the amount of incoming flows must equal 
the amount of outgoing flows plus the amount of 
data stored if the vertex is a BS or helper.

Transmission Rate and Channel Access: 
Given the limited spectral resources for the D2D 
and cellular direct communications, the weight 
of each edge is directly associated with the allo-
cated resource. Specifically, the total transmitted 
flow of each edge must meet the transmission 
bandwidth constraint. Moreover, the transmitted 
content flows must be strictly circumscribed with-
in the connected UEs at each time frame, and 
they must also meet the interference require-
ments for channel access.

Finite Buffer: The buffer of a BS is con-
strained and the buffer of a helper is limited. 
Also, a BS typically has larger buffering capac-
ity than a helper. To investigate the impact of 
a finite buffer on the theoretical performance 
bound of D2D communication underlaying cel-
lular networks, we set the upper bound of the 
BS buffering data flows and that of the helper 
buffering data flows separately under the realistic 
assumption that every BS or helper has a limited 
buffer size.

After combining the above-introduced objec-
tive and constraints, we form a maximization 
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Figure 2. Static weighed directional graph model of the buffer-limited D2D 
communication underlaying cellular system.
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problem with the decision variables denoted by 
the set C, which consists of all the data flows, i.e. 
the weights of all the directional edges in Fig. 2. 
A challenge is that not all the associated con-
straints are linear constraints, and thus the prob-
lem does not belong to the category of linear 
programming problems. Nevertheless, these non-
linear constraints can be transformed into linear 
expressions using the reformulation linearization 
technique (RLT) [10]. Consequently, this maxi-
mization problem can be solved using the existing 
optimization tool kits, such as CPLEX [11] and 
YALMIP [12].

Utilization of the Buffer
Intuitively, enlarging the buffer contributes to 
system performance and is accordingly a poten-
tial way of conserving bandwidth, but it will also 
result in an unavoidable increase in content 
delivering delay. Specifically, larger BS buffer 
sizes enable the BSs to receive more content 
from the source initially and to wait for appro-
priate opportunities to transmit them, while 
enlarging the buffers of helpers enables them to 
store sufficient amounts of data and to wait for 
appropriate D2D transmission opportunities to 
transmit more data to subscribers. By contrast, 
more limited buffer capacities will restrict the 
achievable system performance more severely.

To quantitatively exemplify the positive impacts 
of enlarging the buffer on the total amount of 
data received by subscribers, we implement sim-
ulations under a network scenario with 15 BSs 
and 100 UEs, among which 25 UEs are subscrib-
ers and the others are helpers. In order to yield 
general results, the network begins in zero-state, 
meaning that helpers have not retrieved content 
in the past and begin with an empty buffer. The 
number of UEs is sufficient for establishing D2D 
communications, and the human mobility model 
self-similar least action walk (SLAW) [13] is used 
to implement the traces of the simulated UEs. We 
use the typical settings in SLAW [13], where the 
Hurst parameter for self-similarity of waypoints 
is set to 0.75, the clustering range is set to 50 m, 
the Levy exponent for pause time is set to 1, the 
minimum pause time is set to 30 s, and the max-
imum pause time is set to 3600 s. The cell radius 

is 400 m and the D2D communication distance 
is 50 m. Since each LTE physical resource block 
(PRB) consists of 12 subcarriers with typically 
15 kHz spacing, we allocate each UE with 800 
kHz of bandwidth resources (approximately equal 
to four to five PRBs) to participate in cellular 
direct and D2D communications. Seventy per-
cent of bandwidth resources is used for cellular 
direct transmissions, while the other 30 percent 
is allocated for D2D transmissions. In the simula-
tion, we concentrate on investigating the influence 
of buffering, and we only consider the intra-cell 
interference, i.e. calculating the link transmission 
rate by only considering the interference caused 
by the nodes sharing the same spectrum resources 
[14]. We point out that there exist physical-layer 
techniques that can effectively manage inter-cell 
interference [6].

Figure 3 shows the general trend in the 
impacts of BS buffering and helper buffering on 
the capability of the system. It can be seen from 
Fig. 3 that there exists a significant positive cor-
relation between the BS buffer size and the total 
data received per second (TDRPS) by all the 
subscribers, which indicates that enlarging the BS 
buffer contributes strongly to the enhanced per-
formance of the entire system in the 1000-second 
simulation period. On the other hand, although 
enlarging the helper storage also has a positive 
impact on the system’s achievable performance, 
it is much less effective compared to increasing 
the BS storage, especially when the helper buffer 
size is more than 50 MB. More specifically, given 
100 MB of BS buffer, the TDRPS ascends only 
approximately 2.3 percent when the helper buf-
fer increases from 51 MB to 100 MB, as can be 
clearly seen in Fig. 3. This is in contrast to more 
than 39 percent performance improvement due 
to increasing the BS buffer from 51 MB to 
100 MB, with a fixed 100 MB helper buffer.

Since the significant performance improve-
ment results from enlarging the BS buffer, a 
D2D content-downloading system can achieve 
the same required TDRPS performance with less 
bandwidth resources by increasing the BS buffer 
size. In Fig. 4a each line fitted to the selected 
simulation points has approximately a constant 
TDRPS. The results of Fig. 4a clearly demon-
strate that the demand for bandwidth drops 
sharply with the increase in BS buffer size, given 
the same TDRPS requirement. This indicates 
that we can trade off the BS buffer size with the 
bandwidth. For example, with a 15 MB BS buf-
fer, the total cellular bandwidth required is more 
than 700 kHz to achieve the 2 MB TDRPS, while 
with the 81 MB BS buffer, the system only needs 
440 kHz bandwidth to achieve the same TDRPS 
performance. Thus, enlarging the BS buffer size 
can be utilized to enable the system to maintain 
the same level of TDRPS performance with less 
bandwidth. Of course, the BS buffer costs much 
less than cellular bandwidth.

Although enlarging the buffer offers an effec-
tive means of enhancing system performance, it 
will also increase data delivery delay. The aver-
age data delay in this 1000-second simulation 
period is calculated by computing the weight-
ed arithmetic mean of the mid-times of every 
time frame, with the normalized weights set 
according to the total amount of data received 

Figure 3. General trend of the total data received per second when both BS 
buffer size and helper buffer size are constrained and variable.
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in each frame, respectively. As shown in Fig. 4b, 
an increase in either the BS buffer or the help-
er buffer will result in a longer delay. The main 
reason for this unavoidable delay is that D2D 
opportunistic communication, which relies on 
the mobility of mobile devices, requires the help-
ers to store content temporally and to wait for 
opportunistic communication contacts.

Clearly, a long delay is always undesired as 
delay also impacts the user experience. For cel-
lular services that are sensitive to both trans-
mission delay and throughput, special protocols 
should be designed to circumscribe buffer size 
as well as the proportion of the data delivered 
by D2D transmission. In particular, for real-
time applications, users should rely on cellular 
direct transmission instead of the D2D option in 
order to meet quality of service (QoS) require-
ments. However, certain delay is permissible in 
content downloading because this content is not 
real-time sensitive. Specifically, most users care 
more about the downloading rate but pay less 
attention to how long the data has stayed in the 
buffer of another device. In other words, it is 
the TDRPS instead of delay that mainly deter-
mines system performance and user experience 
in content-downloading services. Furthermore, 
with more users involved in D2D opportunistic 
communications, communication contacts occur 
more frequently, which can significantly acceler-
ate the downloading speed of popular content. 
With a large proportion of content downloading 
services shifted to relying on D2D transmission, 
the network can in turn free more cellular direct 
transmission resources for real-time applications.

Further Discussions
In a buffer-limited D2D content-downloading 
underlaying cellular system, how the total system 
bandwidth is divided between cellular direct com-

munication and D2D communication as well as 
the ratio of helpers to subscribers given the total 
number of UEs also influence the achievable 
performance. By carrying out further simulations 
to study the influence of these two parameters, 
our empirical results suggest that to achieve a 
reasonable optimal value of TDRPS, the propor-
tion of the cellular direct-transmission bandwidth 
over the total system bandwidth should be in the 
range of 0.6 to 0.8, while the proportion of sub-
scribers given the total number of UEs should 
be in the range of 0.5 to 0.65, respectively. Fur-
thermore, other important issues, such as UE 
requirements, UE compensation, security, and 
energy consumption, are also discussed here.

Bandwidth Allocation
In contrast to the traditional D2D technologies 
that usually work on the crowded 2.4 GHz unli-
censed band, in the D2D underlaying cellular net-
work, D2D communication shares the bandwidth 
with cellular direct transmission. An appropri-
ate allocation of the system bandwidth between 
these two communication modes is important for 
meeting the required system performance. After 
performing the simulation study under the same 
practical network setting (15 BSs, 25 subscribers, 
and 75 helpers), we acquire the results depicted 
in Fig. 5a and Fig. 5b for the variable BS buffer 
size and variable helper buffer size, respective-
ly. The bandwidth resources allocated to each 
UE is also 800 kHz. Additionally, in Fig. 5a the 
helper buffer size is fixed (60 MB), while in Fig. 5b 
the BS buffer size is fixed (60 MB). Although the 
absolute measures may slightly fluctuate due to 
different mobility patterns, it is clear that a cel-
lular direct-transmission bandwidth proportion 
in the range of 0.6 to 0.8 achieves the highest 
TDRPS. In this range, the impact of the help-
er buffer size is important when it is smaller 
than 30 MB. But a comparison between Fig. 5a 
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Figure 4. a) Relationship between the BS buffer size and the demand for bandwidth to meet the given TDRPS requirement; b) 
average data delivery delay as a function of the BS and helper buffer sizes, in the buffer-aided D2D content downloading.
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and Fig. 5b indicates that when the buffer size is 
large (larger than 30 MB in this case), or when 
the cellular direct transmission bandwidth pro-
portion is small (smaller than 0.3 in this case), 
the impact of the helper buffer size on system 
performance is much less than that of the BS 
buffer size. For instance, given that the cellu-
lar direct-transmission bandwidth fraction is 0.2, 
the TDRPS remains a constant 686.3 kB when 
the helper buffer size increases from 33 MB to 
81 MB, while the same growth in the BS buffer 
size leads to 47.6 percent TDRPS improvement. 
This observation is reasonable in that an ample 
D2D-transmission bandwidth fraction, which is 
equal to 1 minus the cellular direct-transmission 
bandwidth fraction, enables helpers to transmit 
their stored data at a rapid rate and to clear their 
buffers in a timely manner, and consequently the 
helper buffer size is less influential.

In Fig. 5 the optimal proportions of cellular 
direct-transmission bandwidth are marked by 
small black triangles. Obviously, the optimal pro-
portion of cellular direct-transmission bandwidth 
has a positive correlation with the BS buffer size, 
which indicates that enlarging the BS buffer size 
contributes more to cellular direct transmission 
than to D2D communication. By contrast, the 
optimal proportion of cellular direct-transmission 
bandwidth tends to decrease with the increase 
in the helper buffer size when the helper buffer 
size is small, but the trend fluctuates when the 
helper buffer size becomes large. Considering 
that the allocation of resources does not vary 
among time frames in our graph model, we can 
only draw the conclusion that the optimal alloca-
tion of resources is influenced by both BS buffer 
size and helper buffer size. Although our scalable 
graph model is able to optimize the time-varying 

allocation of resources for different time frames, 
the linear programming problem will turn into 
a complex nonlinear programming problem and 
consequently reduce the efficiency of this model. 
Therefore, more flexible models are required to 
better investigate the optimal resource allocation 
and practical resource scheduling for D2D com-
munication underlaying cellular networks, which 
calls for considerable future work, with buffer 
size taken into consideration.

Proportion of Subscribers
In a D2D content-downloading underlaying 
cellular system, the ratio of helpers to subscrib-
ers will naturally impact system performance in 
terms of achievable TDRPS. Figure 6 depicts 
the TDRPS as the function of the proportion of 
subscribers and the BS buffer size, given a fixed 
helper buffer size of 60 MB. It can be seen from 
Fig. 6 that when the subscriber fraction is less 
than 0.3, the TDRPS increases quickly as the 
subscriber fraction increases, and the TDRPS 
attains the highest values when the subscriber 
fraction is approximately in the range of 0.5 to 
0.65. Further increasing the proportion of sub-
scribers leads to a reduction in the TDRPS. Based 
on these results, we may conclude that in an 
optimal D2D content-downloading underlaying 
cellular system under the previously-mentioned 
practical assumptions, approximately 50 percent 
to 65 percent of all UEs should be subscribers, 
i.e. the ratio of helpers to subscribers should be 
approximately in the range of 0.54 to 1.

Other Issues
As revealed in our analysis framework and sim-
ulation, helpers are required to devote sufficient 
storage to D2D transmission in order to ensure 

Figure 5. Total data received per second achieved for different allocated cellular direct-transmission bandwidth fractions, given fixed 
helper buffer size (60MB).
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good system performance. In practice, subscrib-
ers may be asked to pay compensation to help-
ers and service providers for the related D2D 
data-transmission data flow and direct-transmis-
sion data flow, respectively. Furthermore, as in 
other forms of collaborative communication, buf-
fer-aided D2D communication may raise securi-
ty problems as well. The security issue has been 
discussed and potential solutions have been pro-
vided in [15]. In addition, energy consumption is 
also a challenging issue for D2D content-down-
loading underlaying cellular systems, but an 
energy-efficient device discovery radio with cel-
lular network assistance has been proposed in [8]. 
However, it is still open to debate whether buffer 
size will influence energy consumption. If this 
influence is not negligible, related research on 
the trade off between buffer size and energy con-
sumption will also be promising.

Conclusions
We have proposed an optimization framework 
for analyzing the performance of a buffer-limit-
ed D2D content-downloading underlaying cellu-
lar system. In particular, we have quantitatively 
evaluated the positive impact of enlarging the 
BS and helper buffer sizes on enhancing achiev-
able content downloading performance. More-
over, we have demonstrated that enlarging the 
BS buffer size leads to a significant performance 
enhancement and, consequently, it can be uti-
lized as an effective means of saving the required 
system bandwidth, while maintaining the same 
level of performance. We have also investigated 
the negative impact of enlarging the buffer size, 
which may increase content-downloading delay. 
Furthermore, based on the proposed optimiza-
tion framework, we have investigated the optimal 
bandwidth allocation between the cellular direct 
communication and the D2D communication, 
as well as the optimal ratio of helpers to sub-
scribers for the simulated buffer-limited D2D 

content-downloading underlaying cellular sys-
tem under realistic assumptions. Similar to other 
forms of collaborative communications, mobile 
users are required to operate cooperatively and 
unselfishly to transmit the data for other users 
in this framework. However, if we consider the 
social-domain features, most users behave in a 
more or less selfish way. Thus, social altruism 
is another key factor that needs to be consid-
ered in future work. Thus, our study also opens a 
new research direction for bandwidth conserving, 
delay control, and altruistic preserving in cellular 
networks. 
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