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Abstract— Stability of the discrete-time networked control
systems is analysed, where the controller is updated with the
buffered sensor information at stochastic intervals and the
amount of the buffered data for transmission under the buffer
capacity constraint is time-varying. The adopted controller
switches between open-loop and closed-loop modes to estimate
the plant behaviour. The sufficient condition for the Lyapunov
stability with the generic arbitrary transmission is derived, and
the sufficient conditions for the mean square stability with the
Markovian transmission are also established. An example is
given to demonstrate the effectiveness of our method.

Index Terms— Networked control systems, buffer capacity
constraint, Lyapunov stability, mean square stability

I. INTRODUCTION

Networked control systems (NCSs) have received much
attention recently, see [1], [2], [3] and the references therein.
A NCS is a control system in which a control loop is closed
via a shared communication network. The use of a shared
network in the feedback path offers several advantages, in-
cluding low installation cost, reducing system wiring, simple
system diagnosis and easy maintenance. However, the NCS
also has some inherent shortcomings, such as bandwidth
constraints, packet delays and packet dropout, which degrade
system performance or even cause closed-loop instability.
Guaranteeing closed-loop stability is an upmost requirement
for any NCS. Stability analysis of NCSs is investigated in [4],
[5], [6], [7], [8], and stabilising controllers are designed in
[9], [10], [11], [12], [13]. Stochastic approaches are generally
adopted to deal with network packet dropout, and these
approaches attempt to establish the stability in terms of mean
square stability [14], [15]. In the literature, the characteristic
of the network is usually modeled as a Markov process and
the system is considered as a special case of discrete-time
Markovian jump linear system (MJLS) [9], [11], [13]. Many
different networks have been promoted for use in control
systems [16], including specialised networks such as CAN,
ControlNet, FIP and Profibus. However, there has been a
growing trend to move towards the general-purpose networks
such as Ethernet and wireless LANs.

A festure of modern communication protocols is that data
is sent in large packets. For example, in Ethernet the frame
format allows for a packet of 46 to 1500 bytes [17]. For IEEE
802.11, the packet size in each frame is up to 2312 bytes [18].
This opens up the possibility to design control schemes in
which a large amount of data, consisting the current and past

values, rather than just the most recent value, are sent through
the network at the transmission instant. To achieve this goal,
a buffer is needed to store information for transmission. The
works of [19], [20], [21] adopt predictive control approach
with this transmission strategy implemented between the
cotroller and the actuator. Specifically, in [19] the authors
adopt the predictive control to analyse the stability of NCSs
with both fixed and random network transmission delays,
while in [20] the authors consider a packetised predictive net-
worked control scheme in which an optimising sequence of
control inputs is sent over a communication network affected
by packet dropouts. In [21] the authors study robust H∞
controllers for NCSs with both networked-induced delay and
packet dropout by predictive method. In all these three works,
the buffer length is assumed to be sufficiently large, i.e. no
buffer capacity limit, so that the length of the sequence of
data for transmission can be kept constant. The works of [10],
[22] implement this transmission strategy between the sensor
and the controller. In [10] the stability of the NCS is obtained
under the condition that the length of the data sequence for
transmission is no less than a lower bound together with the
assumpton that the system is nominal, i.e. no plant model
uncertainty. In [22] authors demonstrate that sending a linear
combination of two measurements, past and present, which
minimises the state estimation error covariance, is better than
sending the most recent observation.

In practice, the buffer length is finite. Due to the network
induced delay and packet dropout, the amount of data stored
in the buffer at transmission instant is inherently random,
varying between 1 to the buffer capacity. To the best of our
knowledge, no work to date addresses this practical problem
of random buffer capacity constraint. The novelty of this
paper is that we consider the stability of the NCS with
this random buffer capacity constraint. In our system, the
network separates the sensor/buffer and the controller, the
buffer capacity is limited and, therefore, the length of the data
sequence for transmission is time-varying. We also consider
plant model uncertainty. Stochastic update intervals between
consecutively successfully transmissions are categorised into
two types. One type is the generic transmission which takes
values from a finite set arbitrarily, and the common Lyapunov
function is adopted here to establish the stability condition
for this case. The other type is the Markovian transmission, in
which the update interval is driven by a discrete-time first-



order Markov chain with the known transition probability
matrix, and the mean square stability conditions are derived
for this case. In our approach, the control law is switched,
which can better adapt to the characteristics of the network-
induced delay and packet dropout. Specifically, a smart
controller, which is collocated with the actuator, is updated
with the random-length data packets received at stochastic
time intervals as well as the historic information of the
controller, and switches the structure between open loop and
closed loop to estimate the plant behaviour.

Throughout this contribution we adopt the following no-
tational conventions. R stands for real numbers and N for
nonnegative integers. For a given matrix A ∈ Rn×n and
vector x ∈ Rn, ‖x‖ ,

√
xT x denotes the Euclidean norm

of x, ‖A‖ the corresponding induced matrix norm, and σ̄(A)
the largest singular value of A. W > 0 indicates that W
is a symmetric positive-definite matrix. I and 0 represent
the identity and zero matrices of appropriate dimensions,
respectively. Finally E{y(t)} defines the expectation of y(t).

II. PROBLEM FORMULATION

The NCS P̂K of Fig. 1 contains a discrete-time plant
P̂ and a discrete-time controller K̂ with the control loop
closed via a shared communication network. The plant P̂ is
described by the state-space equation

{
x(t + 1) = Ax(t) + Bu(t),

y(t) = Cx(t), t ∈ N (1)

where x(t) ∈ Rn, u(t) ∈ Rm and y(t) ∈ Rp are the
state, input and output vectors of the system, respectively,
while A ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n are the true
matrices of the plant state-space equation. We only have the
matrices of the plant model Â ∈ Rn×n, B̂ ∈ Rn×m and
Ĉ ∈ Rp×n, which can be different from A, B and C. The
network is between the sensor and the controller, while the
controller is collocated with the actuator. P̂ and K̂ are time-
driven and synchronised. Thus, the sensor and the controller
have the same sampling period T . It is further assumed that
the actual packet transmission delay through the network is
smaller than T and, therefore, it is negligible. Hence we
mainly consider the packet dropout and the network delay
induced by the waiting time at the buffer node. The plant
outputs, {y(t)}, are stored in the buffer with a maximum
capacity of qmax until they are transmitted. We will use the
notation ŷ(t) to denote the sequence of plant outputs that
are stored in the buffer.

At each sampling instant t ∈ N, the buffer seeks for the
authorisation to transmit ŷ(t) to K̂ through the network.
If the authorisation arrives, transmission takes place and
after the transmission, ŷ(t) is discarded by the buffer. There
are two alternative outcomes of a transmission: one is that
transmission succeeds and K̂ receives ŷ(t) at t; the other
is that the transmission fails due to the packet dropout
and K̂ misses ŷ(t). Also the effect of discarding data by
the buffer due to reaching the capacity qmax has the same
effect of network packet dropout. Those instants at which
transmissions succeed are denoted as tk in ascending order,
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Fig. 1. Networked control system P̂K .

and t0 = −1 is assumed without loss of generality. As K̂
receives the new information ŷ(tk) at tk, tk is referred to as
the update instant. Note that the length of ŷ(tk) is stochastic.
Define the update interval

hk , tk − tk−1, (2)

which can take values from a finite set

hk ∈ N , {1, . . . , N} (3)

with the maximal update interval N . The value of N can be
viewed as a “network quality” measure. When the network
is very busy, experiencing long delay and a large number
of packet dropouts, N will be very large. By contrast, a
small N shows that the network is offering “good-quality”
service. The update interval hk is an integer-valued random
process. Two cases of successful transmissions are consid-
ered. The transmission is said to be arbitrary if hk takes
values in N arbitrarily. The arbitrary transmission is the
general case where no particular probability distribution is
imposed. If a Markovian probability distribution is assumed,
the transmission is said to be Markovian. Thus, for the
Markovian transmission case, hk is driven by a discrete-
time Markov chain and takes values in N with the known
transition probability matrix Γ , (pij) ∈ RN×N , where
pij = Prob(hk+1 = j|hk = i), pij ≥ 0 and

∑N
j=1 pij = 1

for each i ∈ N . Denote h0 as the initial condition of the
Markov chain. The initial state probabilities Prob(h0 = i)
for all i ∈ N are assumed to be equal.

Define qk as the length of the buffered data which are
transmitted at tk. Then ŷ(tk) includes the sequence of plant
outputs as

ŷ(tk) =
{
y(tk),y(tk − 1), · · · ,y(tk − qk + 1)

}
. (4)

That is, qk is the length of ŷ(tk) that the controller receives
at tk, and qk can take values from the finite set

qk ∈ Qk , {1, . . . , sk} (5)

where
sk , min{qmax, hk}. (6)

Because the network induced waiting time and packet
dropout are random, we assume that qk is independent and
uniformly distributed. Thus, the state probabilities of qk are

Prob(qk = r) =
1
sk

, r ∈ Qk. (7)
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Fig. 2. Time diagram of NCS with buffer status at tk and tk+1, assuming
qmax = 3, and packet dropout occurs at tk−1 + 1 and tk + 3.

Note that if packet dropout occurs during the interval hk,
qk < sk; otherwise qk = sk. An illustration of this random
buffer length is illustrated in Fig. 2.

The controller K̂ of the NCS consists of a state feedback
gain K ∈ Rm×n and a switched estimator with an estimator
gain matrix L ∈ Rn×p. The controller output is given by

u(t) = Kxe(t) (8)

where xe(t) ∈ Rn is the estimator state. From the previous
discussion, it can be seen that for t 6= tk the feedback loop
is effectively broken. Thus, the system P̂K is in the mode of
open loop for t 6= tk, while for t = tk P̂K is in the mode of
closed loop. The switched estimator is designed to adapt to
these two different characteristics of the NCS. Our objective
is to derive the stability criterion for the NCS P̂K with given
A, B, C, Â, B̂, Ĉ, K, L, N , qmax and Γ.

III. NETWORKED CONTROL SYSTEM RESPONSE

For t 6= tk, the estimator takes the form

xe(t + 1) = Âxe(t) + B̂u(t), t 6= tk. (9)

During this “open-loop” period, the dynamics of P̂K is given
by

z(t + 1) = Λ0z(t) (10)

where z(t) , [xT (t) xT
e (t)]T and

Λ0 =
[

A BK
0 Â + B̂K

]
. (11)

The controller output u(t) and the estimator state xe(t)
generated during this period are stored in the controller.

At t = tk, the estimator receives ŷ(tk), which includes
the consecutive qk measurements as shown in (4). The
newly received ŷ(tk) as well as the controller’s historical
information xe(tk−qk+1) and

{
u(tk),u(tk−1), · · · ,u(tk−

qk + 1)
}

are used to estimate xe(tk + 1). Note that this
estimation is calculated within one sampling period T . After
the estimation, the historical information are discarded by the
controller. In order to demonstrate clearly how the estimate
xe(tk + 1) is generated, let us define the virtual estimator
state x̃(t) and the following virtual iterative procedure for
updating x̃(t) during the virtual period t ∈ [tk− qk +1, tk].
Given the initial condition of the virtual state x̃(t)

x̃(tk − qk + 1) , xe(tk − qk + 1) (12)

where xe(tk−qk+1) is available from the controller’s stored
information, for t ∈ [tk − qk + 1, tk],

x̃(t + 1) = Âx̃(t) + B̂u(t) + L
(
Ĉx̃(t)− y(t)

)

= −LCx(t) + B̂Kxe(t) + (Â + LĈ)x̃(t). (13)

Note that y(t) for t ∈ [tk−qk +1, tk] are available from the
received ŷ(tk), and u(t) for t ∈ [tk−qk+1, tk] are available
from the historical information stored in the controller. The
real estimator state xe(tk + 1) is simply given by

xe(tk + 1) , x̃(tk + 1). (14)

Define z̃(t) , [xT (t) xT
e (t) x̃T (t)]T . From (12) and (13), at

t = tk − qk + 1, we derive

z̃(tk − qk + 2) = Λ1 · F1 · z(tk − qk + 1) (15)

where

Λ1 =




A BK 0
0 Â + B̂K 0

−LC B̂K Â + LĈ


 , F1 =




I 0
0 I
0 I


 .

(16)
For t ∈ [tk − qk + 2, tk + 1), from (13) and (15), we derive

z̃(t) = Λt−tk+qk−1
1 · F1 · z(tk − qk + 1). (17)

Noting (13), (14) and (17), we derive the dynamics of P̂K

at t = tk as

z(tk + 1) = Λ2 · F2 · z̃(tk)
= Λ2 · F2 · Λqk−1

1 · F1 · z(tk − qk + 1) (18)

where

Λ2 =
[

A BK
−LC Â + B̂K + LĈ

]
, F2 =

[
I 0 0
0 I 0

]
.

(19)
We are now ready to examine the dynamics of the NCS

P̂K during the interval hk+1. For t ∈ (tk, tk+1], from (10),
the system response is

z(t) = Λt−tk−1
0 z(tk + 1). (20)

Note that we can use the closed-loop dynamics (18) to derive
z(tk + 1). Using (20) to calculate z(tk − qk + 1) yields

z(tk − qk + 1) = Λtk−tk−1−qk

0 z(tk−1 + 1)

= Λhk−qk

0 z(tk−1 + 1). (21)

From (18) and (21), we have

z(tk + 1) = Λ2F2Λ
qk−1
1 F1Λ

hk−qk

0 z(tk−1 + 1). (22)

Assume that the initial condition is

z0 = z(t0 + 1). (23)

In view of (20), the NCS P̂K can be represented by:

z(t) = Λt−tk−1
0

( k∏

j=1

M(hj , qj)
)
z0, t ∈ (tk, tk+1] (24)

where
M(hj , qj) = Λ2F2Λ

qj−1
1 F1Λ

hj−qj

0 (25)



for all qj ∈ Qj and hj ∈ N .
Let we construct the system, denoted as P̂Ks, by sampling

P̂K at the update instants tk. If we define

z̄(k) , z(tk + 1), (26)

then P̂Ks is described by

z̄(k + 1) = M(hk, qk) z̄(k) (27)

with the initial state z̄0. From (23) and (26), z̄0 = z0.
Remark 1: The switched estimator switches between the

two operational modes during each hk. The open-loop es-
timator (9) operates from tk−1 + 1 to tk − 1. At tk, the
controller receives ŷ(tk) and the estimator switches to the
close-loop estimator (13), which effectively “operates” from
tk−qk +1 to tk. Thus, the switched estimator effectively has
the following “sampling” patterns, switching alternatively
between the open-loop and close-loop estimators

{(h1 − q1)T, T q1 ; (h2 − q2)T, T q2 ; · · · ;
(hk − qk)T, T qk ; · · · }.

Since both the update interval hk and the buffer length qk are
random, the effective “sampling period” for the estimator in
(13) is highly time-varying. In this study, the estimator gain
matrix L in (13) is fixed and is designed under the standard
condition of constant sampling rate. This is clearly non-
optimal, as it cannot match the time-varying characteristics of
the underlying system. Design of the optimal time-varying L
to match the underlying time-varying system is a challenging
task and is beyond the scope of this study.

IV. STABILITY OF NETWORKED CONTROL SYSTEM

We analyse the stability properties of NCSs. For the NCS
with the arbitrary transmission, the sufficient condition for
stability is derived by adopting a common Lyapunov function
approach. For the NCS with the Markovian transmission, the
sufficient conditions for mean square stability are established
by means of the MJLS approach.

A. Lyapunov Stability with Arbitrary Transmission

In the following, z(t, z0) denotes the response of P̂K (24)
with the initial condition z0, and z̄(k, z̄0) the response of
P̂Ks (27) with the initial condition z̄0.

Definition 1: For given initial condition z0, P̂K is Lya-
punov asymptotically stable, if for any ε > 0 there exists
β > 0 such that the solution of (24) satisfies

‖z(t, z0)‖ ≤ ε, ∀t ≥ t0 + 1, and lim
t→∞

‖z(t, z0)‖ = 0

whenever ‖z0‖ < β.
Theorem 1: The NCS P̂K is Lyapunov asymptotically

stable if there exists a common positive definite matrix
Ga ∈ R2n×2n such that

M(hk, qk)T GaM(hk, qk)−Ga < 0 (28)

for all qk ∈ Qk and hk ∈ N .
Proof: For P̂Ks, the Lyapunov function is given by

V (k) , z̄(k)T Gaz̄(k). (29)

From (27) and (29) we have

V (k + 1) = z̄(k)T M(hk, qk)T GaM(hk, qk)z̄(k).

Thus, V (k + 1) − V (k) < 0 if the inequality (28) holds.
Hence limk→∞ ‖z̄(k, z̄0)‖ = 0.

The first factor in (24) satisfies

‖Λt−tk−1
0 ‖ ≤ (σ̄(Λ0))t−tk−1 ≤ (σ̄(Λ0))N (30)

where the second inequality holds since t− tk− 1 is always
smaller than N . Thus, ‖Λt−tk−1

0 ‖ is always bounded and

lim
t→∞

‖z(t, z0)‖ ≤ (σ̄(Λ0))N · lim
k→∞

‖z̄(k, z̄0)‖ = 0. (31)

From Definition 1, the NCS P̂K is asymptotically stable.
Remark 2: For given K and L, (28) is a set of linear

matrix inequalities (LMIs). The LMI tool box [23] can be
used to find a feasible solution Ga.

B. Mean Square Stability with Markovian Transmission

For notational convenience, when hk = i and qk = r,
M(hk, qk) is also denoted as M(i, r).

Definition 2: The NCS P̂K is mean square stable if
limt→∞E[‖z(t, z0)‖2] = 0 for any initial state z0.

Theorem 2: The NCS P̂K with Markovian transmission is
mean square stable if there exists a set of matrices {G(i, r) >
0; i ∈ N , r ∈ Qk} satisfying

M(i, r)T ḠiM(i, r)−G(i, r) < 0 (32)

for all i ∈ N and r ∈ Qk, where

Ḡi , E [G(hk+1, qk+1) |hk=i,qk=r]

=
N∑

j=1

pij

sk+1∑
r=1

1
sk+1

·G(j, r). (33)

Proof: Since hk ∈ N is driven by a discrete-time
Markov chain, P̂Ks is in fact a discrete-time MJLS with N
operation modes [14]. For the system P̂Ks of (27), consider
the stochastic Lyapunov function which is given by:

V (z̄(k), hk, qk) , z̄(k)T G(hk, qk)z̄(k).

Noticing (6), (7) and (27), we have

E[∆V (z̄(k), hk, qk)] =
E

[
z̄(k + 1)T G(hk+1, qk+1)z̄(k + 1) |z̄(k),hk=i,qk=r

]

−z̄(k)T G(i, r)z̄(k) =
E

[
z̄(k)T M(i, r)T G(hk+1, qk+1)M(i, r)z̄(k) |hk=i,qk=r

]

−z̄(k)T G(i, r)z̄(k) =
z̄(k)T M(i, r)T ḠiM(i, r)z̄(k)− z̄(k)T G(i, r)z̄(k) =
z̄(k)T

(
M(i, r)T ḠiM(i, r)−G(i, r)

)
z̄(k). (34)

If (32) is met, from (34) we have

E[∆V (z̄(k), hk, qk)] < 0

which implies that

lim
k→∞

E[‖z̄(k, z̄0)‖2] = 0.



TABLE I
THE POSITIVE DEFINITE MATRIX Ga CHOSEN FOR THE ARBITRARY TRANSMISSION CASE.

Ga =

2
666664

0.5307 −0.2359 0.0330 −0.3215 0.0706 −0.0276
−0.2359 0.2308 −0.0182 0.0201 −0.0368 0.0348
0.0330 −0.0182 0.0570 0.0360 −0.0081 −0.0227
−0.3215 0.0201 0.0360 0.6772 −0.2495 −0.0313
0.0706 −0.0368 −0.0081 −0.2495 0.1970 0.0317
−0.0276 0.0348 −0.0227 −0.0313 0.0317 0.0534

3
777775

From Definition 2, P̂Ks is mean square stable. Noting (30)
again, we have

lim
t→∞

E[‖z(t, z0)‖2] ≤ (σ̄(Λ0))N · lim
k→∞

E[‖z̄(k, z̄0)‖2] = 0
(35)

for any initial state z0. This completes the proof.

V. A NUMERICAL EXAMPLE

We considered the following unstable system of x(t) ∈ R3

with the true plant matrices given by

A =



−1.05 0 0
−2 0.75 0
0 1.05 0.5


 , B =




0.5
0

0.5


 ,

C =
[

1 1 0
]
.

The matrices of the plant model were however given by

Â =



−1.07 −0.01 0.03
−1.99 0.76 0.02
0.01 1.04 0.51


 , B̂ =




0.49
0.05
0.52


 ,

Ĉ =
[

0.98 1.01 0.02
]
.

The controller was designed to have the state feedback gain
matrix and estimator gain matrix of

K =
[ −0.27 0.57 0.02

]
,
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Fig. 3. Simulation result for arbitrary transmission case: (a) state trajecto-
ries of the plant P̂ , (b) state trajectories of the estimator, and (c) sequences
of the update instants {tk} and the buffer lengths {qk}.

L =
[

0.26 0.14 −0.17
]T

,

respectively, for the NCS P̂K . The initial state was chosen
to be z0 = [−2 0 2 − 1 0 1]T . The value of qmax was set
to qmax = 5, and the value of N to N = 8.

In the general case of arbitrary transmission, no partic-
ular probability distribution was imposed on hk, and hk

arbitrarily took values from the finite set N , {1, . . . , 8}.
Choosing the positive definite matrix Ga ∈ R6×6 as given
in Table 1, it was easily verified that the 30 inequalities in
(28) were satisfied. According to Theorem 1, the NCS P̂K

was Lyapunov stable. Fig. 3 depicts the state trajectories of
the plant P̂ , x(t), and the estimator, xe(t), for the given
sequences of the update instants and the buffer lengths shown
in Fig. 3 (c).

The NCS with the Markovian transmission case was next
investigated, where hk took values from the finite set N ,
{1, . . . , 8} with the transition probability matrix given by

Γ =




0.4 0.2 0.1 0.1 0.1 0.1 0 0
0.2 0.3 0.1 0.1 0.1 0.1 0.1 0
0.1 0.2 0.3 0.1 0.1 0.1 0.1 0
0.1 0.1 0.2 0.3 0.1 0.1 0.1 0
0 0.1 0.1 0.1 0.3 0.2 0.1 0.1
0 0.1 0.1 0.1 0.1 0.3 0.2 0.1
0 0.1 0.1 0.1 0.1 0.1 0.3 0.2
0 0 0.1 0.1 0.1 0.1 0.2 0.4




.

The bursty nature of the network was well modelled by
this Γ with pii > pij , for all i, j ∈ N and j 6= i, which
means that the likelihood of long update interval after a
long update interval transmission is higher than after a short
update interval transmission. A set of the matrices {G(i, r)}
were found, which ensured that all the 30 inequalities in (32)
were satisfied. According to Theorem 2, the NCS P̂K was
mean square stable. This set of {G(i, r)} was not included
here owing to space limitation. A typical response of the
NCS P̂K with the initial condition h0 = 5 are shown in
Fig 4. The system was simulated 200 times with the equal
initial state probabilities Prob(h0 = i) for all i ∈ N .
Fig. 5 depicted E[‖z(t, z0)‖2], calculated by averaging over
the 200 simulations. The result of Fig. 5 indicates that
limt→∞E[‖z(t, z0)‖2] = 0, which confirmed that the NCS
was mean square stable.

VI. CONCLUSIONS

Stability properties have been analysed for the discrete-
time networked control systems with stochastic update in-
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Fig. 4. Simulation result for Markovian transmission case: (a) state
trajectories of the plant P̂ , (b) state trajectories of the estimator, and
(c) sequences of the update instants {tk} and the buffer lengths {qk}.

tervals and random buffer lengths. For the generic case of
arbitrary transmission where no specific probability distribu-
tion is imposed on the sequence of successful transmission
instants, the sufficient condition for stability has been derived
by adopting a common Lyapunov function approach. For
the case of Markovian transmission where the sequence of
update intervals is driven by a Markov chain, the sufficient
conditions for mean square stability have been established
by employing the Markovian jump linear system approach.
The effectiveness of the proposed stability analysis approach
for NCSs has been demonstrated with a numerical example.
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