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Abstract— For the multiple-input multiple-output (MIMO)
uplink employing high-order quadrature amplitude modula-
tion (QAM) signaling and with nonlinear high power ampli-
fiers (HPAs) at mobile users’ transmitters, the existing multiuser
detection methods can no longer be applied. We propose a
novel nonlinear multiuser detection scheme for the nonlinear
MIMO uplink. Specifically, we adopt an effective B-spline para-
meterization of the nonlinear transmit HPAs and derive an
efficient and accurate algorithm to identify the nonlinear MIMO
uplink channel, including the nonlinear B-spline model of the
nonlinear transmit HPAs and the estimate of the linear MIMO
channel matrix. Moreover, as the direct result of this nonlinear
MIMO channel identification, the B-spline inverse model of
nonlinear transmit HPAs can readily be identified. The nonlinear
multiuser detection can be effectively implemented by the zero-
forcing linear detection based on the estimated linear MIMO
channel and followed by compensating the nonlinear distortion
of the nonlinear transmit HPAs based on the estimated B-spline
inverse model. An extensive simulation investigation is performed
to demonstrate the effectiveness of our proposed nonlinear
multiuser detection scheme for nonlinear MIMO uplink with
high-order QAM signaling.

Index Terms— Multi-input multi-output (MIMO), uplink,
multiuser detection, nonlinear high power amplifier, nonlinear
MIMO channel, complex-valued B-spline neural network.

I. INTRODUCTION

IN RECENT years, multiple-input multiple-output (MIMO)
systems have attracted considerable attention from both

academia and industry, owing to their capability of signifi-
cantly increasing the reliability and/or bandwidth efficiency
of communication systems [1]–[10]. In particular, the MIMO
technology offers a practical and efficiency means of space
division multiple access (SDMA) for supporting multiple users
with the same resource block, and hence it dramatically
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increases the cellular network user capacity. Most of the
existing MIMO system designs assume the linear MIMO
channel [11]–[25], and this assumption is valid when the high
power amplifier (HPA) at transmitter operates within its linear
dynamic range. In the current and future wireless systems,
high-order quadrature amplitude modulation (QAM) signal-
ing [26] is increasingly adopted to support high-throughput
applications. The high-order QAM signaling achieves high
bandwidth efficiency but leads to high peak-to-average power
ratio (PAPR) of the resulting transmit signal. Since practical
HPAs exhibit nonlinear saturation characteristics [27]–[31],
the high PAPR signal may drive the HPA at transmitter into the
nonlinear saturation region, and consequently the assumption
of the linear MIMO channel model no longer holds.

A classical way of avoiding the nonlinearity of the transmit-
ter HPA is to apply output back-off (OBO). By lowering the
average transmit power sufficiently away from the saturation
power level of the HPA, hopefully the peak transmitted signal
may still fall in the near-linear operating region of the HPA.
For high-order QAM signals, however, OBO must be very
severe to be effective. But such a large OBO will dramatically
reduce the efficiency of the HPA, and more importantly it may
not meet the required link power budget, especially for the
mobile users (MUs) at cell edge. For downlink, an effective
approach to compensate for the nonlinear distortions of HPA
is to implement a digital predistorter at the base station (BS)
transmitter, and various predistorter techniques have been
developed [32]–[38]. Implementing the predistorter is very
practical and attractive for the downlink, because the BS has
the sufficient hardware and software capacities to accom-
modate the hardware and computational requirements for
implementing digital predistorter. In uplink, however, the pre-
distorter option is not viable because it is extremely difficult
for a pocket-size handset to absorb the required hardware and
computational complexity. Consequently, the BS receiver must
deal with the nonlinear distortions of the transmitter HPA.

With the nonlinear HPAs at MUs’ transmitters, the uplink
channel is a nonlinear MIMO Hammerstein system with the
received signals further impaired by the channel additive white
Gaussian noise (AWGN). Nonlinear multiuser detection is
extremely challenging, and very few works have tackled this
difficult task. In the studies [39]–[41], the MIMO Volterra
model is employed to identify the MIMO Hammerstein com-
munication channel. The Volterra model is cumbersome as it
contains a very large number of model parameters. Hence it
requires a huge number of training pilots and imposes heavy
computational burden. Furthermore, the estimation algorithm
of [39]–[41] requires a very large number of iterations to
converge. Even after acquiring the MIMO Volterra channel
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model, the real task of multiuser detection remains to be
resolved. In [39], it is suggested that the maximum likeli-
hood (ML) detection is applied. However, with such a large
MIMO Volterra channel model and the high-order QAM sig-
naling, the optimal ML detector is computationally prohibitive.
No practical low-complexity nonlinear multiuser detection is
provided in [39]–[41] for high-order QAM signaling. More
strangely, the studies [39]–[41] also consider the phase shift
keying (PSK) signaling. The PAPR of PSK is unity. Therefore,
the practical HPAs [27]–[31] do not cause amplitude distortion
and the phase shift of the HPA’s output is constant for all the
PSK symbols. Effectively, the MIMO channel is always linear
for PSK. To the best knowledge of the authors, no work to date
has addressed the problem of multiuser detection for nonlinear
MIMO uplink with high-order QAM signaling.

Against the above background, in this paper, we develop
a new and effective approach for multiuser detection of the
nonlinear MIMO uplink with high-order QAM signaling. Our
novel contributions are summarized as follows.

• We adopt the B-spline neural networks [42]–[45] to
provide an optimal and efficient model for the MUs’
HPAs, which yields an effective parameterization of the
nonlinear block of the MIMO Hammerstein channel,
as well as to provide the inversion model of the MUs’
HPAs, which is essential in multiuser detection.

• We develop a highly efficient and accurate estimation
algorithm to identify the MIMO Hammerstein channel,
including the nonlinear B-spline model of the MUs’
HPAs and the estimate of the linear MIMO channel
matrix. Moreover, as the consequence of this MIMO
Hammerstein channel identification, the B-spline inverse
model of the transmitters’ nonlinear HPAs can readily be
identified.

• With the estimates of the linear MIMO channel matrix
and the inverse model of the HPAs, the multiuser detec-
tion can be carried out by the zero-forcing (ZF) detection
based on the estimated linear MIMO channel matrix
followed by the inversion of the HPAs to compensate
the nonlinear distortion of the HPAs.

• An extensive simulation investigation demonstrates the
effectiveness of our proposed nonlinear multiuser detec-
tion approach for nonlinear MIMO uplink with high-order
QAM signaling.

Before we proceed to our method, we emphasize that the
proposed nonlinear multiuser detection approach for nonlinear
MIMO uplink with high-order QAM signaling is not a simple
extension of our previous works of nonlinear equalization
for single-input single-output (SISO) Hammerstein channels
[46]–[50]. Parameterization of the MIMO Hammerstein
channel is much more challenging than that for the SISO
Hammerstein channel. Moreover, the efficient identification
algorithm developed for the SISO Hammerstein channel
[46]–[50] cannot be applied to the case of MIMO Hammer-
stein channels. The parameterization and identification derived
in this paper for MIMO Hammerstein channels are entirely
new. More specifically, we need to derive a unique non-
linear MIMO channel parameterization capable of resolving

Fig. 1. MIMO uplink where BS employs L antennas to support M
single-antenna mobile users with nonlinear transmit power amplifiers.

the ordering and scaling ambiguities between the linear
MIMO channel matrix and the multiple nonlinear transmit-
ters. Furthermore, the single-loop two-stage alternating least
squares (ALS) algorithm of [46]–[50] cannot be applied to
this nonlinear MIMO channel model, and we have to develop
a new two-loop three-stage ALS (TL-3S-ALS) algorithm for
the identification task.

II. NONLINEAR MIMO SYSTEM MODEL

As illustrated in Fig. 1, we consider the standard
single-carrier MIMO uplink where the BS is equipped with the
L antennas to support M single-antenna MUs using the same
resource block. The data symbol of the mth MU at sample k
is denoted by xm(k) which takes the value from the U -QAM
constellation

X={d(2l−
√
U − 1) + jd(2q −

√
U − 1), 1 ≤ l, q ≤

√
U},

(1)

where 2d is the minimum distance between symbol points.
In the equivalent baseband discrete-time domain, the trans-
mitted signal of the mth MU is given by

wm(k) = Ψ (xm(k)) , 1 ≤ m ≤M, (2)

where Ψ(·) represents the nonlinear HPA at an MU’s trans-
mitter. The solid state power amplifier [30], [31] is typically
employed, and the nonlinearity Ψ(·) of this type of HPA is
defined by the HPA’s amplitude response A(r) and phase
response Υ(r), given respectively by

A(r) =
gar(

1 +
(

gar
Asat

)2βa
) 1

2βa

, (3)

Υ(r) =
αφr

q1

1 +
(

r
βφ

)q2 [degree], (4)

where r denotes the amplitude of the input to the HPA, ga

is the small signal’s gain, βa is the smoothness factor and
Asat is the saturation level, while the parameters of the phase
response, αφ, βφ, q1 and q2, are adjusted to match the specific
amplifier’s characteristics [30], [31]. The operating status of
the HPA is specified by the OBO, which is defined as the ratio
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of the maximum output power Pmax of the HPA to the average
output power Paop of the HPA output signal, given by

OBO = 10 · log10

Pmax

Paop
[dB]. (5)

The smaller OBO is, the more the HPA is operating into the
nonlinear saturation region.

The received signal vector y(k) =
[
y1(k) · · · yL(k)

]T∈CL

at the BS is given by the well-known equivalent baseband
discrete-time MIMO model

y(k) =

⎡⎢⎢⎢⎣
h1,1 h1,2 · · · h1,M

h2,1 h2,2 · · · h2,M

...
...

. . .
...

hL,1 hL,2 · · · hL,M

⎤⎥⎥⎥⎦ w(k) + n(k)

= Hw(k) + n(k), (6)

where w(k) =
[
w1(k) · · ·wM (k)

]T∈ CM is the transmitted

signal vector of the M MUs, and n(k)=
[
n1(k) · · ·nL(k)

]T∈
CL is the AWGN vector with the zero mean vector and
the covariance matrix E

{
n(k)nH(k)

}
= 2σ2

nIL, while the
MIMO channel matrix H ∈ CL×M whose (l,m)th element
hl,m denotes the coefficient of the channel linking the mth MU
to the lth antenna of the BS. Clearly, parameterization of the
nonlinear MIMO model (6) and (2) is not unique. Specifically,
any proper scaling and ordering of the two components (6)
and (2) will lead to the same MIMO output y(k). This will
cause serious problems for the identification task.

In order to develop efficient identification algorithm,
we need to derive a unique parameterization of the linear
MIMO channel matrix and the M nonlinear transmitters.
Reexpress (6) equivalently as

y(k) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

h1,1

h1,1

h1,2

h1,2
· · · h1,M

h1,M
h2,1

h1,1

h2,2

h1,2
· · · h2,M

h1,M
...

...
. . .

...
hL,1

h1,1

hL,2

h1,2
· · · hL,M

h1,M

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

h1,1Ψ(x1(k))
h1,2

h1,1
h1,1Ψ(x2(k))

...
h1,M

h1,1
h1,1Ψ(xM (k))

⎤⎥⎥⎥⎥⎥⎥⎥⎦
+n(k). (7)

According to (7), we can parametrise the linear MIMO channel
matrix H in (6) equivalently as

H =

⎡⎢⎢⎢⎣
1 1 · · · 1
h2,1 h2,2 · · · h2,M

...
...

. . .
...

hL,1 hL,2 · · · hL,M

⎤⎥⎥⎥⎦ , (8)

where for notational simplicity, we still denote this equivalent
linear MIMO channel matrix as H , and we can also express
the nonlinear transmitters w(k) by

wm(k) = ζmΨ(xm(k)), 1 ≤ m ≤M, (9)

with ζ1 = 1, where ζm ∈ C for 2 ≤ m ≤M .
Remark 1: The entries of the MIMO channel matrix H

in (6) are generally independent random variables follow-
ing the complex Gaussian distribution with zero mean and

variance of 0.5 per dimension, i.e., hl,m ∼ CN (0, 1), 1 ≤
l ≤ L, 1 ≤ m ≤ M . Since H is multiplicative with
the model of the nonlinear HPAs, there are infinitely many
pairs of the parameterization for H and the HPAs’ model,
and they are all equivalent. In fact, all the parameterizations
HUU∗w are equivalent, where U ∈ CM×M is any unitary
matrix. Moreover, for any particular given U∗w, we also have
infinitely many pairs of the parameterization. We choose the
particular parameterization for H given in (8) and for the
HPAs’ model given in (9). The ‘equivalent’ MIMO channel
matrix (8) corresponds to divide the mth column of the orignal
MIMO channel matrix H in (6) by h1,m for 1 ≤ m ≤ M ,
and the ‘equivalent’ HPAs’ model (9) with ζ1 = 1 corresponds
to absorb h1,1 into the orignal HPA nonlinearity Ψ(·), which
for notational convenience is still denoted as Ψ(·), with ζm =
h1,m/h1,1 for 2 ≤ m ≤M . This parameterization is essential
for the identification algorithm to attain an efficient and unique
estimate of the true MIMO Hammerstein channel.

If the MIMO channel matrix H is available at the BS,
the ZF detection of w(k) is given by

ŵ(k) =
(
HHH

)−1
HHy(k), (10)

where ŵ(k) =
[
ŵ1(k) ŵ2(k) · · · ŵM (k)

]T
. Furthermore,

if the inversions
(
ζmΨ

)−1(·) for 1 ≤ m ≤ M are known
to the BS, the data detection is readily achieved with

x̂m(k) =
(
ζmΨ

)−1 (ŵm(k)) , 1 ≤ m ≤M. (11)

However, both H and
(
ζmΨ

)−1(·) for 1 ≤ m ≤ M are
unknown to the BS. The main contribution of this paper is
for the first time to develop a practical and efficient means
of implementing this multiuser detection for nonlinear MIMO
uplink with high-order QAM signaling.

III. THE PROPOSED MULTIUSER DETECTION SCHEME

As shown previously, multiuser detection for nonlinear
MIMO uplink requires the knowledge of the MIMO chan-
nel matrix H as well as the inverse mappings of all the
MUs’ nonlinear HPAs, which are unknown to the BS. Note
that during the training, the BS only has the training data
{y(k),x(k)}K

k=1. But the BS does not have w(k) and it
cannot use the standard least squares (LS) method to estimate
H . We will extend the B-spline neural network approach of
[45]–[50] to develop a new method of estimating H as well
as ζmΨ(·) and

(
ζmΨ

)−1(·), 1 ≤ m ≤M .

A. B-Spline Neural Network Parameterization

We use a complex-valued B-spline neural network to model
the nonlinear HPA (9). According to the physics of real-life
HPA, the nonlinearity Ψ(·) satisfies the following conditions.

1) Ψ(·) is a one to one mapping, i.e., it is an invertible and
continuous function.

2) xR and xI are upper and lower bounded by some finite
and known real values, where x = xR + jxI denotes the
input to the HPA Ψ(·). Furthermore, the distributions of
xR and xI are identical.
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Based on property 2), we have Umin < xs < Umax, where
Umin and Umax are known finite real values, while xs ∈ R

represents either xR or xI .
To model a nonlinearity in the univariate dimension of xs,

we use a univariate B-spline model with piecewise polynomial
degree of Po and Ns basis functions. This univariate B-spline
neural network is parametrized by the knot sequence specified
by (Ns + Po + 1) knot values, {U0, U1, · · · , UNs+Po}, with

U0<U1< · · ·<UPo−2<UPo−1 =Umin<UPo< · · · <
UNs<UNs+1 =Umax<UNs+2< · · ·<UNs+Po . (12)

At each end, there are Po − 1 external knots that are outside
the input region

[
Umin, Umax

]
and one boundary knot. As a

result, the number of internal knots is given by Ns + 1 − Po.
Given the set of predetermined knots (12), the set of Ns B-
spline basis functions are formed using the De Boor recursion
[42], yielding for 1 ≤ l ≤ Ns + Po,

B
(s,0)
l (xs) =

{
1, if Ul−1 ≤ xs < Ul,

0, otherwise,
(13)

as well as for l = 1, · · · , Ns + Po − p and p = 1, · · · , Po,

B
(s,p)
l (xs) =

xs − Ul−1

Up+l−1 − Ul−1
B

(s,p−1)
l (xs)

+
Up+l − xs

Up+l − Ul
B

(s,p−1)
l+1 (xs). (14)

The polynomial degree Po = 3 or 4 is often sufficient
for modeling the nonlinearities encountered in most practical
applications. The number of B-spline basis functions Ns

should be sufficiently large to provide accurate approximation
capability but not too large as to cause overfitting and to
impose unnecessary computational complexity. Specifically,
Ns = 6 to 10 is usually sufficient for accurately modeling in
the finite and known interval

[
Umin, Umax

]
. The two boundary

knots are obviously related to the known values Umin and
Umax, respectively. The Ns + 1 − Po internal knots may be
uniformly spaced in the interval

[
Umin, Umax

]
. Note that there

exist no data for xs < Umin and xs > Umax in identification
but it is desired that the B-spline model has certain extrapolat-
ing capability outside the interval

[
Umin, Umax

]
. The external

knots may be set empirically to give the B-spline model a
required extrapolation capability. In fact, since no data appears
outside

[
Umin, Umax

]
, the exact choice of these external knots

does not really matter, in terms of modeling accuracy. Also
note that for QAM signals, the distribution of xs is naturally
symmetric and, therefore, the knot sequence should be chosen
to be symmetric too.

Using the tensor product between the two sets of univariate
B-spline basis functions [43], B(R,Po)

r (xR) for 1 ≤ r ≤ NR

and B(I,Po)
i (xI) for 1 ≤ i ≤ NI , a set of new B-spline basis

functions B(Po)
r,i (x)=B(R,Po)

r (xR)B(I,Po)
i (xI) for 1≤r≤NR

and 1≤ i≤NI, defined on x=xR + jxI , can be formed and

used to yield the complex-valued B-spline neural network

ŵ = Ψ̂(x) =
NR∑
r=1

NI∑
i=1

B
(Po)
r,i (x)θr,i

=
NR∑
r=1

NI∑
i=1

B(R,Po)
r (xR)B(I,Po)

i (xI)θr,i, (15)

where θr,i = θr,iR
+ j θr,iI

∈ C, 1 ≤ r ≤ NR and 1 ≤ i ≤
NI , are the weights. Denote the weight vector of the B-spline
model (15) as

θ =
[
θ1,1 θ1,2 · · · θr,i · · · θNR,NI

]T ∈ C
NB , (16)

where NB = NRNI . The task of identifying the nonlinearity
Ψ(·) is turned into one of estimating the parameter vector θ.

Remark 2: A traditional way of modeling a nonlinearity in
the univariate dimension of xs ∈ R is to use a univariate
polynomial model with the polynomial degree Po, which has
Po + 1 basis functions given by

1, xs, x
2
s , · · · , xPo

s . (17)

Thus, the tensor-product polynomial model for modeling the
complex-valued nonlinearity Ψ has (Po + 1)2 basis functions
for any given input x ∈ C, and the complexity of the poly-
nomial model is on the order of O

(
(Po + 1)2

)
. Although the

complex-valued B-spline model (15) has N2
s basis functions,

where Ns = NR = NI , no more than
(
Po + 1

)2
of them are

nonzero for any given x ∈ C. Therefore, the complexity of
the B-spline model (15) is also on the order of O

(
(Po +1)2

)
.

The details of this B-spline model’s complexity can be found
in [45]–[50].

The biggest advantage of using the B-spline model, rather
than the polynomial model, is however that B-spline basis
functions are optimally stable bases and they have the maxi-
mum numerical robustness [51]–[53]. This optimal robustness
property of the B-spline model is due to the convexity of its
model bases, i.e., they are all positive and sum to one. To illus-
trate this optimality of the B-spline model in comparison with
the polynomial model, consider the univariate nonlinearity that
can be represented by the polynomial model of degree Po

exactly as

ys =
Po∑
i=0

aix
i
s, (18)

as well as by the following B-spline model exactly as

ys =
Ns∑
i=1

biB
(s,Po)
i (xs). (19)

Because of the noisy training data, the estimated model
coefficients are perturbed from their true values to âi = ai+εi

for the polynomial model, and to b̂i = bi + εi for the B-spline
model. Assume that all the estimation noises εi are bounded
by |εi| < εmax. The upper bound of |ys − ŷs| for the B-spline
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model is given by

|ys − ŷs| =
∣∣∣ Ns∑

i=1

biB
(s,Po)
i (xs) −

Ns∑
i=1

b̂iB
(s,Po)
i (xs)

∣∣∣
< εmax

∣∣∣ Ns∑
i=1

B
(s,Po)
i (xs)

∣∣∣ = εmax. (20)

This upper bound of the B-spline model output perturbation
only depends on the upper bound of the perturbation noise,
and it does not depend on the input value xs, the number of
basis functions Ns or the polynomial degree Po. Hence, the
B-spline model enjoys the maximum numerical robustness.
By contrast, the upper bound of |ys − ŷs| for the polynomial
model is given by

|ys − ŷs| =
∣∣∣ Po∑

i=0

aix
i
s −

Po∑
i=0

âix
i
s

∣∣∣ < εmax

∣∣∣ Po∑
i=0

xi
s

∣∣∣. (21)

The upper bound of the polynomial model output perturbation
depends not only on the upper bound of the perturbation noise
but also on the input value xs and the polynomial degree
Po. The higher the polynomial degree Po, the more serious
the polynomial model may be perturbed. A simple example
can be found in [45], [48], [49] which demonstrates clearly
the excellent numerical stability of the B-spline model over
the polynomial model. Furthermore, in our previous works
for nonlinear equalization of SISO Hammerstein channels
[46]–[50], the B-spline parameterization approach clearly out-
performs the polynomial parameterization approach. There-
fore, in our application to nonlinear multiuser detection for
MIMO Hammerstein channels, we will only consider the
B-spline parameterization approach.

B. Identification of Nonlinear MIMO Uplink Model

The identification of the nonlinear MIMO uplink involves
estimating the parameter vectors θ and ζ =

[
ζ1 ζ2 · · · ζM

]T
,

where ζ1 = 1, of the M complex-valued B-spline neural
networks that represent the M nonlinear HPAs as well as the
MIMO channel matrix H , where h1,m = 1 for 1 ≤ m ≤ M ,
based on a block of K training data, {x(k),y(k)}K

k=1. The
outputs ŷl(k) of our nonlinear model for modeling the desired
outputs yl(k) for 1 ≤ l ≤ L can be expressed by

ŷl(k) =
M∑

m=1

hl,mŵm(k)

=
M∑

m=1

hl,m

NR∑
r=1

NI∑
i=1

B
(Po)
r,i (xm(k))ζmθr,i. (22)

Observe that the parameters to be estimated enter the model
in the nonlinear triple product form of hl,mζmθr,i. Fixing one
set of parameters, e.g., hl,m, the model is still nonlinear in
the other two sets of parameters. Therefore, the single-loop
two-stage ALS estimation procedure of [45]–[50] cannot be
extended to this case, because this single-loop two-stage ALS
estimator only works for the model with bilinear parameters.
We propose a new TL-3S-ALS procedure to estimate θ and ζ
as well as H . Benefiting from our unique parameterization

of the nonlinear MIMO uplink, this TL-3S-ALS algorithm
guarantees to obtain a unique estimate of the nonlinear MIMO
uplink model.

Specifically, denote the desired output matrix Y ∈ C
L×K

Y =

⎡⎢⎢⎢⎣
y1(1) y1(2) · · · y1(K)
y2(1) y2(2) · · · y2(K)

...
... · · · ...

yL(1) yL(2) · · · yL(K)

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
yT

1

yT
2
...

yT
L

⎤⎥⎥⎥⎦ , (23)

which can be expressed as

Y = HQ + N , (24)

where N ∈ CL×K is the corresponding channel AWGN
matrix and the regression matrix Q ∈ CM×K is given by

Q =

⎡⎢⎢⎢⎣
ŵ1(1) ŵ1(2) · · · ŵ1(K)
ŵ2(1) ŵ2(2) · · · ŵ2(K)

...
... · · · ...

ŵM (1) ŵM (2) · · · ŵM (K)

⎤⎥⎥⎥⎦ , (25)

in which

ŵm(k) =
NR∑
r=1

NI∑
i=1

B
(Po)
r,i (xm(k))ζmθr,i. (26)

Observe that Q is nonlinear in ζmθr,i, which is the reason
why the algorithm of [45]–[50] cannot be applied.

On the other hand, the desired output vectors yl ∈ C
K for

1 ≤ l ≤ L can be expressed as

yl = Plθ + nl = Slζ + nl, (27)

where nl ∈ CK is the corresponding channel AWGN vector,
and the regression matrix Pl ∈ CK×NB is given by

Pl =

⎡⎢⎢⎢⎢⎣
φ

(l)
1,1(1) φ

(l)
1,2(1) · · · φ

(l)
NR,NI

(1)
φ

(l)
1,1(2) φ

(l)
1,2(2) · · · φ

(l)
NR,NI

(2)
...

... · · · ...

φ
(l)
1,1(K) φ

(l)
1,2(K) · · · φ

(l)
NR,NI

(K)

⎤⎥⎥⎥⎥⎦ , (28)

with

φ
(l)
r,i(k) =

M∑
m=1

hl,mζmB
(Po)
r,i

(
xm(k)

)
,

1 ≤ r ≤ NR, 1 ≤ i ≤ NI , (29)

while the regression matrix Sl ∈ CK×M is given by

Sl =

⎡⎢⎢⎢⎣
hl,1ψ1(1) hl,2ψ2(1) · · · hl,MψM (1)
hl,1ψ1(2) hl,2ψ2(2) · · · hl,MψM (2)

...
... · · · ...

hl,1ψ1(k) hl,2ψ2(k) · · · hl,MψM (k)

⎤⎥⎥⎥⎦ , (30)

with

ψm(k) =
NR∑
r=1

NI∑
i=1

B
(Po)
r,i

(
xm(k)

)
θr,i, 1 ≤ m ≤M. (31)

Hence we have
L∑

l=1

yl =
L∑

l=1

Plθ +
L∑

l=1

nl =
L∑

l=1

Slζ +
L∑

l=1

nl, (32)
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or

y = Pθ + n = Sζ + n. (33)

Observe that we can express the model as linear in H
but the corresponding regression matrix is bilinear in θ and
ζ. On the other hand, if we express the model as linear
in θ, the resulting regression matrix is bilinear in H and
ζ. Similarly, when we express the model as linear in ζ,
the regression matrix is bilinear in H and θ. We propose
the following TL-3S-ALS procedure to jointly estimate H , θ
and ζ.

Initialization. Replacing ŵm(k) with xm(k) in (25), we
have the ‘LS’ estimate of H , denoted as Ĥ [0], given by

Ĥ [0] = Y XH
(
XXH

)−1
, (34)

where X ∈ CM×K is the ‘regression matrix’ given by

X =

⎡⎢⎢⎢⎣
x1(1) x1(2) · · · x1(K)
x2(1) x2(2) · · · x2(K)

...
... · · · ...

xM (1) xM (2) · · · xM (K)

⎤⎥⎥⎥⎦ . (35)

Each column of Ĥ [0] is then divided by its first-row element,
namely,

ĥ
[0]
l,m = ĥ

[0]
l,m

/
ĥ

[0]
1,m, 1 ≤ l ≤ L, 1 ≤ m ≤M. (36)

Also initialize ζ[0] with ζ [0]
m = 1 for 1 ≤ m ≤M .

TL-3S-ALS estimator. For 1 ≤ τ ≤ τmax, where τmax is
the maximum number of iterations in the outer loop, perform:

a) Estimating the parameter vectors of the M HPAs. Set H
to Ĥ [τ−1] in P and S. For 1 ≤ ι ≤ ιmax, where ιmax is the
maximum number of iterations for stage a) or the inner loop,
and with ζ[0 = ζ[τ−1], perform:

a.1) Set ζ to ζ[ι−1 in P and denote the resultant regression
matrix as P

[ι
. Then the LS estimate of θ is readily be given

by

θ[ι =
((

P
[ι)H

P
[ι

+ λINB

)−1 (
P

[ι)H
y, (37)

where λ is a very small regularization parameter, e.g., λ =
10−6.

a.2) Set θ to θ[ι in S and denote the resultant regression
matrix as S

[ι
. Then the LS estimate of ζ is readily be given

by

ζ[ι =
((

S
[ι)H

S
[ι
)−1 (

S
[ι)H

y. (38)

Then normalize ζ[ι with

ζ [ι
m = ζ [ι

m

/
ζ
[ι
1 , 1 ≤ m ≤M. (39)

At the end of stage a), we have θ[τ ] = θ[ιmax and ζ[τ ] =
ζ[ιmax .

b) Estimating the MIMO channel matrix. Set θ = θ[τ ] and
ζ = ζ[τ ] in Q and denote the resultant regression matrix as
Q[τ ]. The LS estimate of H is given by

Ĥ [τ ] = Y
(
Q[τ ]

)H
(
Q[τ ]

(
Q[τ ]

)H
)−1

, (40)

which is followed by the following operation

ĥ
[τ ]
l,m = ĥ

[τ ]
l,m

/
ĥ

[τ ]
1,m, 1 ≤ l ≤ L, 1 ≤ m ≤M. (41)

Remark 3: Observe that this identification procedure
involves the two loops: the outer loop of a) and b) as well
as the inner loop of a.1) and a.2), with the three stages of
alternating ‘LS’ estimation: (37), (38) and (40). The maximum
number of the outer-loop iterations τmax = 1 or 2 is sufficient.
This is because the initial LS estimate Ĥ [0] of (34) is an
‘unbiased’ estimate of H scaled by the HPAs’ complex-valued
gain. Therefore, the ‘normalized’ Ĥ [0] of (36) is an accurate
estimate of H in (8). Thus, τmax = 1 is in fact sufficient.
Given an accurate estimate of H , the inner loop a) of the
two-stage ALS estimator converges to the unique estimates of
θ and ζ very fast, owing to the unique parameterization of
the HPAs and the closed-form LS estimates of (37) and (38).
In fact, the maximum number of the inner iterations ιmax = 2
to 4 is sufficient.

C. Identification of Inverse Nonlinear Mappings of HPAs

As shown in Section II, to implementing the multiuser
detection for the nonlinear MIMO uplink, we also requires
the inverse mappings of the M HPAs defined by

xm(k) =
(
ζmΨ

)−1(wm(k))= Φm(wm(k)), 1≤m≤M.

(42)

We utilise another complex-valued B-spline neural network to
model Φm(·). Define the two knots sequences similar to (11)
for the real and imaginary parts of wm, respectively. Similar
to (14), we construct the inverting B-spline neural network1

x̂m = Φ̂m(wm) =
NR∑
r=1

NI∑
i=1

B
(Po)
r,i (wm)α(m)

r,i

=
NR∑
r=1

NI∑
i=1

B(R,Po)
r (wmR)B(I,Po)

i (wmI )α(m)
r,i , (43)

where B(R,Po)
r (wmR) and B(I,Po)

i (wmI ) are respectively cal-
culated according to the De Boor recursion (13) and (14),
while

α(m) =
[
α

(m)
1,1 α

(m)
1,2 · · ·α(m)

r,i · · ·α(m)
NR,NI

]T ∈ C
NB (44)

is the parameter vector of this inverting B-spline neural
network. Thus, the task of inverting the nonlinear HPA ζmΨ( )
becomes one of estimating α(m).

To estimate α(m) requires the input-output training data{
wm(k), xm(k)

}K

k=1
but wm(k) is unobserved and therefore

unavailable for this modeling. Following the same approach of
[45]–[50], the pseudo training data

{̂̄wm(k), xm(k)
}K

k=1
are

constructed as a byproduct of the nonlinear MIMO channel
identification. Specifically, given the estimated HPA’s non-
linearity ζ̂mΨ̂(·), we calculate ̂̄wm(k) = ζ̂mΨ̂

(
xm(k)

)
to

substitute for wm(k) as the training input. This allows us to
estimate the inverting model Φm(·) based on the LS method.

1We assume that the same number of basis functions and polynomial degree
are used for the two B-spline neural networks Ψ(x) and Φm(wm).
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However, the training input ̂̄wm(k) is highly noisy and this
may introduce potentially serious bias in the estimate.

Over the pseudo training data set
{̂̄wm(k), xm(k)

}K

k=1
, we

form the regression matrix B̃m ∈ RK×NB

B̃m =

⎡⎢⎢⎢⎢⎣
B

(Po)
1,1

(̂̄wm(1)
) · · · B

(Po)
NR,NI

(̂̄wm(1)
)

B
(Po)
1,1

(̂̄wm(2)
) · · · B

(Po)
NR,NI

(̂̄wm(2)
)

... · · · ...

B
(Po)
1,1

(̂̄wm(K)
) · · · B

(Po)
NR,NI

(̂̄wm(K)
)

⎤⎥⎥⎥⎥⎦ (45)

and the desired output vector

xm =
[
xm(1) xm(2) · · ·xm(K)

]T
. (46)

Then the closed-form LS estimate α(m) is readily given by

α̂(m) =
(
B̃T

mB̃m

)−1
B̃T

mxm. (47)

Remark 4: A tensor-product polynomial model, having a
polynomial degree of Po in each dimension, can also be
utilized to estimate

(
ζmΨ

)−1(·), based on the same LS
identification procedure developed here. It is well-known that
since the input ̂̄wm(k) is noisy, the LS estimate (47) is
generally biased. Thus, the maximum robustness property of
the B-spline model as discussed in Remark 2 is particularly
helpful in minimizing this bias. Consequently, the B-spline
based approach yields significantly better performance than
the polynomial based approach, and this has been confirmed
in our previous studies for nonlinear equalization of SISO
Hammerstein channels [46]–[50]. For this reason, we will only
consider the B-spline inversion in our application to nonlinear
multiuser detection for nonlinear MIMO uplink.

IV. SIMULATION STUDY

A. Simulation System Set Up

The BS is equipped with L = 4 antennas to support
M = 3 single-antenna MUs. The 64-QAM signaling is
employed, and the HPA deployed in an MU’s transmitter is
described by (3) and (4). The parameters of this nonlinear HPA
are set to those of the NEC GaAs power amplifier adopted in
the recent wireless standards [30], [31], which are

ga = 19, βa = 0.81, Asat = 1.4; αφ = −48000,
βφ = 0.123, q1 = 3.8, q2 = 3.7. (48)

Since we have L receive antennas and M users, the MIMO
system’s average signal-to-noise ratio (SNR) is defined as

Average SNR =

M∑
m=1

σ2
wm

L · 2σ2
n

, (49)

where σ2
wm

= E
{∣∣wm(k)

∣∣2} is the average power of the
mth MU’s transmit signal. The number of training samples
is set to K = 1000. We also repeat the identification with
K = 500, and the results obtained are practically identical
to those obtained with K = 1000. The number of B-spline
basis functions is chosen to be NR = NI = 8 and the
polynomial degree is set to Po = 4. The empirically deter-
mined knot sequences covering the HPA’s operating range are

TABLE I

EMPIRICALLY DETERMINED KNOT SEQUENCES

Fig. 2. 64-QAM constellation employed by MUs.

listed in Table I. Referring to Fig. 2, owing to the symmetric
distribution of xR and xI , the knot sequences for xR and
xI are identical. Also observe that how the internal knots
are placed within the input signal range. Similarly, the knot
sequences for wR and wI are identical, and they are chosen
according to the range of the HPA output. The number of outer
iterations for the TL-3S-ALS estimator is set to τmax = 2, and
its inner iteration number is set to ιmax = 2.

B. Estimation Results

First, we consider the true MIMO channel matrix H as
given in Table II. The HPAs’ OBO is 3 dB and the system’s
average SNR is 25 dB. The B-spline based identification
and detection scheme presented in Section III is applied to
this nonlinear MIMO uplink. The results are obtained over
100 identification experiments and the estimation results are
presented as average estimate with standard deviation.

The estimated MIMO channel matrix Ĥ by the B-spline
based estimator is also listed in Table II, where it can be
seen that Ĥ is a very accurate unbiased estimate of the true
MIMO channel matrix H with very small estimation error
standard deviations. Fig. 3 compares the B-spline estimated
HPA nonlinearity ζ̂mΨ̂(·) averaged over 100 identification
runs with the true HPA’s nonlinearity ζmΨ(·), where ζm = 1
for 1 ≤ m ≤ 3. Observe that the amplitude response of
ζ̂mΨ̂(·) closely matches the true HPA’s amplitude response,
and the estimation error of the phase response of ζ̂mΨ̂(·) is no
more than 0.01 radian. The combined responses of the HPA’s
true nonlinearity and its estimated inversions obtained by the
proposed B-spline inverting scheme are illustrated in Fig. 4,
where it can be seen that the combined response of the
true HPA’s nonlinearity ζmΨ(·) and its BS inversion estimate
Φ̂m(·) =

(
ζ̂mΨ̂

)−1(·) satisfies

Φ̂m

(
ζmΨ(xm)

) ≈ xm, 1 ≤ m ≤ 3. (50)



214 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 68, NO. 1, JANUARY 2020

TABLE II

IDENTIFICATION RESULTS FOR THE MIMO CHANNEL MATRIX H OF THE MIMO HAMMERSTEIN CHANNEL. THE OBO IS 3 DB AND THE
AVERAGE SNR IS 25 DB. THE RESULTS ARE OBTAINED OVER 100 IDENTIFICATION RUNS, AND ARE PRESENTED AS:

AVERAGE ESTIMATE (STANDARD DEVIATION)

Fig. 3. Comparison of the true HPA’s nonlinearity ζmΨ(·) and the B-spline estimated HPA nonlinearity �ζm
�Ψ(·) averaged over 100 identification runs under

OBO of 3 dB and average SNR of 25 dB: (a) MU m = 1, (b) MU m = 2, and (c) MU m = 3.

That is, the magnitude of the combined response is∣∣Φ̂m

(
ζmΨ(xm)

) ≈ |xm|, and the phase shift of the combined
response is approximately zero. This clearly shows the accu-
racy of our proposed B-spline inversion scheme based on the

pseudo training data only. Observe from Fig. 4 that owing to
the noise in the pseudo training input, the maximum estimation
error of the combined phase response increases to 0.02 radian.
The ZF detection of the MUs’ transmit signals w(k) based



CHEN et al.: MULTIUSER DETECTION FOR NONLINEAR MIMO UPLINK 215

Fig. 4. Combined response of the true HPA ζmΨ(·) and the estimated B-spline inversion
��ζm

�Ψ�−1
(·) averaged over 100 identification runs under the

OBO of 3 dB and the average SNR of 25 dB: (a) MU m = 1, (b) MU m = 2, and (c) MU m = 3.

Fig. 5. ZF detection of w(k) using the estimated �H identified by the B-spline based estimation scheme at a typical identification run under OBO of 3 dB
and average SNR of 25 dB: (a) �w1(k), (b) �w2(k), and (c) �w3(k).

on the estimated MIMO channel matrix Ĥ obtained in a
typical identification run is illustrated in Fig. 5. As expected,
the scaling of w(k) is the scaling of x(k) ‘amplifying’ by
the HPAs’ gains. By passing ŵm(k) through the estimated
B-spline inversion

(
ζ̂mΨ̂

)−1(·) to compensate for the nonlin-
ear distortion of the transmitter HPA, for 1 ≤ m ≤ 3, the
detected MUs’ data are obtained, which are shown in Fig. 6.
By comparing Fig. 6 with Fig. 2, it can be seen that the correct
64-QAM constellation is restored.

The existing multiuser detection schemes for MIMO are
typically based on a linear estimation of the MIMO chan-
nel, which can no longer work for nonlinear MIMO uplink.

To demonstrate this, we also implement the linear ZF multiuser
detection for this MIMO Hammerstein channel. Specifically,
we first estimate the ‘equivalent’ linear MIMO channel matrix
Ĥ [0] using the LS estimate of (34). This estimated linear
MIMO channel matrix Ĥ [0] obtained over 100 identification
runs is also listed in Table II. Then the linear ZF multiuser
detection of x(k) is carried out by

x̂[0](k) =
((

Ĥ [0]
)H

Ĥ [0]
)−1(

Ĥ [0]
)H

y(k). (51)

The linear ZF detection of x(k) so obtained with Ĥ [0]

identified at a typical identification run is depicted in Fig. 7.
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Fig. 6. Detection of x(k) using the estimated �H and the B-spline inversions
��ζm

�Ψ�−1
(·) obtained by the B-spline based estimation scheme at a typical

identification run under OBO of 3 dB and average SNR of 25 dB: (a) �x1(k), (b) �x2(k), and (c) �x3(k).

Fig. 7. Linear ZF detection of x(k) using the estimated linear MIMO channel matrix �H[0] obtained by the linear channel estimation scheme at a typical
identification run under OBO of 3 dB and average SNR of 25 dB: (a) �x[0]

1 (k), (b) �x[0]
2 (k), and (c) �x[0]

3 (k).

By comparing Fig. 7 with Fig. 2, it is clear that although the
scaling of x(k) is correctly recovered, the correct 64-QAM
constellation is not restored, which is hardly surprising because
the nonlinear distortion of the MUs’ transmit HPAs is not
compensated.

Interestingly, it can be seen that within a complex-value
scaling, Fig. 5 and Fig. 7 are very similar. This is because
the linear LS estimate Ĥ [0] of (34) may be considered as an
‘unbiased’ estimate of the MIMO channel matrix H scaled
by the MUs’ transmit HPAs’ complex-valued gains, although
its estimation accuracy is rather poor. To see this, in Table II,
we also divide each column of Ĥ [0] by its first-row element,
and the resulting MIMO channel matrix estimate

[
ĥ

[0]
l,m

/
ĥ

[0]
1,m

]
is also shown in Table II. Observe that this scaled or ‘normal-
ized’ linear LS estimate is an unbiased estimate of the true
MIMO channel matrix H . Considering that this linear LS
estimate is the initial estimate of the MIMO channel matrix in
our TL-3S-ALS estimator, it is not surprising that our proposed
TL-3S-ALS estimator converges very fast, specifically within
τmax = 1 or 2 outer iteration. Hence, our estimation results
also provide the empirical evidence to support Remark 3.
Moreover, by comparing the scaled linear LS estimate Ĥ [0]

with our B-spline approach based estimate Ĥ , it can readily
be seen that with only one or two iterations, the estimation
accuracy of the latter is significantly better than that of the
former. Specifically, the estimation error standard deviations
of Ĥ are around five times smaller than those of the initial
Ĥ [0]. This clearly demonstrates the estimation efficiency of
our proposed TL-3S-ALS estimator.

C. Bit Error Rate Performance

Next we randomly generate the MIMO channel matrix H
by drawing its entries hl,m for 1 ≤ l ≤ L and 1 ≤ m ≤
M according to the distribution CN (0, 1). Given each true
MIMO channel realization H , for each given OBO value and
each given average SNR value, we first apply our proposed
TL-3S-ALS algorithm to provide the MIMO channel matrix
estimate Ĥ , the BS estimates ζ̂mΨ̂(·) of the transmitters’
HPAs and their BS inversions Φ̂(·) for 1 ≤ m ≤ 3 in the
training phase. The obtained Ĥ and Φ̂(·) for 1 ≤ m ≤ 3
are used for multiuser detection in the data transmission. For
each channel realization, 108 64-QAM data symbol vectors
are transmitted, and the bit error rate (BER) of each user is
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Fig. 8. Comparison of the average bit error rate performance over 50 channel realizations obtained by the proposed B-spline based nonlinear multiuser
detection scheme and the classical linear ZF multiuser detection scheme, respectively, given the two OBO values of 3 dB and 5 dB: (a) MU m = 1, (b) MU
m = 2, and (c) MU m = 3.

calculated. Obviously, for different channel realizations, the
achievable BERs of the three users are different.

The average BER performance over 50 channel realizations
obtained by our proposed B-spline based nonlinear multi-
user detection scheme and the linear ZF multiuser detection
scheme, respectively, are compared in Fig. 8, given the two
OBO values of 3 dB and 5 dB. Obviously the large the OBO,
the less severe the nonlinear distortion of the MUs’ transmit
HPAs, and hence the better the achievable BER performance.
Observe from Fig. 8 that even under the OBO of 5 dB,
the classical linear ZF multiuser detection scheme exhibits a
high BER floor at the BER level of 10−2 because it cannot
compensate for the nonlinear distortion of the MUs’ transmit
HPAs. By contrast, our proposed B-spline based nonlinear
multiuser detection scheme can effectively compensate for
both the linear interference of the MIMO channel and the
nonlinear distortion of the MUs’ transmit HPAs. Consequently,
it dramatically enhances the achievable BER performance,
as can be clearly seen from Fig. 8.

We also repeat all the simulations with Po = 5 and NR =
NI = 10, and the results obtained are very similar to those
reported here for Po = 4 and NR = NI = 8.

V. CONCLUSIONS

We have proposed a novel nonlinear multiuser detection
scheme based on B-spline neural networks for the nonlin-
ear MIMO uplink employing spectral efficient high-order
QAM signaling and with nonlinear HPAs at mobile users’
transmitters. By adopting a B-spline parameterization of the
MUs’ nonlinear HPAs, we have derived an efficient TL-3S-
ALS estimator to identify this MIMO Hammerstein channel,
including the MIMO channel matrix and the nonlinear map-
pings of the MUs’ nonlinear HPAs. It has been demonstrated
that this TL-3S-ALS estimator guarantees to converge very
fast to the unbiased estimates of both the MIMO channel
matrix and the MUs’ nonlinear transmitter mappings with
high estimation accuracy. Furthermore, as the direct byproduct
of this nonlinear MIMO channel identification, we have also
obtained the B-spline inverse mappings of the MUs’ nonlinear

HPAs. This has allowed us to implement an effective nonlinear
multiuser detection scheme by using the ZF detection based
on the identified MIMO channel matrix followed by com-
pensating for the nonlinear distortion of the MUs’ transmit
HPAs with the obtained B-spline inverse mappings. A sim-
ulation investigation has been carried out to valid the effec-
tiveness of this B-spline based nonlinear multiuser detection
scheme.

This paper is the first to develop a practical and efficient
multiuser detection scheme for nonlinear narrowband MIMO
systems. Our future work will exploit how to extend the cur-
rent scheme to space-time equalization of nonlinear frequency-
selective MIMO systems.
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