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Abstract—We propose a novel probabilistic label enhancement algorithm, called PLEA, to solve challenging label distribution learning

(LDL) for multi-label classification problems. We adopt the well-known maximum entropy model based label distribution learner.

However, unlike the existing LDL algorithms based on the maximum entropy model, we propose to use manifold learning to enhance

the label distribution learner. Specifically, the supervised information in the label manifold is utilized in the feature manifold space

construction to improve the accuracy of feature extraction, while dramatically reducing the feature dimension. Then the robust linear

regression is employed to estimate the label distributions associated with the extracted reduced-dimension features. Using the

enhanced reduced-dimension features and their associated estimated label distributions in the maximum entropy model, the unknown

true label distributions can be estimated more accurately, while imposing considerably lower computational complexity. We evaluate the

proposed PLEA method on a wide-range artificial and high-dimensional real-world datasets. Experimental results obtained

demonstrate that our proposed PLEA method has advantages in LDL accuracy and runtime performance, compared to the latest

multi-label LDL approaches. The results also show that our PLEA compares favourably with the state-of-the-arts multi-label learning

algorithms for classification tasks.

Index Terms—Multi-label classification, label distribution learning, manifold learning, robust linear regression

Ç

1 INTRODUCTION

MULTI-LABEL learning (MLL) [1] is widely used for classi-
fication, recognition and retrieval in many areas, such

as text [2], voice [3], image [4], and video [5], etc. The data
in these applications are often rich in semantics, and hence
suitable for modeling using MLL. A known challenging
multi-label image classification problem is facial age estima-
tion [6], [7], because aging is a gradually changing random
process, exhibiting non-stationary patterns. The work [8]
focused on the outlier labels and derived a robust multi-
label active learning algorithm based on the maximum cor-
rentropy criterion (MCC), while the authors of [9] proposed
a robust graph-based semisupervised learning method,
where the MCC was used to suppress labeling noise. In the
past few years, the deployment of intelligent transport sys-
tem and, in particular, the research and development of
autonomous driving, has become a focus of the scientific
and engineering community. One of the many challenges
for this grand and complex application is how to fully mine
and utilize information from a large number of features

hidden in huge amount of vehicular videos. A most com-
mon use of vehicular video is to detect and identify an
important target in the video, such as target vehicles, traffic
scene text, pedestrians, etc. However, comprehensive explo-
ration and practical use of scenes, weather conditions, lane
lines and other driving information offer much more value.
Since traditional single-label classification is difficult to
accurately describe all the information contained in the
driving video, MLL has become the research focus in this
application.

Traditional methods of MLL generally adopt the uniform
label distribution assumption, i.e., the importance of each
related label (positive label) to the example is considered
equal. However, for many real-world learning problems,
the multi labels for describing a sample do not have the
same importance to the sample. Rather some labels have
primary importance to the sample, while the others have
secondary importance. Label distribution learning (LDL)
paradigm [10] was proposed to address this issue. The fun-
damental assumption of LDL is that each example is repre-
sented by a label distribution covering the importance of all
its labels.

In most of multi-label applications, the data are usually
labeled by multiple logical labels (uniform label distribu-
tion), and the true label distribution information is
unknown or not provided. Nevertheless, the supervised
information in these data essentially follows some kind of
label distribution. Although this label distribution is not
given explicitly, it is often implicitly contained in the train-
ing samples. If it can be recovered by a suitable method, the
advantages of mining more semantic information by LDL
can be realized. The process of promoting the original logi-
cal label into a label distribution is known as label enhance-
ment (LE) [11]. More specifically, by discovering the
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information of the labels’ importance contained in the train-
ing samples, logical labels can be transformed into label dis-
tributions, and prediction accuracy can be improved. In
other words, LE utilizes the correlation between labels hid-
den in the data to effectively strengthen the supervised
information of the examples, which enables LDL to achieve
better prediction results. Examples of LE based LDL include
the methods of using prior distributions of head pose and
face age [12], [13], the label propagation method commonly
used in semi-supervised learning [14], and the manifold
learning [15].

Some LE methods assign an identical label distribution to
all the examples of the same class. For example, Geng et al.
[13] proposed an LE algorithm for face age estimation based
the prior distribution. From the training examples of the
same class, an average Gaussian distribution is learnt, and
this label distribution is assigned to every example of the
class. However, in practice, the examples of a class will
have some subtle differences and this should be reflected in
their related label distributions. Therefore, the existing
state-of-the-art LE algorithms construct the individual label
distributions for the corresponding samples of the same
class. These include the algorithm adaptation with backpro-
pagation (AA-BP) and with k-nearest neighbor (AA-kNN)
[10], the conditional probabilistic neural network (CPNN)
[6], the label distribution SVR (LDSVR) [16], the improved
iterative scaling-learning from labeled distribution (IIS-
LLD) [6], [10], and the algorithm using the quasi-Newton
iterative method called the BFGS [17] to improve the IIS-
LLD (BFGS-LLD) [6], [10]. More specifically, these LE algo-
rithms all construct individual label distributions to a sam-
ple based on all the original feature vectors of the training
samples.

Formally, the goal of LDL is to learn the conditional
probability of the label vector conditioned on the input sam-
ple. Using the Kullback-Leibler (KL) divergence as a mea-
sure of similarity between the two distributions, a
reasonable choice for this conditional probability model is
the one that achieves the largest conditional entropy while
meeting the usual probability constraints [6]. This model is
known as the maximum entropy model. The problem of
estimating the unknown label distributions is then turned
into the problems of estimating the label distributions’
parameter vectors. Substituting the logical labels for the
unknown label distributions and using all the elements of
an input sample as its features in the maximum entropy
model enable the estimation of the label distributions’
parameter vectors via iterative optimization procedures,
such as the IIS-LLD and BFGS-LLD [6], [10]. The difference
between these two algorithms is that the IIS-LLD is a gradi-
ent descent iterative method while the BFGS-LLD adopts a
quasi-Newton iterative method. It can be seen that for the
problems with high-dimensional input data, the IIS-LLD
and BFGS-LLD methods impose higher computational
complexity.

Against the above background, in this paper, we propose
a novel probabilistic LE algorithm, referred to as PLEA, for
multi-label LDL. Although we also adopt the maximum
entropy model, our PLEA algorithm is very different from
the IIS-LLD and BFGS-LLD. More specifically, our PLEA
consists of the following three components or steps.

1) Manifold space enhanced feature extraction: Based
on the local tangent space alignment (LTSA) mani-
fold learning principle [18], we extract accurate and
reduced-dimension features in the feature manifold
space construction.

2) Robust regression: For the extracted reduced-dimen-
sion features, we perform the robust linear regres-
sion on the manifold learning enhanced label space
to estimate their associated label distributions.

3) Enhanced maximum entropy model based LDL: In
the enhanced maximum entropy model, we use the
enhanced reduced-dimension features obtained in
step 1), rather than the full-dimensional input data
as features, and we substitute the logical labels with
the estimated enriched label distributions acquired
in step 2). A gradient-descent iterative optimization
then estimates the unknown true label distributions.

It can be seen that unlike the IIS-LLD and BFGS-LLD
which rely only on the original logic label space information
and are based on all the original input data vectors, we
mine the rich information of the neighbour training samples
in the manifold space to better guide the LDL. To the best
knowledge of the authors, our PLEA is the first to apply
manifold space learning in LDL. The advantages of this
manifold space enhanced LDL are elaborated as follows.

� By utilizing the supervisory information of the origi-
nal label space to guide the feature manifold space
learning, the reduced-dimensional principal features
of the original samples can be extracted. The selected
features are important and can fully reflect the cate-
gory information of the original samples.

� Using the principal features extracted in the robust
linear regression to estimate the associated label dis-
tributions effectively exploits the feature manifold
space learning to guide the label manifold space
learning. The acquired label distribution estimates
contain richer supervisory information than their
corresponding logical labels.

� By using the reduced-dimensional principal features
and their associated label distribution estimates to
form the enhanced maximum entropy model, the
unknown label distributions can be estimated with
enhanced accuracy while potentially imposing lower
complexity on the entire LDL procedure.

Extensive experimental results show that our PLEA out-
performs a wide range of existing LE learning methods, in
terms of both estimation accuracy and run time. The rest of
this paper is organized as follows. In Section 2, we briefly
introduce the related work. The proposed PLEA method is
detailed in Section 3. Extensive experimental results are
reported in Section 4. Our conclusions are offered in
Section 5.

2 RELATED WORK

A large amount of research in the literature have devoted to
solving image annotation and multi-label classification
problems. In this section, we briefly review the work most
relevant to our approach from the perspective of multi-label
classification and multi-label distribution.
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2.1 Multi-label Classification

In recent years, the academic community has carried out
numerous research work on multi-label learning. Zhang
and Zhou [19] proposed a back propagation (BP) neural net-
work based method for multi-label learning to classify gene
functions and texts, called BP-MLL. Jiang et al. [20] pro-
posed a multi-label text classification method based on
fuzzy similarity measure and k-nearest neighbor (kNN). Yu
et al. [21] proposed a multi-label classification framework
based on neighborhood rough set. Liu and Chen [22] advo-
cated an emotion analysis method based on multi-label
learning. Ding et al. [23] proposed an algorithm for evaluat-
ing the majority class cost and the minority class value to
deal with multi-label unbalanced data classification prob-
lems. A multi-label learning approach was proposed in [24]
to learn each label’s label-specific function while consider-
ing the relevant information in the label space and the
related information in the feature space. The multi-label
learning method has been widely applied in the fields of
text classification [25] and traffic scene text classification for
determining the target vehicle’s driving trajectory [26].

2.2 Multi-Label Distribution

The existing research on multi-label distribution mainly
focuses on designing algorithms for LDL. According to [10],
there exist three strategies for designing LDL algorithms.
The first one is called the problem transformation (PT),
which generates a single-label data set based on the label
distribution and then uses a single-label learning (SLL) algo-
rithm to learn the converted data set. The algorithms
belonging to the first strategy include the PT-support vector
machine (PT-SVM) and PT-Bayes [10], which respectively
apply SVM and Bayes classifiers. The second one is called
the algorithm adaptation (AA), which adapts existing learn-
ing algorithms to process label assignments directly. Two
representative algorithms of the second strategy are the
AA-kNN and AA-BP [10]. For the AA-kNN, the average
value of the label distributions of k nearest neighbors is cal-
culated as the predicted label distribution, while for the
AA-BP, the BP algorithm is used to training a single layer
neural network with multiple outputs as the predicted label
distribution.

The last type of algorithms exploits the characteristics of
LDL. The two representative algorithms of this strategy are
the IIS-LLD and BFGS-LLD [10], which apply the maximum
entropy model to learn the label distribution. In addition,
Geng and Hou [16] regard LDL as a regression problem and
proposed the LDSVR, which applies SVR to process label
assignment. Shen et al. [27] proposed a LDL forests, which
extends the random forest to learn the label distribution.
Gao et al. [28] provided a deep LDL model, called the deep
label distribution learning with label ambiguity.

2.3 Incremental Feature Extraction

Two feature extraction algorithms were presented in [29],
[30]. As an effective means of nonlinear dimensionality
reduction, manifold learning finds low-dimensional smooth
manifold results from high-dimensional observation data.
Most manifold learning algorithms process data in batch.
That is, all the data must be collected before running the

algorithms. These batch-type manifold learning algorithm
are ineffective for large data-stream problems in which the
data arrives continuously. Many practical applications need
to process the real-time data stream, where data are col-
lected sequentially and continuously, such as news text
analysis, network data mining, video surveillance and seis-
mic signal detection, etc. These applications require incre-
mental manifold learning algorithms that continuously and
efficiently update manifolds on newly arriving data, with-
out performing repeated calculations on the entire data set.

Several incremental manifold learning algorithms exist in
the literature. Incremental Isomap algorithm [31] learns the
input data stream incrementally. With the incremental Lap-
lacian eigen-mapping algorithm [32], the low-dimensional
representation of the dataset is calculated by optimally stor-
ing the local neighborhood information, and the sub-mani-
fold analysis by the linear incremental method is used to
incrementally learn the new sample. The work [33] pro-
posed the incremental locally linear embedding algorithm
to evaluate the mappings of the new samples and re-calcu-
late the projections of the original samples. The incremental
LTSA (ILTSA) [34] and the incremental principal compo-
nent analysis [35] were also proposed.

The aforementioned incremental manifold learning algo-
rithm have certain limitations. For example, the new point
may change the local neighborhood and the local distribu-
tion of the manifold. Therefore, these algorithms may not
guarantee sufficient approximation accuracy. Furthermore,
their computational cost may be too high. To mitigate these
potential drawbacks, Tan et al. [36] proposed a self-adaptive
LTSAmanifold learning algorithm (SLITSA) based on incre-
mental tangent space to incrementally construct subspaces.
The update of local information of sample points is obtained
from the feature vectors of existing points and new points.
Therefore, there is no need to calculate the entire covariance
matrix repeatedly when updating the local tangent space.

3 THE PROPOSED PLEA ALGORITHM

We now detail our proposed PLEA Algorithm. After pro-
viding a brief description of the LDL problem, we discuss
the maximum entropy model for the LE learning algo-
rithms, specifically, the IIS-LLD and BFGS-LLD [10]. By
highlighting the differences of our approach, it naturally
leads to our novel contributions to LE learning, namely, the
manifold space enhanced label learning model with robust
regression.

3.1 Problem Description

Let xx2Rq be an input instance, and yy¼�y1 y2 � � � yc�T2
f�1;þ1gc be its logical class label vector. The degree to
which the label yj, 1�j�c, describes the example xx is
defined by the conditional probability dy

j

xx ¼P ðyjjxxÞ. Here,
dy

j

xx 2½0; 1�, 1�j�c, and
Pc

j¼1d
yj

xx ¼1. For each example, the
descriptiveness of all the labels in the label set builds a data
form similar to a probability distribution. Therefore, it is
called a label distribution. This label distribution however is
unknown. The process of learning the label distribution of a
labeled example is called LDL. Formally, given the training
dataset

�
xxi; yyi

�n
i¼1, where xxi¼

�
x1
i x2

i � � �xq
i

�T
and yyi¼�

y1i y2i � � � yci
�T
, the goal of LDL is to learn the underlying
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unknown label distributions
�
d
y1
i
xxi ; d

y2
i
xxi ; . . . d

yc
i
xxi ;
�n
i¼1. The esti-

mate of d
y
j
i
xxi can be expressed in the form of the parameter-

ized conditional probability model

bdyjixxi ¼ P
�
yji jxxi;wwi;j

�
; 1 � j � c; 1 � i � n; (1)

where wwi;j¼
�
w1

i;j w
2
i;j � � �wq

i;j

�T2Rq is a parameter vector.
Thus, learning the label distributions is turned into the
problem of estimating wwi;j for every fxxi; y

j
ig, 1� i�n and 1�

j�c. For many practical applications, the dimension q can
be very large, in thousands or even tens of thousands, and
the sample size n is typically very large, while the size of
label set c is very small by comparison.

3.2 Maximum Entropy Model

Denote fkðxxi; yjiÞ 2 R as the kth feature function that relies
on both instance xxi and label yji , where 1 � k � q. According
to the maximum entropy model [6], [10], P

�
yji jxxi;wwi;j

�
takes

the following exponential form

P
�
yji jxxi;wwi;j

� ¼ 1

Zi
exp

Xq
k¼1

wk
i;jfk

�
xxi; y

j
i

� !
; (2)

where the normalization factor

Zi ¼
Xc
j¼1

exp
Xq
k¼1

wk
i;jfk

�
xxi; y

j
i

� !
: (3)

In [6], [10], the features are further expressed as fk
�
xxi; y

j
i

� ¼
yjigkðxxiÞ, where gkðxxiÞ is the class-independent kth feature
function. Therefore, (2) can be rewritten as follows

P
�
yji jxxi;wwi;j

� ¼ 1

Zi
exp

Xq
k¼1

�
wk

i;j � yji
�
gk
�
xxi

� !
: (4)

Recognizing
Pc

j¼1 d
y
j
i
xxi ¼ 1 yields the target function for all

the parameter vectors ww ¼ �wwi;j; 1 � j � c; 1 � i � n
�
:

T ðwwÞ ¼
Xn
i¼1

Xc
j¼1

d
y
j
i
xxi lnP

�
yji jxxi;wwi;j

�
¼
Xn
i¼1

Xc
j¼1

d
y
j
i
xxi

Xq
k¼1

�
wk

i;j � yji
�
gk
�
xxi

�
�
Xn
i¼1

ln
Xc
j¼1

exp
Xq
k¼1

�
wk

i;j � yji
�
gk
�
xxi

� ! !
:

(5)

If all the true label distributions d
y
j
i
xxi and the feature func-

tions gk
�
xxi

�
are available, the target Function (5) can be opti-

mized using a strategy similar to the improved iterative
scaling (IIS) [37], which is a well-known algorithm that
maximizes the possibility of a maximum entropy model.
Specifically, the IIS finds the optimal parameters ww by solv-
ing the nonlinear equation associated with the lower bound
of T ðwwþ DwwÞ � T ðwwÞ based on an iterative procedure, such
as the Gauss-Newton method. This is of course impractical,

as d
y
j
i
xxi are unknown and they are yet to be estimated.

Since gk
�
xxi

�
and in particular d

y
j
i
xxi are unknown, a practi-

cal solution is to construct an ‘empirical’ target function by

substituting the unknown true label distributions d
y
j
i
xxi with

the known logical labels yji as well as by substituting gk
�
xxi

�
with xk

i . More specifically, the following ‘empirical’ target
function is adopted [6], [10]

TeðwwÞ ¼
Xn
i¼1

Xc
j¼1

yji
Xq
k¼1

�
wk

i;j � yji
�
xki

�
Xn
i¼1

ln
Xc
j¼1

exp
Xq
k¼1

�
wk

i;j � yji
�
xk
i

 ! !
:

(6)

The IIS-LLD and BFGS-LLD [6], [10] are in fact the itera-
tive optimization algorithms that find the label distribu-
tions’ parameters ww by solving the nonlinear equation
associated with the lower bound of Teðwwþ DwwÞ � TeðwwÞ
using gradient descent method and Gauss-Newton
method, respectively.

Clearly, there exists a drawback associated with the
aforementioned approach for estimating the label distribu-
tions. Since the dimension q for many practical applications
is large, say, thousands or tens of thousands, the aforemen-
tioned IIS-LLD and BFGS-LLD impose high computational
cost. Also, these two algorithms do not really calculate the
features gkðxxiÞ for xxi. Rather, they simply use the kth
element of xxi as the kth feature of xxi, which is somewhat
heuristic. Additionally, the label yji contains far less infor-
mation than the associated label distribution. These two
‘substitutions’ or approximations inherently limit the accu-
racy of the empirical model (6).

The main contribution of this paper is to propose the
novel PLEA algorithm, the manifold space enhanced label
learning with robust regression, which eliminates the afore-
mentioned drawbacks. More specifically, we extract the
subset of ks principal features gkðxxiÞ, 1 � k � ks, ks � q, for
each xxi. In particular, based on the smoothness between the
label manifold space and feature manifold space, we can
perform unsupervised feature manifold space learning to
extract these principal features. It can be visualized that
each extracted feature vector

�
g1ðxxiÞ � � � gksðxxiÞ

�T
is associ-

ated with a set of the unknown label distributions dji , 1 �
j � c. Learning these label distributions, i.e., the label mani-
fold space learning, is in turn helped by the previous feature
manifold space learning. Specifically, we can employ the
robust linear regression to estimate the label distributions dji
for the extracted features, and we denote the estimate of dji
by edji . Consequently, we have the enhanced reduced-dimen-
sional features gkðxxiÞ, 1 � k � ks, and the associated label
distribution estimates edji , 1 � j � c, to form an enhanced
empirical maximum entropy model. This allow us to esti-
mate the true label distributions, namely, the parameters ww,
with enhanced accuracy and potentially significantly lower
computational complexity, based on the gradient-descent
iterative optimization.

3.3 Manifold Space Learning
Based Feature Extraction

According to the fundamental hypothesis of manifold space
[18], each data point can be optimally reconstructed using a
linear combination of its neighbors. Ideally, we would like
to exploit the label information in the label manifold space
for guiding the unsupervised feature extraction in the fea-
ture manifold space to improve the accuracy of feature
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extraction. Strictly speaking, therefore, the way of selecting
the best ks neighbors of xxi is according to the closeness of
these neighbors to xxi in the label manifold space, i.e.,
according to the Hamming distance of these neighbors’
labels to the labels of xxi. There seems no off-shelf kit avail-
able to do this. Fortunately, according to the smoothness
property of manifold space [18], the closeness in the label
space is transferred to the closeness in the feature space.
Therefore, we can find the ks neighbors of xxi by their close-
ness in the feature space directly.

Specifically, our aim is to find �ks neighbor points xxi1 ;
. . . ; xxi�ks

for every point xxi. The optimal ‘average’ �ks can be
determined by minimizing the following cost function

VðkÞ ¼
Xn
i¼1

����xxi �
Xk
j¼1

axxij

����2: (7)

According to the statistical validity [35], [36], the coefficient
a should be the mean value, i.e., a ¼ 1

k . The optimal �ks can
readily be obtained as

�ks ¼ argmin
c�k�minfn;qg

VðkÞ; (8)

using an exhaustive search or other optimization algo-
rithms. Clearly, xxi is included in its set of �ks neighbors. Note
that from practical consideration, we want the dimension of
feature vector ggðxxiÞ of (11) to be no smaller than c.

Thus, for each xxi 2 Rq, we have its �ks neighbors, which
can be collected together in the matrix XXi ¼

�
xxi1 � � �xxi�ks

� 2
Rq��ks . Clearly,XXi has the full rank �ks. Next define

UUi ¼ QQT
i XXi II �ks �

1
�ks
11�ks11

T
�ks

	 

2 R

�ks��ks ; (9)

where IIk is the k-dimensional identity matrix, and 11k is the
k-dimensional vector whose elements are all 1, while QQi 2
Rq��ks contains the �ks left singular vectors of XXi

�
II �ks �

1
�ks
11�ks11

T
�ks

�
corresponding to its �ks positive singular values.

Further define

GGi ¼ II �ks �
1
�ks
11�ks11

T
�ks

	 
�
II �ks � UUyiUUi

�
; (10)

where UUyi is the Moore-Penrose generalized inverse of UUi.
According to [18], the optimal feature vector of xxi

ggðxixiÞ ¼
�
g1ðxxiÞ � � � gksðxxiÞ

�T 2 Rks ; (11)

is given by the ks eigenvectors corresponding to the first
ks smallest eigenvalues of GGiGG

T
i , where ks� �ks and ks�q.

To be more specific, if �ks�q, we simply set ks¼ �ks. Oth-
erwise, we choose a sufficiently small ks that satisfies
ks�q.

3.4 Estimating Features’ Label distributions

For each extracted feature vector ggðxixiÞ, it can be visual-
ized that there exists a set of the c virtual labels. The ks
points from which ggðxixiÞ is extracted are the closest points
to xxi. Since the closeness in the feature manifold space is
transferred to the closeness in the label manifold space,
the label sets of these ks points are the closest to the label
set fyjigcj¼1 of xxi. Similarly, it can be visualized that there

exists a set of the label distributions fdjigcj¼1, which con-
tains more supervisory information than the logical label
set fyjigcj¼1 for ggðxixiÞ. That is, fdjigcj¼1 carry more semantic
information to describe ggðxixiÞ more comprehensively than
fyjigcj¼1 [38]. Therefore, there is a need to perform an LDL
for ggðxixiÞ.

To facilitate this LDL, we propose to model fdjigcj¼1 by the
linear regression model

dji ¼ ggTðxxiÞuui;j þ ei;j; 1 � j � c; 1 � i � n; (12)

namely, we estimate dji bybdji ¼ ggTðxxiÞuui;j; (13)

where uui;j2Rks is the parameter vector of the label distribu-
tion estimate bdji . After estimating all the bdji , i.e., all the uui;j,
for 1 � j � c and 1 � i � n, we need to perform the normali-
zation

edji ¼ bdjiPc
l¼1 bdli ; 1 � i � n: (14)

Then edji is the estimate of dji .
To reliably estimate the parameters uu ¼ �uui;j; 1 � j �

c; 1 � i � n
�
, we adopt the robust linear regression tech-

nique. Specifically, the following robust regression cost
function is adopted

LðuuÞ ¼ 1

2

Xn
i¼1

Xc
j¼1
kuui;jk2 þ

Xn
i¼1

L1ðriÞ; (15)

in which ri ¼ keeik and eei ¼
�
ei;1 � � � ei;c

�T
with

ei;j ¼ yji � ggTðxxiÞuui;j; 1 � j � c; (16)

while the L1 loss is specified by

L1ðrÞ ¼ 0; r < ";
ðr� "Þ2; r 	 ":

�
(17)

The constraints ggTðxxiÞuui;j 	 0, 8i; j, should be imposed. The
standard SVR technique is readily applied to determine uui;j.
More specifically, the iterative reweighed least squares
(IRWLS) [39] can readily be used to solve this multi-output
robust regression problem.

3.5 Summary of Proposed PLEA

By using the extracted features gk
�
xxi

�
with 1 � k � ks and

1 � i � n as well as the associated label distribution esti-
mates edji with 1 � j � c and 1 � i � n in the maximum
entropy model (5), we arrive at the enhanced empirical tar-
get function

eTeðwwÞ ¼
Xn
i¼1

Xc
j¼1

edjiXks
k¼1

�
wk

i;j � yji
�
gkðxxiÞ

�
Xn
i¼1

ln
Xc
j¼1

exp
Xks
k¼1

�
wk

i;j � yji
�
gkðxxiÞ

 ! !
:

(18)

The gradient-descent iterative optimization, IIS [37],
can then be applied to find the label distributions’ param-
eters ww ¼ �ww;j 2 Rks ; 1 � j � c; 1 � i � n

�
by solving the
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nonlinear equation associated with the lower bound ofeTeðwwþ DwwÞ � eTeðwwÞ, yielding the estimates P
�
yji jxxi;wwi;j

�
for all the unknown true label distributions d

y
j
i
xxi .

The proposed PLEA is summarized in Algorithm 1. Since
ks � q, edji contains more label information than yji for gkðxxiÞ,
and gkðxxiÞ, 1 � k � ks, better represent the features of xxi

than xki , 1 � k � q, our PLEA is capable of producing more
accurate estimates of label distributions than the IIS-LLD.
The computational complexity of the PLEA consists of three
parts as summarized below.

Algorithm 1. Probabilistic Label Enhancement
Algorithm

Require: Multi-label training sample set
�
xxi 2 Rq; yyi ¼�

y1i � � � yci
�T 2 f0; 1gc�n

i¼1.
Ensure: Estimates of label distributions bdyjixxi ¼ P

�
yji jxxi;wwi;j

�
, 1 �

j � c, 1 � i � n.
1: Step 1. Extract features:
2: Use manifold learning based feature extraction of Subsection

3.3 to extract ks (ks � q) features ggðxxiÞ ¼
�
g1ðxxiÞ � � � gksðxxiÞ

�T
of xxi for 1 � i � n.

3: Step 2. Estimate label distributions for features:
4: Use IRWLS for solving robust linear regression of Subsection

3.4 to estimate label distributions, edji , 1 � j � c, 1 � i � n, of
extracted principal features.

5: Step 3. Enhanced maximum entropy based LDL:
6: With gkðxxiÞ, 1 � k � ks and 1 � i � n, and edji , 1 � j � c

and 1 � i � n, form enhanced maximum entropy model
(18).

7: Use IIS gradient-descent iterative algorithm to find parame-

ters wwi;j¼
�
w1

i;j � � �wks
i;j

�T2Rks , 8i; j.
8: return bdyjixxi  1

Zi
exp

Pks
k¼1
�
wk

i;j � yji
�
gkðxxiÞ

� 
; 8i; j.

Step 1. Feature extraction: The complexity of feature
decomposition on GGiGG

T
i is on the order of k3s , denoted as

O
�
k3s
�
. Therefore, the complexity of Step 1. is O

�
n� k3s

�
.

Step 2. Robust linear regression: Let the number of itera-
tions for the IRWLS be upper bounded by Iirwls. The com-
plexity per iteration of the IRWLS follows the complexity of
SVR, which is O

�
n3
�
. Therefore, the complexity of Step 2. is

O
�
Iirwls � n3

�
.

Step 3. Enhanced maximum entropy learner: Let the
number of iterations for the IIS be upper bounded by Ieiis.
The complexity per iteration of the IIS algorithm is O

�
c�

ks � n2
�
. Therefore, the complexity of Step 3. is O

�
Ieiis�

c� ks � n2
�
.

Although the feature selection and in particular the
robust regression add additional computational complexity,
the complexity of the gradient-descent optimization proce-
dure for estimating label distributions based on the
enhanced maximum entropy model (18) is significantly
lower than that based on the original maximum entropy
model (6). Note that the complexity of the original maxi-
mum entropy learner is O

�
Ioiis � c� q � n2

�
[6], where Ioiis

denotes the upper bound number of iterations by the IIS to
solve (6). Therefore, it is likely that the overall computa-
tional complexity of the PLEA is lower than that of the IIS-
LLD. This will be further investigated based on the experi-
mental results.

Incidentally, after the manifold space learning based fea-
ture extraction, we may construct the following empirical
target function

bTeðwwÞ ¼
Xn
i¼1

Xc
j¼1

yji
Xks
k¼1

�
wk

i;j � yji
�
gkðxxiÞ

�
Xn
i¼1

ln
Xc
j¼1

exp
Xks
k¼1

�
wk

i;j � yji
�
gkðxxiÞ

 ! !
:

(19)

The corresponding LDL algorithm is referred to as the
PLEA�. Clearly, the PLEA� has the potential to offer even
lower computational complexity than the PLEA, as it does
not need to perform the robust linear regression for estimat-
ing the features’ label distributions. However, because yji
contains less label information than edji , the PLEA outper-
forms the PLEA�, in terms of estimation accuracy. This will
be further demonstrated in the experimental study.

4 EXPERIMENTAL EVALUATION

4.1 Experiment Setups

As the primary objective is to evaluate the estimation accu-
racy of the proposed PLEA, namely, how close its label dis-
tribution estimates to the ground-true label distributions,
we first select 15 multi-label datasets with the known
ground-true label distributions from Mulan website [41] for
performance evaluation. In this set of experiments, we
choose two state-of-the-art MLL algorithms, the ML-KNN
[40] and the BP-MLL [19], as well as six well-established
LDL algorithms, the AA-BP [10], the BFGS-LLD [10], the
CPNN [6], the AA-KNN [10], the IIS-LLD [10] and the
LDSVR [16], as the benchmarks for comparison with our
algorithm. In addition, we also compare the proposed PLEA
with the PLEA� suggested in Subsection 3.5. As the ground-
true label distributions of these datasets are provided, we
can evaluate the estimation accuracy by comparing the esti-
mated label distributions with their corresponding ground-
true label distributions for theseMLL and LDL algorithms.

It is also important to compare the runtime performance
of these algorithms, particularly for the datasets with large
feature dimensions q. With the exception of Human Gene,
the feature dimensions q of the datasets [41] are all larger
than their label dimensions. However, except for Movie
dataset which has a q close to 2000, most of the 15 datasets
do not have large feature dimensions q. To investigate the
potential runtime saving of our PLEA over the IIS-LLD, in
the second set of experiments, we choose five real-world
vehicle video datasets from BRVD [42], which have large
feature dimensions q. As these 5 datasets are real-world
multi-label datasets, their ground-true label distributions
are unknown and we cannot use them to evaluate the label
distribution estimation accuracy. But we can use them to
compare the runtime performance of various algorithms.

Additionally, it is crucial to evaluate the multi-label clas-
sification capability of the proposed PLEA using various
MLL metrics. For this purpose, in the third set of experi-
ments, we select another 10 real-world multi-label datasets
from Mulan website [41], which do not have ground-true
label distributions, for performance evaluation. The three
MLL algorithms, BP-MLL [19], MLNB [43] and ML-kNN

TAN ETAL.: NOVEL PROBABILISTIC LABEL ENHANCEMENTALGORITHM FOR MULTI-LABEL DISTRIBUTION LEARNING 5103

Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on October 18,2022 at 19:13:03 UTC from IEEE Xplore.  Restrictions apply. 



[40], as well as the seven LDL algorithms, AA-BP [10],
LDSVR [16], CPNN [6], AA-kNN [10], IIS-LLD [10], PLEA,
and PLEA�, are used in the performance evaluation.

All the experiments are carried out on Matlab 2019b, run-
ning on a PC with i5-6200 2.30 GHz processor of 4 cores and
8GB of RAM.

4.2 Evaluation Using Mulan Datasets with
Ground-True Label Distributions

Table 1 summarizes the basic attributes of the 15 datasets
from [41]. Because the ground-true label distributions for
these multi-label datasets are provided, they are particu-
larly suitable for evaluating the estimation accuracy of an
algorithm by comparing the estimated label distributions
with their corresponding ground-true label distributions.
Specifically, we can evaluate the performance based on a
metric that measures the average distance or similarity
between the estimated label distributions and the ground-

true label distributions. We use the following six metrics
[10] to evaluate the estimation accuracy performance:

Chebyshev distance (Cheb) #
Clark distance (Clark) #
Canberra metric(Canber) #
Kullback-Leibler divergence (KL-div) #
cosine coefficient (Cosine) "
intersection similarity [44] (Intersec) "

The first four metrics are distance metrics and the last
two are similarity metrics. The notation ‘#’ after a metric
indicates ‘the smaller the better’, while ‘"’ after a metric
means ‘the larger the better’. Additionally, the run times of
all the 10 algorithms are also compared. Obviously, the run-
time is a metric that is the smaller the better, i.e., runtime # .

Quantitative experimental results of the 10 algorithms
applied to these 15 datasets of [41] are compared in Tables 2,
3, 4, 5, 6, and 7 for the six evaluation metrics measuring the
distance between the ground-true label distributions and
the estimated label distributions, respectively. In each of
these six tables, each row presents the metric values
attained by the 10 algorithms together with the rankings
achieved in brackets for the corresponding dataset. For
example, in Table 2, the entry for the PLEA is 0.0150 (1) for
the dataset Yeast-alpha. This indicates that the PLEA
achieves the Cheb metric value of 0.0150, and it ranks No.1
among the 10 algorithms for Yeast-alpha. We also calculate
the corresponding algorithms’ average ranking perfor-
mance over the 15 datasets in the last row of each table,
where the numerical value before the bracket is the average
ranking value, i.e., the sum of the ranks over the 15 datasets
divided by 15, and the number in the bracket is again the
rank. To indicate the overall performance, Table 8 summa-
rizes the ranking performance of the 10 algorithms average
over the 15 datasets of [41] and the 6 estimation accuracy
measures.

The results show that our proposed PLEA consistently
performs the best among the 10 algorithms for all the six
metrics that measure the estimation accuracy. In particular,
observe that the estimated label distributions obtained by
the PLEA are more accurate than those by the PLEA�. The

TABLE 1
15 Multi-Label Datasets With Known Ground-True Label Distri-

butions [41] Used in Experimental Evaluation

Dataset Examples (n) Features (q) Labels (c)

Yeast-alpha 2465 24 18
Yeast-cdc 2465 24 15
Yeast-cold 2465 24 4
Yeast-diau 2465 24 7
Yeast-dtt 2465 24 4
Yeast-elu 2465 24 14
Yeast-heat 2465 24 6
Yeast-spo 2465 24 6
Yeast-spo5 2465 24 3
Yeast-spoem 2465 24 2
Human Gene 30542 36 68
Natural Scene 2000 294 9
Movie 7755 1869 5
SJAFFE 213 243 6
SBU_3DFE 2500 243 6

TABLE 2
Experimental Results of 10 Algorithms on 15 Datasets of [41] With Ground-True

Label Distributions Measured by Chebyshev Distance #

Algorithms ML-KNN BP-MLL AA-BP BFGS-LLD CPNN AA-kNN IIS-LLD LDSVR PLEA� PLEA

Yeast-alpha 0.0393 (8) 0.1061 (10) 0.0185 (4) 0.0257 (5.5) 0.0257 (5.5) 0.0487 (9) 0.0182 (3) 0.0260 (7) 0.0165 (2) 0.0150 (1)
Yeast-cdc 0.0297 (9) 0.1073 (10) 0.0152 (6) 0.0147 (5) 0.0170 (8) 0.0142 (4) 0.0156 (7) 0.0100 (3) 0.0081 (1.5) 0.0081 (1.5)
Yeast-cold 0.1678 (10) 0.1259 (9) 0.0409 (2) 0.0442 (5) 0.0542 (8) 0.0485 (7) 0.0427 (4) 0.0457 (6) 0.0423 (3) 0.0180 (1)
Yeast-diau 0.0644 (9) 0.1155 (10) 0.0245 (4) 0.0313 (6.5) 0.0313 (6.5) 0.0282 (5) 0.0203 (3) 0.0357 (8) 0.0196 (2) 0.0194 (1)
Yeast-dtt 0.1749 (10) 0.1257 (9) 0.0310 (8) 0.0176 (4) 0.0209 (6) 0.0204 (5) 0.0143 (3) 0.0216 (7) 0.0136 (2) 0.0088 (1)
Yeast-elu 0.0261 (9) 0.1079 (10) 0.0118 (6) 0.0099 (4.5) 0.0093 (1) 0.0138 (7) 0.0099 (4.5) 0.0188 (8) 0.0096 (2) 0.0098 (3)
Yeast-heat 0.0876 (9) 0.1179 (10) 0.0411 (7) 0.0308 (3) 0.0375 (6) 0.0310 (4) 0.0304 (2) 0.0414 (8) 0.0318 (5) 0.0299 (1)
Yeast-spo 0.1025 (9) 0.1193 (10) 0.0380 (6) 0.0342 (4) 0.0357 (5) 0.0485 (8) 0.0339 (2.5) 0.0389 (7) 0.0339 (2.5) 0.0338 (1)
Yeast-spo5 0.2731 (10) 0.1364 (9) 0.0664 (4) 0.1012 (7) 0.0969 (6) 0.0744 (5) 0.0591 (3) 0.1156 (8) 0.0567 (2) 0.0506 (1)
Yeast-spoem 0.4216 (10) 0.1513 (9) 0.0099 (2) 0.0597 (8) 0.0099 (2) 0.0272 (6) 0.0431 (7) 0.0125 (5) 0.0093 (4) 0.0099 (2)
Human Gene 0.0823 (9) 0.1028 (10) 0.0284 (6) 0.0323 (7) 0.0125 (2) 0.0140 (4) 0.0187 (5) 0.0130 (3) 0.0431 (8) 0.0088 (1)
Natural Scene 0.1493 (7) 0.1240 (3) 0.1526 (8) 0.1388 (5) 0.1355 (4) 0.2473 (10) 0.1892 (9) 0.0132 (1) 0.1445 (6) 0.1106 (2)
Movie 0.2591 (10) 0.1350 (9) 0.0876 (5) 0.0742 (2) 0.0629 (1) 0.0975 (8) 0.0767 (4) 0.0930 (6) 0.0932 (7) 0.0750 (3)
SJAFFE 0.1334 (10) 0.1224 (9) 0.0907 (8) 0.0661 (5) 0.0828 (7) 0.0694 (6) 0.0658 (4) 0.0613 (3) 0.0493 (2) 0.0412 (1)
SBU_3DFE 0.1551 (10) 0.1246 (8) 0.0984 (5) 0.0830 (3) 0.1170 (7) 0.1008 (6) 0.1295 (9) 0.0871 (4) 0.0730 (2) 0.0684 (1)

Average rank 9.27 (10) 9.00 (9) 5.40 (6) 4.97 (4) 5.00 (5) 6.27 (8) 4.67 (3) 5.60 (7) 3.40 (2) 1.43 (1)
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TABLE 3
Experimental Results of 10 Algorithms on 15 Datasets of [41] With Ground-True Label Distributions Measured by Clark Distance #

Algorithms ML-KNN BP-MLL AA-BP BFGS-LLD CPNN AA-kNN IIS-LLD LDSVR PLEA� PLEA

Yeast-alpha 1.0306 (10) 0.4742 (8) 0.3292 (7) 0.3067 (4) 0.3109 (5) 0.4898 (9) 0.3004 (3) 0.3111 (6) 0.2897 (2) 0.2597 (1)
Yeast-cdc 0.6098 (10) 0.4427 (9) 0.2031 (7) 0.2001 (6) 0.2660 (8) 0.1397 (2) 0.1899 (5) 0.1404 (3) 0.1410 (4) 0.1174 (1)
Yeast-cold 0.9252 (10) 0.3335 (9) 0.1248 (3) 0.1383 (6) 0.1422 (8) 0.1390 (7) 0.1253 (4) 0.1324 (5) 0.1210 (2) 0.0453 (1)
Yeast-diau 0.5910 (10) 0.3529 (9) 0.1680 (6) 0.1481 (5) 0.1974 (8) 0.1323 (3) 0.1278 (2) 0.1461 (4) 0.1872 (7) 0.1114 (1)
Yeast-dtt 0.9298 (10) 0.3334 (9) 0.0755 (8) 0.0507 (5) 0.0627 (7) 0.0491 (4) 0.0398 (3) 0.0542 (6) 0.0384 (2) 0.0244 (1)
Yeast-elu 0.4626 (10) 0.4318 (9) 0.1541 (6) 0.1251 (1.5) 0.1313 (4) 0.1592 (7) 0.1251 (1.5) 0.1931 (8) 0.1423 (5) 0.1245 (3)
Yeast-heat 0.7207 (10) 0.3430 (9) 0.2009 (8) 0.1438 (1) 0.1730 (4) 0.1761 (5) 0.1514 (3) 0.1851 (6) 0.1997 (7) 0.1501 (2)
Yeast-spo 0.9345 (10) 0.3488 (9) 0.1738 (7) 0.1619 (3) 0.1712 (4) 0.1736 (6) 0.1793 (8) 0.1561 (2) 0.1730 (5) 0.1503 (1)
Yeast-spo5 0.9345 (10) 0.3541 (9) 0.1323 (4) 0.1943 (7) 0.1908 (6) 0.1504 (5) 0.1177 (3) 0.2057 (8) 0.1128 (2) 0.1105 (1)
Yeast-spoem 0.8528 (10) 0.4249 (9) 0.0140 (3) 0.0846 (8) 0.0140 (3) 0.0386 (6) 0.0632 (7) 0.0176 (5) 0.0132 (1) 0.0140 (3)
Human Gene 5.9841 (9) 8.4928 (10) 3.0756 (7) 3.4892 (8) 0.9650 (2) 1.3913 (6) 1.0162 (3) 1.0485 (4) 1.3765 (5) 0.9147 (1)
Natural Scene 2.1597 (8) 3.9153 (10) 2.1240 (5) 2.1327 (6) 2.1043 (4) 1.8009 (2) 2.2530 (9) 1.7982 (1) 2.1448 (7) 2.0568 (3)
Movie 0.8265 (10) 0.3618 (3) 0.4607 (8) 0.3387 (1) 0.3931 (6) 0.4724 (9) 0.3861 (5) 0.4079 (7) 0.3674 (4) 0.3499 (2)
SJAFFE 0.7202 (10) 0.3449 (9) 0.3215 (8) 0.2729 (7) 0.2511 (6) 0.2174 (3) 0.2474 (5) 0.2375 (4) 0.2138 (2) 0.1620 (1)
SBU_3DFE 0.7075 (10) 0.3455 (8) 0.3368 (7) 0.3112 (5) 0.2943 (4) 0.3363 (6) 0.3509 (9) 0.2807 (3) 0.2481 (2) 0.2401 (1)

Average rank 9.8 (10) 8.6 (9) 6.27 (8) 4.9 (5) 5.27 (6) 5.33 (7) 4.7 (3) 4.8 (4) 3.8 (2) 1.53 (1)

TABLE 4
Experimental Results of 10 Algorithms on 15 Datasets of [41] With Ground-True

Label Distributions Measured by Canberra Distance #

Algorithms ML-KNN BP-MLL AA-BP BFGS-LLD CPNN AA-kNN IIS-LLD LDSVR PLEA� PLEA

Yeast-alpha 4.3526 (10) 2.0118 (9) 1.0239 (5) 1.0452 (6) 1.0234 (4) 1.4548 (8) 1.0085 (3) 1.0573 (7) 1.0008 (2) 0.8726 (1)
Yeast-cdc 2.3191 (10) 1.7145 (9) 0.6542 (6) 0.6556 (7) 0.8938 (8) 0.3801 (2) 0.5645 (5) 0.4443 (3) 0.4692 (4) 0.3610 (1)
Yeast-cold 1.8284 (10) 0.6708 (9) 0.2273 (7) 0.2108 (3) 0.2198 (4) 0.2228 (5) 0.2256 (6) 0.2387 (8) 0.2081 (2) 0.0723 (1)
Yeast-diau 1.5087 (10) 0.9371 (9) 0.3899 (7) 0.3005 (6) 0.4733 (8) 0.2991 (5) 0.2980 (4) 0.2742 (3) 0.2567 (2) 0.2429 (1)
Yeast-dtt 1.8497 (10) 0.6684 (9) 0.1267 (8) 0.0797 (4) 0.1203 (7) 0.0829 (5) 0.0677 (3) 0.0889 (6) 0.0658 (2) 0.0453 (1)
Yeast-elu 1.6892 (10) 1.6156 (9) 0.4645 (5) 0.3226 (2.5) 0.4069 (4) 0.4904 (6) 0.3226 (2.5) 0.5928 (7) 0.7096 (8) 0.3189 (1)
Yeast-heat 1.6901 (10) 0.8422 (9) 0.4816 (8) 0.2935 (1) 0.3357 (3) 0.3732 (5) 0.3376 (4) 0.3965 (7) 0.3848 (6) 0.3349 (2)
Yeast-spo 1.3873 (10) 0.8612 (9) 0.3938 (8) 0.3318 (3) 0.3650 (6) 0.3127 (2) 0.3838 (7) 0.2942 (1) 0.3391 (5) 0.3379 (4)
Yeast-spo5 1.4992 (10) 0.6519 (9) 0.1941 (3) 0.3121 (7) 0.2825 (6) 0.2270 (5) 0.1823 (2) 0.3409 (8) 0.1961 (4) 0.1590 (1)
Yeast-spoem 1.0883 (10) 0.1265 (9) 0.0198 (3) 0.1195 (8) 0.0198 (3) 0.0545 (6) 0.0883 (7) 0.0249 (5) 0.0186 (1) 0.0198 (3)
Human Gene 49.1943 (9) 70.0317 (10) 20.7807 (7) 23.3088 (8) 6.4936 (5) 9.6774 (6) 6.3145 (3) 6.4525 (4) 6.1646 (2) 5.7178 (1)
Natural Scene 5.8285 (9) 5.1420 (4) 5.3662 (7) 5.2818 (5) 5.3364 (6) 4.6644 (2) 5.8775 (10) 4.5593 (1) 5.6182 (8) 4.9419 (3)
Movie 1.5102 (10) 0.7807 (7) 0.8623 (9) 0.7367 (6) 0.7194 (3) 0.8318 (8) 0.7290 (5) 0.6882 (1) 0.7215 (4) 0.6933 (2)
SJAFFE 1.5609 (10) 0.8499 (9) 0.6150 (8) 0.5797 (7) 0.4754 (3) 0.3949 (2) 0.5041 (5) 0.5339 (6) 0.4825 (4) 0.3720 (1)
SBU_3DFE 1.1140 (10) 0.8794 (9) 0.7412 (8) 0.6210 (6) 0.6169 (5) 0.5703 (3) 0.7260 (7) 0.5790 (4) 0.5509 (2) 0.4815 (1)

Average rank 9.87 (10) 8.60 (9) 6.60 (8) 5.30 (7) 5.00 (6) 4.67 (3) 4.90 (5) 4.73 (4) 3.73 (2) 1.60 (1)

TABLE 5
Experimental Results of 10 Algorithms on 15 Datasets of [41] With Ground-True

Label Distributions Measured by Kullback-Leibler Divergence #

Algorithms ML-KNN BP-MLL AA-BP BFGS-LLD CPNN AA-kNN IIS-LLD LDSVR PLEA� PLEA

Yeast-alpha 0.4913 (10) 0.2870 (9) 0.0114 (4.5) 0.0114 (4.5) 0.0116 (6) 0.0317 (8) 0.0101 (3) 0.0117 (7) 0.0091 (2) 0.0075 (1)
Yeast-cdc 0.3083 (10) 0.2706 (9) 0.0055 (6.5) 0.0055 (6.5) 0.0092 (8) 0.0027 (3) 0.0049 (5) 0.0027 (3) 0.0027 (3) 0.0018 (1)
Yeast-cold 1.0126 (10) 0.1385 (9) 0.0073 (3) 0.0095 (7.5) 0.0095 (7.5) 0.0092 (6) 0.0077 (4) 0.0082 (5) 0.0069 (2) 0.0010 (1)
Yeast-diau 0.4543 (10) 0.1944 (9) 0.0079 (6) 0.0063 (4) 0.0108 (8) 0.0053 (3) 0.0044 (2) 0.0065 (5) 0.0101 (7) 0.0036 (1)
Yeast-dtt 1.0118 (10) 0.1386 (9) 0.0027 (8) 0.0012 (4.5) 0.0020 (7) 0.0012 (4.5) 0.0008 (3) 0.0014 (6) 0.0007 (2) 0.0002 (1)
Yeast-elu 0.2396 (9) 0.2638 (10) 0.0033 (6) 0.0023 (2.5) 0.0024 (4) 0.0037 (7) 0.0023 (2.5) 0.0055 (8) 0.0028 (5) 0.0022 (1)
Yeast-heat 0.6071 (10) 0.1791 (9) 0.0138 (8) 0.0067 (1) 0.0099 (4) 0.0100 (5) 0.0075 (3) 0.0116 (6) 0.0128 (7) 0.0074 (2)
Yeast-spo 0.6110 (10) 0.1787 (9) 0.0103 (6) 0.0082 (2) 0.0098 (4) 0.0108 (8) 0.0107 (7) 0.0083 (3) 0.0099 (5) 0.0077 (1)
Yeast-spo5 1.3050 (10) 1.0929 (9) 0.0119 (4) 0.0246 (6) 0.0252 (7) 0.0147 (5) 0.0089 (3) 0.0301 (8) 0.0087 (2) 0.0078 (1)
Yeast-spoem 1.7051 (10) 0.6928 (9) 0.0001 (2) 0.0072 (8) 0.0001 (2) 0.0015 (6) 0.0038 (7) 0.0003 (5) 0.0002 (4) 0.0001 (2)
Human Gene 1.7932 (10) 0.4191 (8) 0.3242 (7) 0.4361 (9) 0.0283 (2) 0.0594 (6) 0.0314 (3) 0.0330 (4) 0.0383 (5) 0.0252 (1)
Natural Scene 0.7917 (10) 0.6062 (6) 0.4782 (5) 0.4162 (4) 0.1398 (2) 0.6874 (7) 0.7376 (9) 0.0109 (1) 0.6891 (8) 0.3268 (3)
Movie 0.8739 (10) 0.1524 (9) 0.0578 (7) 0.0409 (2) 0.0375 (1) 0.0617 (8) 0.0450 (6) 0.0420 (4) 0.0449 (5) 0.0419 (3)
SJAFFE 0.6268 (10) 0.1771 (9) 0.0412 (8) 0.0270 (7) 0.0249 (6) 0.0191 (3) 0.0233 (5) 0.0204 (4) 0.0159 (2) 0.0095 (1)
SBU_3DFE 0.6314 (10) 0.1767 (9) 0.0433 (6) 0.0361 (4) 0.0395 (5) 0.0455 (7) 0.0565 (8) 0.0309 (3) 0.0228 (2) 0.0217 (1)

Average rank 9.93 (10) 8.80 (9) 5.80 (8) 4.83 (5) 4.90 (6) 5.77 (7) 4.70 (3) 4.80 (4) 4.07 (2) 1.40 (1)
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reason is as explained in Section 3.5. Using the estimated
label distributions edji , rather than the binary labels yji , for the
extracted features, the PLEA is provided with more and bet-
ter information. From Tables 2, 3, 4, 5, 6, and 7, it can be seen

that on average the PLEA� achieves the second best perfor-
mance. But for each estimation accuracy measure, there
always have one to two datasets on which the performance
of PLEA� are poor. For the dataset Natural Scene, for
instance, the PLEA� attains the worst estimation accuracy
as measure by the cosine coefficient, while it achieves the
second worst estimation accuracy as measured by the inter-
sectional similarity. Also as expected, our proposed PLEA
consistently outperforms the IIS-LLD, in terms of estimation
accuracy, the latter ranked as the third best on average.

The runtime performance of the 10 algorithms on the 15
datasets of [41] are compared in Table 9. For these 15 data-
sets, the BP-MLL is the clear winner, in terms of runtime
performance. But it has the second worst estimation accu-
racy. Of particular interest is to compare the computational
complexity of the PLEA, PLEA� and IIS-LLD, as they all are
based on similar maximum entropy principle. Observe that
the proposed PLEA consistently imposes lower overall com-
plexity than the IIS-LLD with the except of Yeast-spo5 and
Yeast-spoem datasets. As discussed in the previous section,

TABLE 6
Experimental Results of 10 Algorithms on 15 Datasets of [41] With Ground-True

Label Distributions Measured by Cosine Coefficient "

Algorithms ML-KNN BP-MLL AA-BP BFGS-LLD CPNN AA-kNN IIS-LLD LDSVR PLEA� PLEA

Yeast-alpha 0.9888 (5) 0.9788 (9) 0.9895 (4) 0.9882 (6) 0.9880 (7) 0.9686 (10) 0.9903 (3) 0.9879 (8) 0.9908 (2) 0.9928 (1)
Yeast-cdc 0.9971 (5) 0.9943 (9) 0.9945 (7.5) 0.9945 (7.5) 0.9912 (10) 0.9973 (3.5) 0.9952 (6) 0.9973 (3.5) 0.9974 (2) 0.9982 (1)
Yeast-cold 0.9883 (9) 0.9835 (10) 0.9931 (3) 0.9909 (7) 0.9908 (8) 0.9911 (6) 0.9924 (4) 0.9922 (5) 0.9934 (2) 0.9990 (1)
Yeast-diau 0.9884 (9) 0.9611 (10) 0.9925 (6) 0.9939 (4) 0.9897 (8) 0.9945 (3) 0.9958 (2) 0.9936 (5) 0.9900 (7) 0.9963 (1)
Yeast-dtt 0.9927 (10) 0.9934 (9) 0.9974 (8) 0.9989 (4.5) 0.9981 (7) 0.9989 (4.5) 0.9992 (3) 0.9987 (6) 0.9993 (2) 0.9997 (1)
Yeast-elu 0.9930 (10) 0.9931 (9) 0.9967 (6) 0.9977 (3) 0.9977 (3) 0.9963 (7) 0.9977 (3) 0.9946 (8) 0.9968 (5) 0.9978 (1)
Yeast-heat 0.9881 (7) 0.9813 (10) 0.9863 (9) 0.9937 (1) 0.9903 (4.5) 0.9903 (4.5) 0.9928 (3) 0.9884 (6) 0.9874 (8) 0.9930 (2)
Yeast-spo 0.9880 (10) 0.9886 (8.5) 0.9897 (6) 0.9923 (1) 0.9903 (4) 0.9886 (8.5) 0.9894 (7) 0.9917 (3) 0.9899 (5) 0.9920 (2)
Yeast-spo5 0.9076 (10) 0.9524 (9) 0.9880 (4) 0.9770 (6) 0.9746 (7) 0.9857 (5) 0.9915 (3) 0.9704 (8) 0.9920 (2) 0.9927 (1)
Yeast-spoem 0.9788 (10) 0.9803 (9) 0.9998 (2.5) 0.9929 (8) 0.9998 (2.5) 0.9985 (6) 0.9965 (7) 0.9997 (5) 0.9998 (2.5) 0.9998 (2.5)
Human Gene 0.7339 (10) 0.9015 (7) 0.7972 (8) 0.7647 (9) 0.9718 (3) 0.9420 (6) 0.9678 (4) 0.9673 (5) 0.9731 (2) 0.9751 (1)
Natural Scene 0.7389 (7) 0.7385 (8) 0.8128 (6) 0.8792 (4) 0.9953 (2) 0.8278 (5) 0.7244 (9) 1.0000 (1) 0.6799 (10) 0.8920 (3)
Movie 0.9210 (9) 0.8907 (10) 0.9620 (7) 0.9669 (6) 0.9771 (1) 0.9589 (8) 0.9731 (4) 0.9746 (3) 0.9678 (5) 0.9751 (2)
SJAFFE 0.9446 (9) 0.9327 (10) 0.9547 (8) 0.9723 (7) 0.9733 (6) 0.9784 (4) 0.9761 (5) 0.9792 (3) 0.9842 (2) 0.9901 (1)
SBU_3DFE 0.9295 (10) 0.9491 (8) 0.9566 (5) 0.9623 (4) 0.9555 (6) 0.9521 (7) 0.9382 (9) 0.9677 (3) 0.9762 (2) 0.9773 (1)

Average rank 8.67 (9) 9.03 (10) 6.00 (8) 5.20 (5) 5.27 (6) 5.87 (7) 4.80 (3) 4.83 (4) 3.90 (2) 1.43 (1)

TABLE 7
Experimental Results of 10 Algorithms on 15 Datasets of [41] With Ground-True

Label Distributions Measured by Intersectional Similarity "

Algorithms ML-KNN BP-MLL AA-BP BFGS-LLD CPNN AA-kNN IIS-LLD LDSVR PLEA� PLEA

Yeast-alpha 0.9976 (1) 0.8000 (10) 0.9453 (3) 0.9408 (7) 0.9421 (6) 0.9173 (9) 0.9443 (5) 0.9402 (8) 0.9446 (4) 0.9519 (2)
Yeast-cdc 0.9999 (1) 0.5000 (10) 0.9565 (7) 0.9559 (8) 0.9416 (9) 0.9746 (3) 0.9622 (6) 0.9702 (4) 0.9687 (5) 0.9758 (2)
Yeast-cold 0.3636 (10) 0.4000 (9) 0.9448 (6) 0.9486 (3) 0.9458 (4) 0.9452 (5) 0.9429 (7) 0.9415 (8) 0.9488 (2) 0.9820 (1)
Yeast-diau 0.6364 (10) 0.7000 (9) 0.9452 (6) 0.9570 (4) 0.9338 (8) 0.9559 (5) 0.9585 (3) 0.9596 (2) 0.9345 (7) 0.9648 (1)
Yeast-dtt 0.3636 (10) 0.4000 (9) 0.9690 (8) 0.9814 (4) 0.9700 (7) 0.9796 (5) 0.9830 (3) 0.9784 (6) 0.9835 (2) 0.9887 (1)
Yeast-elu 0.9965 (1) 0.4000 (10) 0.9672 (7) 0.9768 (3.5) 0.9713 (5) 0.9649 (8) 0.9768 (3.5) 0.9578 (9) 0.9694 (6) 0.9771 (2)
Yeast-heat 0.5455 (10) 0.6000 (9) 0.9191 (8) 0.9521 (1) 0.9441 (4) 0.9387 (5) 0.9447 (3) 0.9334 (7) 0.9339 (6) 0.9451 (2)
Yeast-spo 0.5455 (10) 0.6000 (9) 0.9338 (8) 0.9468 (3) 0.9394 (6) 0.9489 (2) 0.9359 (7) 0.9509 (1) 0.9428 (4.5) 0.9428 (4.5)
Yeast-spo5 0.2727 (10) 0.3000 (9) 0.9336 (4) 0.8988 (7) 0.9031 (6) 0.9256 (5) 0.9409 (3) 0.8844 (8) 0.9433 (2) 0.9494 (1)
Yeast-spoem 0.1818 (10) 0.2000 (9) 0.9901 (3) 0.9403 (8) 0.9901 (3) 0.9728 (6) 0.9569 (7) 0.9875 (5) 0.9907 (1) 0.9901 (3)
Human Gene 0.8380 (7) 0.6800 (9) 0.7043 (8) 0.6785 (10) 0.9040 (3.5) 0.8567 (6) 0.9068 (2) 0.9040 (3.5) 0.8574 (5) 0.9156 (1)
Natural Scene 0.4553 (10) 0.9000 (2) 0.6573 (6) 0.7171 (5) 0.8645 (3) 0.6142 (7) 0.5522 (8) 0.9868 (1) 0.5227 (9) 0.7278 (4)
Movie 0.4545 (10) 0.5000 (9) 0.8566 (7) 0.8615 (6) 0.8891 (2) 0.8550 (8) 0.8764 (4) 0.8930 (1) 0.8758 (5) 0.8881 (3)
SJAFFE 0.5455 (10) 0.6000 (9) 0.8850 (8) 0.8989 (7) 0.9144 (4) 0.9251 (2) 0.9124 (5) 0.9081 (6) 0.9180 (3) 0.9355 (1)
SBU_3DFE 0.5455 (10) 0.6000 (9) 0.8718 (7) 0.8901 (5) 0.8830 (6) 0.8942 (4) 0.8631 (8) 0.8972 (3) 0.9040 (2) 0.9159 (1)

Average rank 8.00 (9) 8.73 (10) 6.40 (8) 5.43 (7) 5.10 (5) 5.33 (6) 4.97 (4) 4.83 (3) 4.23 (2) 1.97 (1)

TABLE 8
Estimation Accuracy Ranking Performance of

10 Algorithms Averaged Over 15 Datasets of [41]
and 6 Estimation Accuracy Measures

Algorithm Average rank

PLEA 1.56 (1)
PLEA� 3.86 (2)
IIS-LLD 4.79 (3)
LDSVR 4.93 (4)
CPNN 5.09 (5)
BFGS-LLD 5.11 (6)
AA-kNN 5.54 (7)
AA-BP 6.08 (8)
BP-MLL 8.79 (9)
ML-KNN 9.26 (10)
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compared with the IIS-LLD, our PLEA introduces addi-
tional complexity in feature extraction and robust regres-
sion, while reducing the computational complexity in the
iterative maximum entropy based optimization. For these
15 datasets at least, it seems that the complexity reduction
in iterative maximum entropy optimization outweighs the
complexity increase in feature extraction and robust regres-
sion. Consequently, the PLEA imposes lower overall
computational complexity than the IIS-LLD. This is signifi-
cant, as we already know that the PLEA consistently outper-
forms the IIS-LLD, in terms of estimation accuracy. Also as
expected, the PLEA� imposes lower overall computational
complexity than the PLEA, as the former does not perform
robust regression. The aforementioned observation also
suggests that the robust regression in the PLEA introduces
sizable computational complexity.

4.2.1 Friedman Test and Critical Difference Diagram

Friedman test statistically compares relative performance
among multiple algorithms over multiple datasets [45]. We
use this test to validate the statistical significance of the per-
formance of various algorithms given in Tables 2, 3, 4, 5, 6,
7, and 9. Table 10 shows the Friedman statistic FF and the
critical value on each evaluation metric at a significance
level of 0.05, among the 10 comparing algorithms and 15
datasets.

As confirmed in Table 10, the FF values on all the evalua-
tion metrics are greater than the critical value. Therefore,
Bonferroni-Dunn test [45] can be adopted as a post hoc test
to show the algorithms’ relative performances. Specifically,
based on Table 10, we use Nemenyi test [45] to check the

average ordering comparison between two algorithms.
Figs. 1 2, 3, 4, 5, 6, and 7 represent these results with a criti-
cal difference (CD) graph for each evaluation metric, respec-
tively. When the significance level is 0.05, the number of
comparison algorithms is 10, and the number of datasets is
15, the CD value is CD ¼ 2:1613 for Nemenyi test. In the CD
diagram, the average ordering of each algorithm is marked
on the same coordinate axis. If the difference between the
average order of the two algorithms is less than the CD
value, then there exists no significant difference between
the two algorithms and they are connected by a line seg-
ment in the CD graph. Algorithms not connected with the
PLEA in the CD diagrams are considered to have significant
performance difference from the control algorithm, given
the CD value of 2.1613 at a significance level of 0.05.

From the CD diagrams of Nemenyi tests for the six esti-
mation accuracy metrics depicted in Figs. 1, 2, 3, 4, 5, and 6,
it can be seen that only the PLEA� has line segments con-
nected with the PLEA in the tests for Chebyshev distance
metric and Canberra distance metric. Thus our conclusion
that the PLEA consistently achieves the best estimation
accuracy is statistically very significant.

4.3 Runtime Evaluation Using BRVD Datasets

We further choose five real-world vehicle video datasets
[42] to evaluate the runtime performance or computational
complexity of an LDL algorithm. As these are real-world
datasets, the underlying ground-true label distributions are
unknown. Hence we cannot use them to compare the esti-
mation accuracy performance of various algorithms. But
these datasets have much large sample size n and feature
dimension q. Thus, they are ideal for comparing the runtime
performance of various algorithms. Appendix, which
can be found on the Computer Society Digital Library at

TABLE 9
Experimental Results of 10 Algorithms on 15 Datasets of [41] With Ground-True Label Distributions Measured by Runtime [s] #

TABLE 10
Friedman Statistics FF , in Terms of Each Evaluation Metric and
the Critical Value at a Significance Level of 0.05 (comparing

algorithms: 10, datasets: 15)

Evaluation metric FF Critical value

Chebyshev distance 20.8749

1.955

Clark distance 20.2312
Canberra distance 21.7505
Kullback-Leibler divergence 23.2253
cosine coefficient 15.3180
intersectional similarity 9.0452
Runtime [s] 86.7684

Fig. 1. CD diagrams given CD ¼ 2:1613 of Nemenyi tests on the 10 algo-
rithms and 15 datasets for Chebyshev distance evaluation metric.
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http://doi.ieeecomputersociety.org/10.1109/TKDE.2021.30
54465, provides the details of how we construct the five
multi-label training datasets from the raw real-world vehi-
cle video datasets of [42]. The basic attributes of the con-
structed five multi-label training datasets are summarized
in Table 11.

Table 12 compares the runtime performance of the 10
algorithms for these 5 datasets. Again we are particularly
interested in the computational complexity of the PLEA,
PLEA� and IIS-LLD. Observe from Table 12 that the pro-
posed PLEA consistently imposes lower overall computa-
tional complexity than the IIS-LLD. Specifically, the PLEA
ranks the fourth, while the IIS-LLD ranks the sixth, in

terms of average runtime performance. This provides
clear empirical evidence that for our PLEA, the complex-
ity reduction in iterative maximum entropy optimization
outweighs the complexity increase in feature extraction
and robust regression, particularly for the cases of large
sample size n and large feature dimension q. Observe also
that the PLEA� consistently imposes the lowest overall
computational complexity, and it ranks the first, in terms
of runtime performance. Noting that the PLEA� imposes
significantly lower overall computational complexity than
the PLEA, we can see that the robust regression in the
PLEA indeed introduces considerable computational
complexity, particularly when the sample size n and fea-
ture dimension q are very large. This suggests that it is
worth investigating alternative low-complexity regression
technique for the PLEA to estimate the extracted features’
label distributions.

4.4 Evaluation Using Mulan Datasets without
Ground-True Label Distributions

Table 13 summarizes the features of the 10 real-world data-
sets from [41], with unknown ground-true label distribu-
tions. These datasets cover a wide range of multi-label
attributes. In Table 13, S: the number of examples, T : the

Fig. 2. CD diagrams given CD ¼ 2:1613 of Nemenyi tests on the 10 algo-
rithms and 15 datasets for Clark distance evaluation metric.

Fig. 3. CD diagrams given CD ¼ 2:1613 of Nemenyi tests on the 10 algo-
rithms and 15 datasets for Canberra distance evaluation metric.

Fig. 4. CD diagrams given CD ¼ 2:1613 of Nemenyi tests on the 10 algo-
rithms and 15 datasets for Kullback-Leibler divergence metric

Fig. 5. CD diagrams given CD ¼ 2:1613 of Nemenyi tests on the 10 algo-
rithms and 15 datasets for cosine coefficient evaluation metric.

Fig. 6. CD diagrams given CD ¼ 2:1613 of Nemenyi tests on the 10 algo-
rithms and 15 datasets for intersectional similarity evaluation metric

Fig. 7. CD diagrams given CD ¼ 2:1613 of Nemenyi tests on the 10 algo-
rithms and 15 datasets for run time (s) evaluation metric

TABLE 11
Five Real-World Vehicle Video Datasets With Unknown Ground-
True Label Distributions [42] Used in Experimental Evaluation

Dataset Examples (n) Features (q) Labels (c)

BRVD1 27600 2054 9
BRVD2 28000 6254 9
BRVD3 27600 6059 9
BRVD4 28000 4072 9
BRVD5 47600 2021 9
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number of testing samples, dimðSÞ: the feature dimensions,
LðSÞ: the number of class labels, LCardðSÞ: the label cardi-
nality, LDenðSÞ: the label density, DLðSÞ: the distinct label
sets, and F ðSÞ: the feature type. We choose five widely used
MLL metrics, and they are: Hamming loss # , ranking
loss # , one error # , coverage # , and average precision " .

In this set of multi-label classification experiments, half the
examples in each dataset are selected randomly as a training
set, and the remaining half are used to form a test set. We
used 10-fold cross-validation on each dataset, and we record
each algorithm’s average performance on the fiveMLL evalu-
ation metrics in Tables 14, 15, 16, 17, and 18, respectively. The
overall ranking performance on multi-label classification,

averaged over the ten datasets and the five MLL metrics, are
listed in Table 19. It can be seen that our proposed PLEA still
holds the top rank position on average with the two state-of-
the-art MLL algorithms, ML-kNN and MLNB, at the second
and third ranking positions. Observe that PLEA� ranks the
fourth on average and the existing stat-of-the-art LDL algo-
rithm, IIS-LLD, only ranks the eighth on average, on this set of
multi-label classification experiments.

4.4.1 Friedman Test and Critical Difference Diagram

Table 20 lists the Friedman statistics FF and the critical
value on the five multi-label classification metrics at a

TABLE 12
Experimental Results of 10 Algorithms on 5 Real-World BRVD Datasets of [42] Measured by Runtime Performance [s] #

Algorithms BRVD1 BRVD2 BRVD3 BRVD4 BRVD5 Average rank

ML-KNN 5633220582313 (10) 5649118669804 (10) 5656834598136 (10) 5685747899016 (10) 5731564113797 (10) 10 (10)
BP-MLL 472.2666600 (2) 476.8152100 (2) 466.6050700 (2) 541.4809200 (2) 1001.0416600 (5) 2.6 (2)
AA-BP 664.5604633 (4) 703.7420168 (3) 651.6207993 (3) 678.1440767 (3) 1185.3920020 (6) 3.8 (3)
BFGS-LLD 837.7749656 (7) 12834.6984572 (9) 11609.6843328 (9) 7856.9294133 (9) 1202.6173270 (7) 8.2 (9)
CPNN 854.6336230 (8) 884.0863271 (8) 696.1494858 (5) 746.3470792 (4) 1440.7072256 (8) 6.6 (7)
AA-kNN 905.3774852 (9) 874.5853572 (6) 874.9044343 (8) 983.7558637 (8) 1962.0394104 (9) 8.0 (8)
IIS-LLD 786.6401250 (6) 837.7878476 (5) 790.0793641 (7) 821.1904930 (6) 844.0866898 (3) 5.4 (6)
LDSVR 663.6055487 (3) 874.8968117 (7) 678.7562589 (4) 903.2649110 (7) 983.6192456 (4) 5.0 (5)
PLEA� 403.6007055 (1) 472.4924280 (1) 460.2345572 (1) 493.5997872 (1) 512.4732885 (1) 1.0 (1)
PLEA 756.6830498 (5) 805.4063519 (4) 770.5967830 (6) 801.1521475 (5) 839.1051827 (2) 4.4 (4)

TABLE 13
Characteristics of 10 Real-World Datasets From [41] With Unknown Ground-True Label Distributions Used in Experimental

Evaluation With MLL Metrics

Dataset S T dimðSÞ LðSÞ LCardðSÞ LDenðSÞ DLðSÞ F ðSÞ
Emotions 415 178 72 6 1.869 0.311 27 numeric
Medical 645 333 1449 45 1.245 0.028 94 nominal
Cal500 250 252 68 174 26.044 0.150 502 numeric
Birds 320 325 260 19 1.014 0.053 133 numeric
Enron 1123 579 1001 53 3.378 0.064 753 nominal
Yeast 1200 1217 103 14 4.237 0.303 198 numeric
Image 1000 1000 294 5 1.236 0.247 20 numeric
Scene 1211 1196 294 6 1.074 0.179 15 numeric
Corel5k 2500 2500 499 374 3.522 0.009 3175 nominal
Bibtex 3700 3695 1836 159 2.402 0.015 2856 nominal

TABLE 14
Performance Comparison of 10 Algorithms on 10 Real-World Datasets of [41] Without

Ground-True Label Distributions Using Hamming Loss #

Algorithms BP-MLL MLNB ML-kNN AA-BP LDSVR CPNN AA-kNN IIS-LLD PLEA PLEA�

Yeast 0.4500 (6) 0.2061 (3) 0.1980 (2) 1.0000 (9.5) 0.3037 (5) 0.6964 (8) 0.2297 (4) 1.0000 (9.5) 0.1945 (1) 0.6963 (7)
Emotions 0.2987 (4) 0.2414 (2) 0.2584 (3) 1.0000 (9.5) 0.2996 (5) 0.7097 (8) 0.3006 (6) 1.0000 (9.5) 0.2406 (1) 0.6507 (7)
Medical 0.0290 (4) 0.0362 (5) 0.0178 (2) 1.0000 (10) 0.9721 (7) 0.9732 (8) 0.0184 (3) 0.9959 (9) 0.0115 (1) 0.9070 (6)
Cal500 0.1472 (2) 0.2062 (6) 0.1416 (1) 1.0000 (9.5) 0.1488 (3) 0.8522 (8) 0.1814 (5) 1.0000 9.5) 0.1596 (4) 0.7025 (7)
Birds 0.0683 (4) 0.0704 (5) 0.0546 (2) 1.0000 (9.5) 0.0517 (1) 0.9491 (8) 0.0748 (6) 1.0000 (9.5) 0.0645 (3) 0.4921 (7)
Image 0.3056 (5) 0.2108 (3) 0.1888 (2) 1.0000 (9.5) 0.7516 (6.5) 0.7522 (8) 0.2158 (4) 1.0000 (9.5) 0.1654 (1) 0.7516 (6.5)
Scene 0.2904 (6) 0.1225 (4) 0.0962 (2) 1.0000 (9.5) 0.1810 (5) 0.8194 (8) 0.1134 (3) 1.0000 (9.5) 0.0847 (1) 0.7446 (7)
Enron 0.0682 (4) 0.1162 (6) 0.0623 (2) 1.0000 (10) 0.0677 (3) 0.9339 (8) 0.0705 (5) 0.9919 (9) 0.0546 (1) 0.8892 (7)
Corel5k 0.0094 (2) 0.0138 (5) 0.0093 (1) 1.0000 (9.5) 0.9907 (7.5) 0.9907 (7.5) 0.0114 (4) 1.0000 (9.5) 0.0098 (3) 0.9877 (6)
Bibtex 0.0160 (4) 0.0846 (6) 0.0135 (2) 1.0000 (9.5) 0.0149 (3) 0.9853 (8) 0.0165 (5) 1.0000 (9.5) 0.0126 (1) 0.8492 (7)

Average rank 4.1 (3) 4.5 (4.5) 1.9 (2) 9.6 (10) 4.6 (6) 7.95 (8) 4.5 (4.5) 9.4 (9) 1.7 (1) 6.75 (7)
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TABLE 15
Performance Comparison of 10 Algorithms on 10 Real-World Datasets of [41] Without

Ground-True Label Distributions Using Ranking Loss #
Algorithms BP-MLL MLNB ML-kNN AA-BP LDSVR CPNN AA-kNN IIS-LLD PLEA PLEA�

Yeast 0.4450 (5) 0.2323 (2) 0.1716 (1) 0.5915 (9) 0.4974 (7) 0.9708 (10) 0.5054 (8) 0.4809 (6) 0.2904 (3) 0.4011 (4)
Emotions 0.4803 (7) 0.2285 (2) 0.2827 (3) 0.9453 (10) 0.5899 (8) 0.8511 (9) 0.4283 (6) 0.3877 (5) 0.2166 (1) 0.3670 (4)
Medical 0.2445 (5) 0.0623 (2) 0.0555 (1) 0.8245 (9) 0.5000 (7) 0.8982 (10) 0.5039 (8) 0.3082 (6) 0.1093 (3) 0.1157 (4)
Cal500 0.1996 (3) 0.1882 (2) 0.1880 (1) 0.5126 (8) 0.5005 (7) 0.8621 (10) 0.7750 (9) 0.4937 (6) 0.4749 (4) 0.4903 (5)
Birds 0.3964 (6) 0.2115 (1) 0.3035 (3) 0.6485 (9) 0.4374 (8) 0.3132 (2) 0.7335 (10) 0.4157 (7) 0.3865 (5) 0.3519 (4)
Image 0.7956 (9) 0.2231 (3) 0.2008 (2) 0.7320 (8) 0.5000 (7) 0.8892 (10) 0.3139 (4) 0.3819 (6) 0.1456 (1) 0.3206 (5)
Scene 0.5992 (6) 0.1070 (4) 0.1059 (3) 0.7328 (9) 0.6556 (7) 0.8609 (10) 0.1838 (5) 0.6753 (8) 0.0575 (1) 0.0592 (2)
Enron 0.3738 (4) 0.1776 (2) 0.1201 (1) 0.6236 (8) 0.4741 (6) 0.9621 (10) 0.8563 (9) 0.5165 (7) 0.3229 (3) 0.4146 (5)
Corel5k 0.2695 (2) 0.4145 (3) 0.2672 (1) 0.5134 (9) 0.5000 (8) 0.4990 (7) 0.9444 (10) 0.4954 (6) 0.4439 (4) 0.4696 (5)
Bibtex 0.4764 (6) 0.2037 (4) 0.2427 (5) 0.5243 (8) 0.5012 (7) 0.6954 (9) 0.7416 (10) 0.0000 (1) 0.0897 (2) 0.0960 (3)

Average rank 5.3 (5) 2.5 (2) 2.1 (1) 8.7 (9.5) 7.2 (7) 8.7 (9.5) 7.9 (8) 5.8 (6) 2.7 (3) 4.1 (4)

TABLE 16
Performance Comparison of 10 Algorithms on 10 Real-World Datasets of [41] Without

Ground-True Label Distributions Using One Error #
Algorithms BP-MLL MLNB ML-kNN AA-BP LDSVR CPNN AA-kNN IIS-LLD PLEA PLEA�

Yeast 0.7034 (8) 0.2475 (4) 0.2454 (3) 0.7857 (9.5) 0.4286 (5) 0.0714 (1) 0.4999 (6) 0.7857 (9.5) 0.1429 (2) 0.6429 (7)
Emotions 0.7022 (10) 0.4100 (4) 0.4213 (5) 0.0000 (1) 0.6667 (8.5) 0.3333 (2.5) 0.4899 (6) 0.3333 (2.5) 0.5000 (7) 0.6667 (8.5)
Medical 0.4024 (4) 0.4324 (6) 0.2583 (2) 1.0000 (10) 0.5000 (8) 0.4290 (5) 0.1579 (1) 0.5789 (9) 0.3421 (3) 0.4737 (7)
Cal500 0.1071 (2.5) 0.1111 (4) 0.1071 (2.5) 0.8678 (9) 0.8563 (8) 0.3333 (5) 0.5862 (6) 0.8046 (7) 0.0776 (1) 0.8793 (10)
Birds 0.7989 (6) 0.5287 (4) 0.7126 (5) 0.8421 (8) 0.4990 (3) 0.8421 (8) 0.4737 (2) 0.9474 (10) 0.4474 (1) 0.8421 (8)
Image 0.6710 (9) 0.4030 (4) 0.3630 (3) 1.0000 (10) 0.5000 (6) 0.5470 (7) 0.4990 (5) 0.2000 (2) 0.0000 (1) 0.6000 (8)
Scene 0.8269 (8) 0.3002 (4) 0.2575 (3) 1.0000 (9.5) 0.4999 (6) 0.3333 (5) 0.5000 (7) 1.0000 (9.5) 0.0000 (1.5) 0.0000 (1.5)
Enron 0.2642 (1) 0.5009 (4) 0.4076 (2) 0.9804 (10) 0.9615 (9) 0.5050 (5) 0.4808 (3) 0.9423 (8) 0.6923 (6) 0.8846 (7)
Corel5k 0.9716 (7) 0.8868 (5) 0.7856 (4) 0.9865 (10) 0.4890 (3) 0.4400 (1) 0.4419 (2) 0.9797 (9) 0.9302 (6) 0.9767 (8)
Bibtex 0.4547 (3) 0.5681 (4) 0.6363 (5) 0.9937 (10) 0.9497 (8) 0.9874 (9) 0.7688 (6) 0.8428 (7) 0.3459 (1) 0.3899 (2)

Average rank 5.85 (6) 4.3 (3) 3.45 (2) 8.7 (10) 6.45 (7) 4.85 (5) 4.4 (4) 7.35 (9) 2.95 (1) 6.7 (8)

TABLE 17
Performance Comparison of 10 Algorithms on 10 Real-World Datasets of [41] Without

Ground-True Label Distributions Using Coverage #
Algorithms BP-MLL MLNB ML-kNN AA-BP LDSVR CPNN AA-kNN IIS-LLD PLEA PLEA�

Yeast 0.8990 (9) 0.6629 (2) 0.6385 (1) 1.4925 (10) 0.8982 (8) 0.8845 (5) 0.8794 (3) 0.8976 (7) 0.8816 (4) 0.8868 (6)
Emotions 0.3089 (9) 0.1960 (7) 0.2320 (8) 0.4125 (10) 0.1568 (1) 0.1703 (6) 0.1661 (4) 0.1643 (3) 0.1570 (2) 0.1693 (5)
Medical 0.2955 (8) 0.1934 (5) 0.3564 (9) 0.5036 (10) 0.2087 (7) 0.2081 (6) 0.1374 (3) 0.1562 (4) 0.0520 (1) 0.0538 (2)
Cal500 1.3386 (10) 0.1346 (1) 1.3045 (9) 0.2332 (8) 0.2284 (4) 0.2316 (7) 0.2315 (6) 0.2286 (5) 0.2281 (2) 0.2282 (3)
Birds 0.4415 (10) 0.2695 (3) 0.3606 (9) 0.2702 (4) 0.3014 (8) 0.2309 (1) 0.2899 (7) 0.2771 (5) 0.2828 (6) 0.2646 (2)
Image 2.1460 (10) 1.1700 (9) 1.0760 (8) 0.9980 (7) 0.9608 (2) 0.9648 (4) 0.9644 (3) 0.9872 (6) 0.9512 (1) 0.9868 (5)
Scene 2.0761 (10) 0.6296 (1) 0.6405 (2) 1.2093 (9) 1.0843 (7) 1.0773 (6) 1.0505 (5) 1.1597 (8) 0.9330 (3) 0.9685 (4)
Enron 0.2369 (2) 0.2313 (1) 1.6046 (10) 1.0148 (9) 0.4936 (6) 0.5028 (8) 0.4956 (7) 0.4891 (5) 0.4579 (3) 0.4792 (4)
Corel5k 0.1980 (4) 0.2062 (6) 0.1983 (5) 1.6825 (10) 1.5023 (7.5) 1.5023 (7.5) 1.5126 (9) 0.1876 (3) 0.1806 (1) 0.1813 (2)
Bibtex 0.7356 (10) 0.3788 (8) 0.6146 (9) 0.3562 (5) 0.3382 (4) 0.3598 (7) 0.3585 (6) 0.2068 (1) 0.2457 (2) 0.2486 (3)

Average rank 8.2 (9.5) 4.3 (3) 7.0 (8) 8.2 (9.5) 5.45 (6) 5.75 (7) 5.3 (5) 4.7 (4) 2.5 (1) 3.6 (2)

TABLE 18
Performance Comparison of 10 Algorithms on 10 Real-World Datasets of [41] Without

Ground-True Label Distributions Using Average Precision "
Algorithms BP-MLL MLNB ML-kNN AA-BP LDSVR CPNN AA-kNN IIS-LLD PLEA PLEA�

Yeast 0.4297 (5) 0.7481 (2) 0.7566 (1) 0.2675 (10) 0.3965 (6) 0.3064 (9) 0.4779 (4) 0.3125 (8) 0.5085 (3) 0.3876 (7)
Emotions 0.5161 (4) 0.7324 (1) 0.6897 (2) 0.3422 (9) 0.4900 (6) 0.3123 (10) 0.4926 (5) 0.4220 (8) 0.6217 (3) 0.4502 (7)
Medical 0.2081 (6) 0.6080 (2) 0.7898 (1) 0.0186 (10) 0.0480 (8) 0.0467 (9) 0.3692 (5) 0.2035 (7) 0.5783 (3) 0.5315 (4)
Cal500 0.4783 (2) 0.4372 (3) 0.4882 (1) 0.1655 (9) 0.1676 (8) 0.1598 (10) 0.1705 (5) 0.1687 (6) 0.1815 (4) 0.1686 (7)
Birds 0.2460 (3) 0.5423 (1) 0.3875 (2) 0.0653 (10) 0.0759 (9) 0.1013 (8) 0.1131 (7) 0.1151 (6) 0.1255 (5) 0.1382 (4)
Image 0.5111 (5) 0.7386 (2) 0.7649 (1) 0.1650 (10) 0.2729 (8) 0.2645 (9) 0.5954 (4) 0.3663 (7) 0.7073 (3) 0.4176 (6)
Scene 0.4200 (7) 0.8191 (4) 0.8378 (2) 0.1247 (10) 0.7859 (5) 0.2954 (8) 0.7649 (6) 0.1615 (9) 0.8407 (1) 0.8353 (3)
Enron 0.2057 (3) 0.2135 (2) 0.5509 (1) 0.0522 (10) 0.0747 (9) 0.0828 (7) 0.1201 (6) 0.0812 (8) 0.1890 (4) 0.1207 (5)
Corel5k 0.2012 (2) 0.2200 (1) 0.1929 (3) 0.0140 (9) 0.0141 (7.5) 0.0141 (7.5) 0.0252 (5) 0.0137 (10) 0.0339 (4) 0.0193 (6)
Bibtex 0.0659 (6) 0.3874 (1) 0.3057 (4) 0.0155 (9) 0.0226 (7) 0.0182 (8) 0.1111 (5) NaN (10) 0.3871 (2) 0.3768 (3)

Average rank 4.3 (4) 1.9 (2) 1.8 (1) 9.6 (10) 7.35 (7) 8.55 (9) 5.2 (5.5 ) 7.9 (8) 3.2 (3) 5.2 (5.5)
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significance level of 0.05, among 10 algorithms and 10 data-
sets. Based on Table 20, we use Nemenyi test [45] to check
the average ordering comparison between two comparing
algorithms. Figs. 8, 9, 10, 11, and 12 represent the results
with a CD graph for each of the five MLL metrics, respec-
tively. The results indicate that our PLEA on average
achieves the best multi-label classification performance is
statistically significant.

4.5 Summary

Combined with the experimental results of the previous
three subsections, we can confidently draw the conclusion
that the proposed PLEA algorithm offers considerable
advantages over the existing well-established LDL algo-
rithms as well as the state-of-the-art MLL algorithms, in
terms of both LDL accuracy and MLL performance. Specifi-
cally, our PLEA consistently outperforms the existing LDL
and MLL algorithms in the multi-label distribution learning
task, and it is also capable of offering excellent performance
for the mulit-label classification learning task. Furthermore,
our PLEA algorithm consistently achieves better runtime
performance than the IIS-LLD, which is the existing state-
of-the-art LDL algorithm.

5 CONCLUSION

In this paper, we have proposed a new probabilistic label
enhancement algorithm for the challenging multi-label label
distribution learning problem. Our novel contribution has
been twofold. More specifically, we have proposed a mani-
fold space learning based feature extraction and a robust

TABLE 19
Multi-Label Classification Ranking Performance of
10 Algorithms Averaged Over 10 Datasets of [41]

and 5 MLL Measures

Algorithm Average rank

PLEA 2.61 (1)
ML-kNN 3.25 (2)
MLNB 3.5 (3)
PLEA� 5.27 (4)
AA-kNN 5.46 (5)
BP-MLL 5.55 (6)
LDSVR 6.21 (7)
IIS-LLD 7.03 (8)
CPNN 7.16 (9)
AA-BP 8.96 (10)

TABLE 20
Friedman Statistics FF , in Terms of Each Evaluation
Metric and the Critical Value at a Significance Level
of 0.05 (Comparing Algorithms 10, Datasets 10)

Evaluation metric FF Critical value

Hamming loss 60.0981

1.998

ranking loss 23.4512
one error 5.1172
coverage 5.5945
average precision 45.4132

Fig. 8. CD diagrams given CD ¼ 2:7053 of Nemenyi tests on the 10 algo-
rithms for Hamming loss evaluation metric.

Fig. 9. CD diagrams given CD ¼ 2:7053 of Nemenyi tests on the 10 algo-
rithms for ranking loss evaluation metric

Fig. 10. CD diagrams given CD ¼ 2:7053 of Nemenyi tests on the 10
algorithms for one error evaluation metric.

Fig. 11. CD diagrams given CD ¼ 2:7053 of Nemenyi tests on the 10
algorithms for coverage evaluation metric.

Fig. 12. CD diagrams given CD ¼ 2:7053 of Nemenyi tests on the 10
algorithms for average precision evaluation metric.
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linear regression to derive the reduced-dimensional princi-
pal features and their corresponding estimated label distri-
butions. This has enabled us to estimate the unknown true
label distributions based on the enhanced maximum
entropy model with improved estimation accuracy and
reduced computational complexity. Extensive experimental
results have confirmed that compared with the latest exist-
ing multi-label LDL algorithms, our proposed PLEA algo-
rithm offers clear advantages, in terms of both label
distribution estimation accuracy and computational com-
plexity. Furthermore, our PLEA is also capable of offering
excellent performance on the multi-label classification learn-
ing problem.
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