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Abstract—Vehicular networks have been attracting increasing attention recently from both the industry and research communities.
One of the challenges in this area is understanding vehicular mobility, which is vital for developing accurate and realistic mobility
models to aid the vehicular communication and network design and evaluation. Most of the existing works mainly focus on designing
microscopic level models that describe the individual mobility behaviors. In this paper, we explore the use of Markov jump process to
model the macroscopic level vehicular mobility. Our proposed simple model can accurately describe the vehicular mobility and,
moreover, it can predict various measures of network-level performance, such as the vehicular distribution, and vehicular-level
performance, such as average sojourn time in each area and the number of sojourned areas in the networks. Model validation based
on two large scale urban city vehicular motion traces confirms that this simple model can accurately predict a number of system
metrics crucial for vehicular network performance evaluation. Furthermore, we propose two applications to illustrate that the proposed
model is effective in analysis of system-level performance and dimensioning for vehicular networks.

Index Terms—Vehicular networks, mobility modeling, Markov jump process, performance evaluation

1 INTRODUCTION

RECENTLY, as more and more vehicles are equipped
with devices to provide wireless communication

capacities, interests on vehicular communications and
networks have grown significantly [1]. Newly emerged
vehicular communication networks are seen as a key tech-
nology for improving road safety and building intelli-
gent transportation system (ITS) [2]. Many applications of
vehicular networks are also emerging, including automatic
collision warning, remote vehicle diagnostics, emergency
management and assistance for safely driving, vehicle
tracking, automobile high speed Internet access, and multi-
media content sharing. In USA, Federal Communications
Commission has allocated 75 MHz of spectrum for
dedicated short-range communications in vehicular net-
works [3], and IEEE is also working on the related standard
specifications. Many consortia and standardisation bod-
ies are actively develop technologies and protocols for
information transmission between vehicles and roadside
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unit (RSU) infrastructure equipments, known as vehicles
to infrastructures (V2I), and between vehicles, known as
vehicles to vehicles (V2V).

Urban vehicular ad hoc networks (VANETs) [4] are
recognised as an important component of the next genera-
tion ITS to alleviate serious traffic problems, such as traffic
jams and accidents, as well as to enable new mobile appli-
cations to the public [1]. Since urban VANETs are highly
mobile, it is hard to maintain a connected and stable net-
work to communicate. Thus, they are usually distributed,
self-organized by the mobile vehicles, and characterized by
very high movement and limited communication opportu-
nities in nodes mobility patterns. This brings a strong inter-
action between the vehicular mobility and network protocol
design, which is the main focus for the current development
of VANETs [4]. Firstly, mobility in the macroscopic scale,
which characterises the flows of vehicular traffic directed
from one regions to another, influences the spatial distri-
bution of vehicles, which in turn alters the data traffic.
Thus, a specific relationship between the mobility and wire-
less communication exists in VANETs. Secondly, mobility in
the microscope level, which specifies the individual vehicu-
lar mobility, influences the positions of individual vehicles.
Hence, the communication rate changes when a vehicle
communicates with RSUs via V2I [5] or other vehicles via
V2V [6].

In terms of the design of VANETs, since VANET tech-
nologies adopted have a huge impact on the automotive
market, a growing effort has been made in the devel-
opment of communication protocols and mobility models
by explicitly taking into account the influence of mobility
on communication that is specific to vehicular networks,
so that the relationship between node mobility and com-
munication can be utilized efficiently. In terms of the
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performance evaluation of protocols and vehicular network
systems, economic issues and technology limitations make
theoretical analysis and simulation the main choices in the
validation of VANETs. In practice, theoretical analysis and
simulation are also widely adopted as the first step in
the development of real world technologies [6]. A critical
aspect in theoretical analysis and simulation of VANETs is
the need for a realistic mobility model reflecting the real
behaviors of vehicles, in terms of both large-scale vehicular
traffic and microscope level of individual mobility. It can
be seen that realistic and accurate mobility models are cru-
cial to the development of vehicular networks and related
works in this area form an important part of the on-going
development of vehicular networks [6].

After many years of exciting research, a large variety
of mobility models are available, which can be classified in
three different classes, synthetic models that are obtained by
mathematical modeling, survey models extracting mobility
patterns from surveys, and trace-based models generating
mobility patterns from real mobility trace [6]. Practicality
of these mobility models varies from very trivial to most
realistic one, and they include freely available models as
well as commercial vehicular simulators. However, these
models consider each vehicular node as a distinct entity,
and they belong to the microscopic-level modeling [7].
Although microscopic-level models can describe individual
mobility behavior precisely, they do not have the capacity to
describe the overall mobility of the whole network. By con-
trast, a macroscopic-level description can characterize the
gross quantities or metrics, such as vehicular distribution
and density, and mean velocity, by treating the vehicu-
lar traffic according to fluid dynamics and, therefore, can
reveal the large-scale overall vehicular behaviors and traffic.
Furthermore, macroscopic-level models are indispensable
for network dimensioning, answering “what if” questions
like how the network performance changes or the deployed
network evolves as the number of vehicles or commu-
nication demands scale up [8]. Thus, macroscopic-level
vehicular mobility models are crucial for the development
of vehicular networking protocols and algorithms.

Against this background, in this paper, we consider
the problem of modeling the macroscopic-level vehicular
mobility. Specifically, we explore the use of Markov jump
process to model the vehicular mobility among the areas
divided by the intersections of city roads. In this model,
vehicles arrive in the system according to a random process,
move from one area to another area by making independent
probabilistic transitions, and finally depart the system. The
fundamental question we addressed is whether this simple
model can accurately describe the vehicular mobility, and
predict various measures of network-level performance,
such as vehicular distribution, as well as vehicular-level
performance, such as average sojourn time in each area and
the number of sojourned areas in the vehicular network.
Our novel contributions are summarized as follows.

1) We model the macroscopic-level vehicular mobil-
ity as a Markov jump process. Under this model,
we obtain three important metrics related to vehic-
ular mobility and system performance, which are

vehicular area distribution, average sojourn time in
each area, and average mobility length.

2) Using two large-scale urban city vehicular motion
traces, we validate the accuracy of the proposed
vehicular mobility model by comparing the model
predicted results with those observed in the traces.
Our results confirm that this simple macroscopic-
level model can accurately predict a number of
key system metrics which are crucial in evaluating
vehicular network performance.

3) Under the proposed Markov jump process model
for vehicular mobility, we introduce two specific
applications, the first one determining how much
the capacity that the RSUs should provide with
the increase of communication demands resulting
from the increase of vehicles, and the second one
investigating the performance of the combined-
communication network of V2I and V2V. These
two applications demonstrate that the proposed
model is effective in analysis of system-level per-
formance and dimensioning for vehicular networks.

The rest of this contribution is organized as follows.
After introducing the related work in Section 2, we offer
our motivation and describe our proposed system model
in Section 3. Section 4 derives the related system perfor-
mance metrics based on the proposed model. In Section 5,
we present the model simulation based on real vehicular
mobility traces and provide the model validation results.
This is followed by two specific applications of vehicular
network performance analysis in Section 6. We conclude
the paper in Section 7.

2 RELATED WORK

For the mobility models, generally they can be classified
by three categories of macroscopic, mesoscopic, and micro-
scopic models. For the microscopic level mobility model,
a large number of models are available. In this category,
synthetic models such as random walk [14] and random
waypoint [15]–[17] and survey-based models [18], [19] are
often unable to provide modeling of motion patterns even
though they can be very complex. Among them, some of
the well-known mobility models like random waypoint fail
to capture the steady state and realistic mobility behav-
iors [15]. Consequently, the trace-based approach attempts
to extract mobility models from real mobility traces by
approximating the movements based on the observed
movement patterns [23], [24], [26]. For the mesoscopic level
mobility model, Banerjee et al. [25] model the vehicle tran-
sitions between different areas in a small part of the city.
In this category, there are also some models from the area
of civil engineering [20]–[22] targeting at predicting the
traffic [21], providing safety-driven applications [20], and
simulating the transportation systems [22]. All these meso-
scopic and microscopic-level individual-mobility modeling
approaches have the limitation that they are unable to
obtain global mobility patterns. Also these models are often
too complex to be concisely described by mathematical
equations. Instead of modeling the individual mobility, our
work focuses on the macroscopic-level mobility modeling.
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To our best knowledge, this is the first work that gives
a simple mobility model with large-scale urban vehicular
mobility empirical data validation.

Recent work [27] focuses on studying the metric of inter-
contact time, which denotes the time between two successive
communication contacts of two vehicles, and it finds that
the inter-contact time exhibits the exponential distribution
over a large range of timescales. Poisson distributed con-
tact rate has been validated to fit well to real vehicular
traces and is widely used to model opportunistic vehicu-
lar systems [26], [28], [29]. Instead of studying inter-contact
time, Li et al. [30] study another key metric known as con-
tact duration, which is how long a contact lasts. In contrast
to these works which reveal the vehicular contact patterns
that indirectly reflect the macroscopic mobility, we directly
model the macroscopic-level vehicular mobility, and study
the vehicular mobility flow and spatial distribution among
macroscopic areas.

Previous investigation on modeling and performance
analysis with Markov process or queueing network model
mostly focuses on access networks or applications in peer-
to-peer live streaming systems [31]–[33]. The most closely
related works are in theoretical analysis for cellular and
WiFi networks [8]–[13], [34], [35]. In cellular network
research, Markov mobility models have been used to ana-
lyze the performance around for decades from [9] to recent
works of [12], [13]. In these works, the Markov model is
used to predict user mobility in the cellular networks with
the aims of resource reservation [10], [12], spectrum allo-
cation [11] and performance evaluation [13]. For specific
examples, Ashtiani et al. [34] use a closed queueing network
with a fixed number of nodes to model the users and traffic
in the cellular network, Kim et al. [35] utilise a M/M/c/c
queues to mode cellular network mobile users, while Chen
et al. [8] propose a mixed queueing network model to
describe the user mobility among access points in a campus
wireless network environment. All these models for wire-
less networks are proposed under various assumptions to
facilitate mathematical derivations. By contrast, our work
focuses on modeling the large-scale urban vehicular mobil-
ity. Rather than giving complex mathematical derivation,
we justify that using the simplest Markov jump process
model can capture the essential properties for vehicular
mobility by the validation using two empirical real mobil-
ity traces. Moreover, we introduce two typical applications,
which demonstrate the usefulness of our proposed model
in vehicular network performance analysis and design.

3 PROPOSED MODEL

Since we use two large-scale urban city vehicular motion
traces, Shanghai and Beijing traces, to validate our model,
and these two data sets play a crucial role in motivating
our work, we first provide a brief description of these two
traces.

3.1 Data Sets and Preprocessing
Shanghai trace [27] was collected by SG project [36],
in which 4,441 operational taxis covered the month of
February 2007 in Shanghai city. In this trace, a taxi sends
its position report by GPRS to the central database every 1

minute when it has passengers onboard but every 15 sec-
onds when it is vacant for the reason of real-time schedul-
ing. However, the different intervals of reporting may
distort the records of the physical movements of the taxis,
since most of taxis are not vacant most of the time. Another
potential drawback of this trace is that the number of taxis
is limited. Indeed, about 4400 taxis and 1 minute duration
may not be sufficient to record the statistical features of
mobility in a high-speed large urban environment.

In collecting Beijing trace, we used the mobility track logs
obtained from 28,590 participating Beijing taxis carrying
GPS receivers during May 2010. The reason for us to also
choose taxis as vehicular devices is that taxis are more sen-
sitive to urban environments in terms of underlying road
topology, traffic control and urban planning, and they have
broader coverage in terms of space and operation time than
buses and private cars. Specifically, we utilized the GPS
devices to collect the taxis locations and timestamps and
GPRS modules to report the records every 15 seconds for
moving taxis. The specific information contained in such
a report includes: the taxi’s ID, the longitude and latitude
coordinates of the taxi’s location, timestamps, instant speed
and heading. Beijing trace is the largest vehicular data trace
available.

By collecting the GPS information of longitude and lat-
itude coordinates, we obtain the taxis’ moving traces that
indicate the taxis’ locations varying with the time. Since
these locations are measured by the GPS devices, the noise
may exist in the collected data due to the inaccuracy of
GPS device. Furthermore, the taxis may not all report their
location times at the same time slots with the same fixed fre-
quency, as in the case of Shanghai trace. Therefore, we need
to process the data trace to obtain the accurate locations of
all the taxis in the same time slots and with the same fre-
quency. In order to achieve these goals, we first use the city
maps of Shanghai and Beijing for the respective traces to
correct the taxis’ locations so that they are in the regions of
related city roads. Then, we use the method of linear inter-
polation (LI) to insert location points so that all the taxis
have location information at every 15-second interval. To
illustrate how this LI method works, consider that we have
the location information of one taxi in the original trace
with the locations l1, l2, . . . , ln recorded at the time points
t1 < t2 < · · · < tn, and we want to insert the location infor-
mation lt at the time point t which is calculated according
to the 15-second frequency. All we need to do are finding tm
that satisfies tm ≤ t < tm+1, and then estimating the location
lt by the following LI

lt = tm+1 − t
tm+1 − tm

· lm + t − tm

tm+1 − tm
· lm+1.

In order to verify that the above data preprocessing
approach does not include artificial and inaccurate informa-
tion into the original data trace, we use the data obtained by
this preprocessing method for the one-day taxis’ locations
to plot the trajectories of all the taxis, which are shown in
Fig. 1(a) and (b) for Beijing and Shanghai data, respectively.
It can be seen from Fig. 1 that the data sets are sufficiently
large, and even using one-day data can recover the whole
city maps. In order to further demonstrate the accuracy of
our data preprocessing, we compare the recovered maps of
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Fig. 1. City maps recovered from one-data taxis mobility traces of
(a) Beijing, and (b) Shanghai.

Beijing and Shanghai depicted in Fig. 1 with the true Beijing
and Shanghai maps. It can be verified that all the taxis’ tra-
jectories determined by the preprocessing are in the related
city roads, and the two city maps drawn by these one-day
trajectories are very similar to the corresponding true city
maps.

3.2 Modeling Motivation
Consider a vehicle moving in the roads of a city. It will
travel along a road and come across an intersection. It
may wait at the traffic light for some time and choose the
direction at the intersection, and then travels to another
road to drive on. In the downtown of a big city, the roads
are usually very crowded, and the intersections are very
dense, which lead to very long waiting time at intersections
and relatively short deriving time along roads. Therefore,
intersection is an important factor in modeling the urban
vehicular mobility. Thus, viewing from the sky above the
city, we observe that a crowd of vehicles waiting at the area
of each intersection, and streams of traffic moving from one
area to another area. In other words, in order to describe
the vehicular distribution, we need to pay particular atten-
tion to the areas around intersections and to understand the
vehicular behaviors of transition from one area to another
from the system viewpoint.

Thus, if we divide the whole urban city into different
areas each including at least one intersection, we can model
the vehicles moving from one area to another adjacent area
and therefore model the vehicular traffic transiting from
one area to another. Take Fig. 2 as an example, which is
the map of the central area in Shanghai. We first mark
the important intersections surrounded by large numbers
of vehicles, which are indicated by the red points in Fig. 2,
and then divide the whole map into the areas around the
selected intersections. The method for this area partition
can be chosen flexibly according to the needs of specific
applications. For example, if we want to obtain the model
to be used in the vehicular network design, e.g. for the use
to decide how to deploy the RSU system, then the Voronoi
diagram [37] can used, where the boundary between two
neighbouring areas passes the middle point of the line con-
necting the two selected neighbouring intersections and is
perpendicular to this line.

Let us consider the 2-dimensional vehicular mobility
defined by a sequence of steps that a vehicle travels in the
city, which is modelled or partitioned as the areas around

Fig. 2. Illustration of area partition for the central part of Shanghai city.

the intersections as described previously. A step is defined
by a tuple (t1, t2, A) during which a vehicle travels in an
area, where A denotes an area, t1 is the time that the vehi-
cle enters area A, and t2 is the time that it departs the area.
In the first step, the vehicle enters the city or the mod-
elled region by entering an area, and after some steps, it
moves out of the modelled region. Every vehicle moves
in this way by transiting from one area to another area,
which depicts each vehicle’s mobility. Thus, we can describe
the traffic flows of the whole system by combining all the
vehicles’ mobility patterns and all the intersections together
as a system. We are now ready to introduce our Markov
jump process to model the above macroscopic-level vehicle
mobility scenario.

3.3 Model Description
Using the method of area partitioning described in the
previous subsection, the whole vehicular system can be
partitioned into areas, the number of which is denoted by
N. Vehicles move into the system, transit from one area to
another, and finally move out the system. We use a Markov
jump process to model this system, which is illustrated
in Fig. 3. The Markov jump process includes N states to
represent the N partitioned areas in the system. The states
are numbered by the set N = {1, 2, . . . , N}, and the corre-
sponding areas are denoted by the set A = {A1, A2, . . . , AN},
which is also used to represent the set of all the N states.
A vehicle entering the system and moving from one area
to another is modelled by the entrance into the Markov
jump process and the transition from one state to another.
We now specify the parameters of this Markov jump pro-
cess that describe the dynamic behaviors of this vehicular
mobility system.

From the viewpoint of the Markov jump process, vehi-
cles enter the system with certain rate, stay in a state for
some time, and then transfer to other state with the events

Fig. 3. Vehicular mobility model.
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TABLE 1
Parameters of the Markov Jump Process Model

of turn on and turn off. In this vehicular mobility system
with multi-areas, the vehicles’ dynamic behaviors occur on
two different time scales. Vehicles may enter and depart the
system, or appear and disappear from the system due to
turn on/off, which happen in a long time scale. Vehicles
may change areas, that is, switch from one state to another,
which occur at a short time scale. To model the dynamics
of long time scale, we assume that vehicles arrive at state
n, n ∈ N , with rates of λn, which includes the rates that the
vehicles move into the modeled area and the vehicles turn
on, and define it as exogenous arrival rate. When a vehicle
moves into area An, it will stay in this area for a period
of time. We assume that the average amount of time that
vehicles stay with state An is μn. The distribution of this
staying time may be arbitrary. To characterize the dynam-
ics of short time scale, we assume that after the vehicle
staying in area An for a random period of time, it switches
to area Am, where m �= n, with probability pnm, or it leaves
the region with probability pn0. pn0 is defined as the prob-
ability of vehicles leaving the system from area n since the
two reasons of moving into other areas out of our model
and vehicles turning off in area n. To complete the descrip-
tion of the vehicular mobility system, we denote the total
number of vehicles in the system as M, and the number of
vehicles in area An by Wn.

The key parameters in our model are summarized in
Table 1. To recap, we model the vehicular mobility system
partitioned into N areas as a Markov jump process of N
states. In this open system with M vehicles, vehicles join
and leave the system freely. The exogenous arrival rate for
state An is λn, and the effective arrival rate for state An is
γn which takes into account the exogenous arrival rate λn
and all the transitions from other areas Am for m �= n. After
staying in the state An for the time period of 1/μn, a vehicle
switches to another state Am with probability pnm, or it may
leave the process with probability pn0. We will denote the
load of state An as ρn = γn/μn.

For the above Markov jump process used to model the
vehicular mobility system, if the exogenous arrival to each
state follows a Poisson process, it becomes a Markov jump
process with superimposed Poisson arrival [9], [38]. This
process has some well-known results regarding the user
distribution and waiting time, which we can then directly
apply to our vehicular mobility system. By using Beijing
and Shanghai traces, we find that the actual exogenous
arrival process of the vehicular mobility matches well with
the exponential distribution, as will be demonstrated by
the model validation results given in Section 5. Thus, the

vehicular mobility system can be modelled as a Markov
jump process with superimposed Poisson arrival, based
on which we can derive some key metrics to depict the
system’s achievable performance.

4 PERFORMANCE METRIC DERIVATION

Based on the Markov jump process model for vehicular
mobility, we derive three important metrics for evaluating
the system performance, which are vehicular area distribu-
tion, average sojourn time, and average mobility length,
where the vehicular area distribution reflects the impor-
tant macroscopic-level transitions and the sojourn time and
mobility length are vital to the problems of traffic conges-
tion and driving route selection. The definitions of these
three metrics are formally given as follows.

Definition 1. The vehicular area distribution is the steady-state
probability distribution that defines the population distribu-
tion of the vehicles among the areas of the system.

More specifically, let Wn be the random variable denoting
the number of vehicles in area An, where 1 ≤ n ≤ N. Then,
the marginal probability or single area vehicular distribu-
tion, denoted as P(Wn = wn), is the probability that there
are wn vehicles in area An. Obviously, wn ∈ {0, 1, 2, . . . , M}.

Furthermore, the joint area vehicular distribution,
denoted by π(w), is the joint probability of the vehi-
cle population distribution among all the areas, which is
expressed as

π(w) = P
(
W1 = w1, W2 = w2, . . . , WN = wN

)
, (1)

where w = [
w1 w2 · · · , wN

]
.

Definition 2. The sojourn time of a vehicle is defined as the
time period between that the vehicle enters into the system
by one of the areas and that it finally leaves the system. This
parameter is related to the session time that a vehicle spends
when visiting the system. By averaging all the sojourn times
over all the vehicles of the system in the steady state, the
average sojourn time is obtained.

Definition 3. The average mobility length is defined as the
average number of areas that a vehicle travels through
during the sojourn time that it is in the system. This
parameter is related to the average number of transitions
that a vehicle makes during a session or stay with the
system.

4.1 Vehicular Area Distribution
In the system, area An has the exogenous arrival rate λn.
The vehicles switch from one area to another according to
the N × N switching probability matrix given by

P =

⎡

⎢⎢⎢⎢
⎣

0 p12 · · · p1N

p21 0
. . .

...
...

. . .
. . . pN−1N

pN1 · · · pNN−1 0

⎤

⎥⎥⎥⎥
⎦

. (2)

Note that in the above defined switching probability matrix

P, ∀n, 1 ≤ n ≤ N,
N∑

i=1
pni < 1 since the vehicles may move

out of the modeled areas with the probability pn0. Thus, it
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Fig. 4. Effective arrival rate An.

is not the Markov chain’s transition matrix. We treat A as a
Markov jump process of N states, and view each vehicle as
a customer which sojourns at state An for a random period
of time with mean 1/μn, which is the staying time in node
An. We first determine the effective arrival rate γn for An. As
illustrated in Fig. 4, by taking into account the exogenous
arrival rate λn and all the transitions from other areas Aj
for j �= n, the effective arrival rate γn of area An is given by

γn = λn +
∑

j∈N
j�=n

γjpjn, 1 ≤ n ≤ N. (3)

Define γ = [
γ1 γ2 · · · γN

]
as the effective arrival rate vector

for all the areas in A, and the exogenous arrival rate vec-
tor of the system as λ = [

λ1 λ2 · · · λn
]
. We can express the

relationship (3) in matrix form as follows

γ = λ + γ P. (4)

According to [39], I − P is invertible, where I denotes the
N×N identity matrix. Thus, the effective arrival rate vector
can be solved from (4) as γ = λ

(
I − P

)−1.
The load of area An is defined as ρn = γn/μn. We have

the following expressions for the single area vehicular dis-
tribution and joint area vehicular distribution related to the
loads ρn, 1 ≤ n ≤ N, of the system.

Lemma 1. The single area vehicular distribution of area An is
given by

P(Wn = wn) = ρn
wn e−ρn

wn!
, (5)

and the joint area vehicular distribution of the system is given
by

π(w) =
N∏

j=1

ρj
wj e−ρj

wj!
. (6)

Furthermore, the average or expected number of vehicles that
stay in area An is ρn.

Proof. For each area An, where 1 ≤ n ≤ N, the user arrival
rate is γn, the staying time is 1/μn, and the load of An
is ρn = γn/μn. Each area of the system is viewed as
a state. Therefore, according to the well-known results
from Markov jump process [38], the joint probability
distribution of the vehicular mobility system is given by

π(w) = P
(
W1 = w1, . . . , WN = wN

) =
N∏

j=1

ρj
wj e−ρj

wj!
.

The marginal distribution of individual area follows
immediately as

P
(
Wn = wn

) = ρn
wn e−ρn

wn!
.

We note that the distribution of vehicles at state An
follows the Poisson distribution with mean ρn. Therefore,
the expected number of vehicles that stay in area An is
ρn. This completes the proof.

4.2 Average Sojourn Time
Using the Markov jump process for the vehicular mobil-
ity, we can further analyze the average sojourn time, which
is a key system metric related to the mobility behaviors
and properties. First, recall that the system state set of the
Markov jump process is A = {A1, A2, . . . , AN}. Vehicles
transfer from one state to another are governed by the
switching probability matrix P defined in (2). Note that
we have already defined pn0 as the probability that a vehi-
cle leaves the modelled region from state An. In order to
specify the complete system, we may add the state A0 that
states vehicles are outside the system, namely, outside the
modelled region. Then the completed system state set is
Ā = A⋃

A0. Accordingly, we define p0n as the probability
that vehicles move into the system through area An. It can
be seen that p0n is the switching probability from state A0
to state An. From the definitions of pn0 and p0n, we have
the following expressions for them

pn0 = 1 − ∑

m∈N
m �=n

pnm, 1 ≤ n ≤ N, (7)

p0n = λn

/ N∑

m=1
λm, 1 ≤ n ≤ N. (8)

Let the vehicular sojourn time in the system be denoted
by S, and the average vehicular sojourn time be denoted
by E[S], where E[ • ] denotes the expectation operator. For
convenience of derivation, we define Tn as the conditional
vehicular staying duration in the system, namely, the con-
ditional vehicular sojourn time in the system, conditioned
on a vehicle starting from area An, and denote the average
value of Tn as E

[
Tn

]
. Using the above definitions and not-

ing that the switching probability from A0 to An is p0n, the
average sojourn time can be expressed as

E [S] =
∑

n∈N
p0nE [Tn] . (9)

We have the following theorem regarding the feasibility of
computing E[S] using (9).

Theorem 1. Given the expected vehicle residence times 1
μn

at
areas An, n ∈ N , and the switching probability matrix P
defined in (2), all the average conditional vehicular sojourn
times E

[
Tn

]
for 1 ≤ n ≤ N are completely determined.

Therefore, the average sojourn time E[S] can be computed
using the expression (9).

Proof. Consider the average conditional vehicular staying
duration in the system starting from area An, namely,
E
[
Tn

]
. Using the well-known results of the Markov jump
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process [38], we have

E [Tn] = 1
μn

+
∑

m∈N
m �=n

pnmE [Tm] , 1 ≤ n ≤ N. (10)

By introducing the vectors u = [ 1
μ1

1
μ2

· · · 1
μN

]
and

tE = [
E[T1] E[T2] · · · E[TN]

]
, we can rewrite (10) in the

following matrix form

tE = u + tEP. (11)

Since I − P is invertible [39], where I is the N × N iden-
tity matrix, all the average conditional vehicular sojourn
times E

[
Tn

]
for 1 ≤ n ≤ N, required to compute the

average sojourn time using the expression (9), can be
obtained from

tE = u
(
I − P

)−1
.

This completes the proof.

4.3 Average Mobility Length
Similar to the derivation of the average sojourn time,
we can obtain the average vehicular mobility length,
which is another key system metric related to the mobil-
ity behaviors and properties. First, we define Hn as the
conditional number of areas that a vehicle travels in
the system, namely, the conditional vehicular mobility
length, under the condition that it starts from area An,
and denote the average value of Hn over all the vehi-
cles as E[Hn]. Further denote the vehicular mobility length
in the system by L, and the average mobility length by
E[L]. It can readily be seen that E[L] is related to E[Hn],
1 ≤ n ≤ N, by

E [L] =
∑

n∈N
p0nE [Hn] . (12)

The feasibility of computing E[L] using the expression (12)
is confirmed in the following theorem.

Theorem 2. Given the switching probability matrix P defined
in (2), all the average conditional vehicular mobility lengths
E
[
Hn

]
for 1 ≤ n ≤ N are completely determined. Therefore,

the average mobility length E[L] can be computed using the
expression (12).

Proof. Consider the average conditional mobility length
conditioned on the vehicles starting from area An,
namely, E

[
Hn

]
. It is easy to see that

E
[
Hn

] = 1 +
∑

m∈N
m �=n

pnmE
[
Hm

]
, 1 ≤ n ≤ N. (13)

Thus, all the average conditional mobility lengths,
denoted as hE = [

E[H1] E[H2] · · · E[HN]
]
, are obtained

from

hE = 1
(
I − P

)−1
,

where

1 = [
1 1 · · · 1

]

︸ ︷︷ ︸
N

.

This completes the proof.

5 MODEL VALIDATION

Using the two largest available urban vehicular mobility
traces described in Subsection 3.1, Shanghai and Beijing
traces, we validate our proposed Markov jump process
model. The traces record the location information of longi-
tude and latitude of the vehicles during the trace collection
periods. Therefore, we first need to process the two traces
to fit our model. Then, we validate our model by using
the empirical trace data, in terms of the following metrics:
vehicular arrival rate, vehicular area distribution, average
sojourn time and average mobility length.

5.1 Time Selection and Area Partition
In order to use the GPS vehicular trace to validate our
model, we need to process the data on two different dimen-
sions of time and location. In the time dimension, since a
trace records the continuous mobility trajectory over the
duration of whole day, we need to select an appropri-
ate time observation period that is stable in terms of the
number of vehicles observed in the system. In the location
dimension, we need to partition the urban map into the
areas according to the selected intersections, and then to
decide which areas that the vehicles belong to according to
their longitude and latitude information.

5.1.1 Area Partition
In order to divide the vehicular mobility system into the
areas that vehicles transit between, we need to take the
road and city structure into consideration. To focus on
the downtown district, in Beijing city, we select the areas
inside the 5th Ring Road as the modeled area and let the
rest as the outside area; while in Shanghai city, we set Outer
Ring Road as the boundary of the modeled area and out-
side area. As mentioned before, intersection is the most
important factor in modeling the urban vehicular mobility
and distributions. Therefore, we divide the system accord-
ing to the positions of the key intersections in the city
roads. More specifically, to obtain these key intersections,
we consult the city map for the intersections connecting at
least four-lanes of two-way roads by selecting them one
by one, and then use the obtained key intersections as the
centers of the partitioned areas, and employ the Voronoi
diagram to achieve the actual partitioning. The Voronoi dia-
gram is a frequently used method of decomposing a given
space [37]. By employing the above approach, we divide
the city into different areas according to the main road and
city structures.

In a Voronoi diagram, one is given a finite set of sites
V = {v1, v2, · · · , vN} in the Euclidean plane. The Voronoi
cell An corresponding to the site vn consists of all the points
whose distances to vn are not greater than their distances
to any other site vm, m �= n. In using the Voronoi diagram
to partition the system region, the set of all the key inter-
sections is V . In other words, each site vn can be viewed
as a selected intersection that is the center of the site or
area. If we denote all the points in the system region to be
modelled as X , we can introduce the distance between the
point x ∈ X and the site vn ∈ V as dx,vn = ‖x−vn‖. The area
An for site vn can then be expressed formally as

An = {
x ∈ X |dx,vn ≤ dx,vm ,∀vm ∈ V \ {vn}}. (14)
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Based on this Voronoi diagram, we obtain all the bound-
aries that partition the system region into the N different
areas.

Taking the central part of Shanghai city as an exam-
ple, the area partition result using the Voronoi diagram
based partitioning method is shown in Fig. 2, where the
blue dots are the records of vehicular trajectories, and the
red points are the intersections selected to form the cells or
areas which are separated by the yellow boundaries. After
the region has been divided into the different areas, we
can then decide which area a vehicle belongs to according
to its longitude and latitude information. Consequently, the
vehicular mobility is modelled by the transitions of vehicles
from one area to another.

When processing the vehicular mobility trajectories, if a
vehicle does not have record in any of the areas for the
period of 10 minutes due to turning off, we assume that
it has departed from the system, and will take it as a new
vehicle moving into the system when it turns on and re-
appears. With the results of area partition, we derive the
parameters of the model from the mobility traces. For each
area n, related to the external arrival rate λn, we count the
number of vehicles that come from the unmodeled areas
and vehicles that re-appear in area n due to turning on,
and divide it by the time duration. Related to the proba-
bility of vehicles leaving the system pn0, we first count the
number of vehicles moving out and turning off in area n,
and then divided it by the number of the vehicles in area
n to obtained the leaving probability. Dividing the num-
ber of vehicles coming from other modeled areas by the
number of vehicles in that area, we obtain the switching
probability matrix P. The expected vehicle residence time
at area n μn is obtained by averaging the durations that the
vehicles stay in area n. By the above described method, we
get these parameters listed in Table 1 for the Beijing and
Shanghai traces.

5.1.2 Observation Period Selection
We are interested in the period of time in the trace when
vehicles are most active, or there is sufficient number of
vehicles in the system, and the population of vehicles is
relatively stable, or the number of vehicles in the system is
approximately stationary. In an urban city, the vehicle traffic
appears at almost the same patterns daily, except for some
difference between a working day and weekend. Thus, we
can select the suitable observation period from the trace by
simply investigating the aggregate vehicular arrival rate in
the time duration of one day, where the aggregate vehicular
arrival rate is defined as the aggregated exogenous arrival
rate that counts all the modeled areas and all vehicles in
the system.

The aggregated vehicular arrival rates are plotted
in Fig. 5 for Beijing and Shanghai traces, respectively.
Observing the aggregated vehicular arrival rate curve of
Beijing trace, the arrival rate is very low from the midnight
to 5am, and it increases quickly during 6am to 9am, while
the arrival rate almost keeps in the same high level dur-
ing the daytime from 9am to 7pm, and this is followed by
a rate-decreasing period lasting into the midnight. Similar
arrival rate patterns can be observed in the Shanghai trace,
except that the traffic of Shanghai is still in a very active

Fig. 5. Average vehicular arrival rate to the system as function of time in
the one-day duration for Shanghai and Beijing traces.

state during the period of 7pm to well over the midnight.
This clearly reflects a much higher level of night-time life in
Shanghai than in Beijing. Combing the results for the both
traces, we select the period of 9am to 7pm as the obser-
vation period for the trace data to validate our proposed
model. Under this period selection, we set 9am and 7pm
as the starting time and the ending of time of the arrival
events of one day respectively, and ignore the arrival events
that across two days since these obviously should not be
considered as an arrival sample.

5.1.3 Training Trace Selection
In order to validate our proposed mobility model by a per-
suasive approach, we train the model with only part of
the trace, and then use the trained model to describe the
rest part of the trace. Specifically, for the used Shanghai and
Beijing trace respectively, we split the trace into two parts
with equal time duration. For the first half of the trace, we
treat it as the “training data”, which is used for training
the proposed model to obtain the model parameters. While
for the second half of the trace, we treat it as “validation
data”, and use it to validate the model obtained from the
“training data” by comparing the results calculated from
the model with that obtain from the trace. By this usually
used approach of model validation in practice, we validate
our model in terms of vehicular area distribution, average
sojourn time and mobility length.

5.2 Arrival Rate Validation
An important requirement for our proposed mobility model
is that the arrival to each area should follow a Poisson
process. Therefore, it is necessary to validate that this
assumption holds for the vehicular mobility system. In
the Markov jump process, the arrival to each states is
the aggregated customer arrival process. Consequently, the
aggregated arrival is the metric for validating our proposed
model. We validate the vehicular arrival rate in the time
scale of all days as well as in the time scale of one day.

Firstly, we investigate the aggregated effective arrival of
all the vehicles in the system. After dividing the system
into areas based on the area partitioning method discussed
in previous subsection, we count the effective arrivals to
each area. To validate the aggregated arrival rate follows
a Poisson process, we need to show that the inter-arrival
duration can be fitted well by the exponential distribu-
tion. We plot the empirical complementary cumulative
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Fig. 6. Comparison of the empirical distributions of aggregated effective
inter-arrival duration, which includes both the exogenous and endoge-
nous arrivals, with the exponential distribution fittings for Shanghai and
Beijing trace.

distribution functions (CCDFs) of the inter-arrival duration
obtained from Shanghai and Beijing traces, respectively, in
Fig. 6, where we also use an exponential distribution to
fit each of the two empirical distributions for comparison.
The values of CCDF are in the range of 1 (100%) to 0 (0%).
Since inter-arrival duration distribution has a longer tail as
shown in Fig. 6, we focus on the range of CCDF values
from 1 to 0.1, i.e., the 90% of the distribution. Since we plot
the results in the linear-log scale, the curve of an exponen-
tial distribution becomes a straight line, as can be seen for
the two dashed curves of the fitted exponential distribu-
tions for Shanghai and Beijing trace data. We observe clearly
from Fig. 6 that the empirical inter-arrival time distribu-
tions of the two traces match the corresponding two fitted
exponential distributions well. The goodness of fit is fur-
ther measured quantitatively by the R-square statistics [40],
which is defined as the percentage of the variation between
the empirical CCDF and the fitted distribution. The average
adjusted R-square statistics are over 98% for both Shanghai
and Beijing traces. Thus, these results demonstrate that the
exponential distribution fits most of the inter-arrival dis-
tribution. This confirms the accuracy of the exponential
distributed aggregated inter-arrival duration, which indi-
cates that the aggregated effective arrivals follow a Poisson
process.

Secondly, in order to further validate that the exogenous
arrival rate to each area follows a Poisson distribution, we
investigate the distribution of the exogenous arrival time of
each area in the time scale of one day, and select the first 15
days of the month for comparison. We use the Kolmogorov
Smirnov (KS) test to measure the closeness of the Poisson
distribution and empirical one, instead of CCDF display, to
overcome the difficulty of displaying a large amount of dis-
tribution curves in each area of 15 days. The KS statistic can
quantify the distance between the empirical distribution
function of the sample and the theoretically fitted distri-
bution function [41]. The smaller the KS statistic, the closer
the two distributions are. In our study, we set the signifi-
cance level [41] of the KS test to 0.01, which indicates the
confidence level of 99%. Fig. 7 shows the goodness of fit
measured by the acceptance ratio of the KS tests for each
day by averaging the results over all the areas. From the
results shown in Fig. 7, we observe that the acceptance
ratios of the KS test for Beijing trace are above 90% except

Fig. 7. Ratios of passing Kolmogorov Smirnov tests for the vehicular
arrival rate in the time scale of one day for Shanghai and Beijing traces.

for the second day, which turns out to have a relatively
smaller amount of vehicle mobility records since that day
was the national Labor’s holiday for the city and hence
much less traffics on the street. For Shanghai trace, we also
note a good match between the model distribution and the
empirical result, as the average acceptance ratios of the KS
test are around 80%. Combing the results of Shanghai and
Beijing traces, which indicate the overall accuracy of the
Poisson model is above 80%, we conclude that the exoge-
nous arrivals to each area can be accurately modelled by a
Poisson distribution.

The above results of arrival rate validation clearly
demonstrate the accuracy of the Poisson distribution for
exogenous and effective arrivals in our model. We now turn
our attention to compare the vehicular distribution, sojourn
time and mobility length predicted or calculated using the
Markov jump process with superimposed Poisson arrival
based vehicular mobility model with the empirical results
obtained directly from the two traces.

5.3 Vehicular Distribution
We investigate the single area vehicular distribution by
comparing the results obtained from the proposed theoret-
ical model and those based directly on the empirical data.
Firstly, by selecting the six busiest areas from Beijing and
Shanghai traces, we estimate the parameters of the proposed
model from the traces, of which the most important param-
eters γn, 1/μn and ρn are shown in Tables 2 and 3 respec-
tively. we plot the empirical distribution of the number of
vehicles in each area as well as the theoretical single area
vehicular distribution calculated according to Lemma 1.
The results for Beijing trace are shown in Fig. 8, while the
results for Shanghai are depicted in Fig. 9, where the solid
curves are the model based single area vehicular distri-
butions, and the dashed curves are the empirical results.
We observe that the model predicted vehicular distribution
matches well the empirical distribution directly obtained
from the trace data. This demonstrates the accuracy of our

TABLE 2
Parameters of the Model Estimated from the Beijing Trace for

the Selected Six Intersections (‘IS’ Denotes ‘Intersection’)



1920 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 13, NO. 9, SEPTEMBER 2014

TABLE 3
Parameters of the Model Estimated from the Shanghai Trace
for the Selected Six Intersections (‘IS’ Denotes ‘Intersection’)

proposed Markov jump process based vehicular mobility
model.

On the other hand, as shown in Figs. 8 and 9, there
still exists some deviations between the model and empir-
ical results. The reason is that the model distribution is
obtained by the theoretical calculation of related param-
eters that are statistical from the traces. In some of the
intersections’ vehicular distribution, the deviations in the
peak become as large as 15%. However, it is difficult and
biased to access the deviation only in the peak point. In
order to measure the average closeness of the model pre-
dicted distributions to the empirical distributions for all the
areas, we use the model distribution predicted by Lemma 1
to fit the empirical vehicular distribution curve for each
of all the areas. The goodness of fit for the distribution of
each area is also measured quantitatively by the R-square
statistics [40]. After obtaining all the R-square statistics for
all the areas for both Shanghai and Beijing traces, respec-
tively, we plot the two aggregated R-square distributions,
i.e. the two CCDFs of all the R-square statistics for all the
areas for the two traces in Fig. 10. It can be seen from
Fig. 10 that the average adjusted R-square statistics of over
80% areas is larger than 90% for Beijing trace, while the
average adjusted R-square statistics of over 92% areas is
larger than 90% for Shanghai trace. This further confirms
the accuracy of the model-based prediction for vehicular
distribution.

5.4 Average Sojourn Time and Mobility Length
We compare the theoretical results of mean sojourn time
and mobility length predicted from our proposed model
according to Theorems 1 and 2 with the empirical results
obtained directly from the two mobility traces. To test the
scalability and accuracy of the proposed model, we vary the
number of vehicles involved in the investigation. For both
Shanghai and Beijing traces, respectively, we sort the vehicles
according to their numbers of positions recorded in the GPS
trace. We first select the vehicles which are recorded in the

Fig. 8. Vehicular distributions of six intersections for Beijing trace, where
the dashed curves are the empirical results obtained from the trace,
while the solid curves are the theoretical results calculated by our
proposed model.

Fig. 9. Vehicular distributions of six intersections for Shanghai trace,
where the dashed curves are the empirical results obtained from the
trace, while the solid curves are the theoretical results calculated by our
proposed model.

trace at least 80% of the trace collection time, and then fur-
ther increase the number of vehicles involved. Specifically,
for Shanghai trace, we select the three different numbers of
vehicles as: 1000 (these vehicles have 80% of the records in
the trace), 3000 and 4441, while for Beijing trace, we set the
four different numbers of vehicles as: 3000 (these vehicles
have 80% of the records in the trace), 6000, 10000 and 28590.
For these different settings, since the number of vehicular
changes, the system parameters such as exogenous arrival
rate and effective arrival rate should be also different. Thus,
for each set of the vehicles, we re-generate the model by
obtaining the new parameters that are best fitting with the
subset of the selected vehicles, and then obtain the results
of average sojourn time and mobility length from the built
model.

The results of the model predicted average sojourn time
and mobility length are compared with the corresponding
empirical results obtained directly from the trace data in
Tables 4 and 5 for Shanghai and Beijing traces, respectively.
For the average sojourn time, we observe from Tables 4
and 5 that the model predicted results match well the
empirical results, where the accuracy of a model predicted
result is quantified by the deviation measure given by

Deviation = |Predicted − Empirical|
Empirical

× 100%.

In terms of average mobility length, we can see from
Tables 4 and 5 that the model predicted results also match
the empirical results very well. Thus, we can conclude that
our proposed model is sufficiently accurate to model the

Fig. 10. Distribution of the adjusted R-square statistics for the theoretical
fittings of the empirical vehicular distribution curves.
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TABLE 4
Model Predicted and Empirical Results of Average Sojourn Time and Mobility Length for Shanghai Trace

TABLE 5
Model Predicted and Empirical Results of Average Sojourn Time and Mobility Length for Beijing Trace

vehicular mobility and it can be utilized to evaluate the
vehicular mobility system’s performance.

5.5 Discussion
In the above model validation, we have verified that our
proposed macroscopic-level vehicular mobility is able to
describe the complex global vehicular mobility and predict
various key measures regarding steady-state and network-
level performance, such as vehicular distribution, average
sojourn time, and mobility length in the scale of a city.
Although this macroscopic-level model describes the over-
all mobility of the whole network in the steady state, it
does not have the capability to describe individual mobility
behaviors, interactions between vehicles, and time-variant
properties precisely. That is to say, our macroscopic-level
mobility model does not capture the microscopic individ-
ual vehicular mobility related features such as mobility
direction, flight length, pause time, vehicle-to-vehicle con-
nectivity, etc. On the other hand, our model also does
not capture the time-variant properties according to other
means of traffic control such as gate-control signal for
freeway or the time-variant traffic congestions. Indeed, it
captures the average service time for the modeled areas
to describe the spatial traffic distribution of a city. Thus,
in order to provide a comprehensive vehicular mobility
model, we should take both the macroscopic and micro-
scopic level mobility parameters together into consideration
in the future work.

6 APPLICATIONS TO NETWORKING

In this section, we use two applications as examples to
illustrate the effectiveness of our proposed urban vehic-
ular mobility model in the analysis of the system-level
performance and dimensioning for vehicular networks.

6.1 RSU Capacity Decision
In a vehicular network, data traffics initiated from vehi-
cles are random and bursty by nature. RSUs act as the
gateways to the Internet and to other infrastructure sys-
tems such as ITS. Vehicles transmit their Internet access
requests and information to RSUs, and RSUs then send
responses to the Internet for querying the data and informa-
tion needed by vehicles. How RSUs are deployed critically

influences the performance of a vehicular network, since
the capacity and quantity of the deployed RSUs deter-
mine the capacity and service that can be provided by the
vehicular network. Deploying a large number of RSUs to
offer large capacity, however, incurs a huge infrastructure
cost. Therefore, the decision for RSU deployment should
depend on the demands of the vehicular network. In a
large urban city, it is very difficult to make such deci-
sion because of the dynamics of vehicular traffic and the
randomness of vehicular mobility. However, based on our
proposed vehicular model, we can obtain some fundamen-
tal results for the relationship between the RSUs’ capacity
and the network performance. Using the proposed Markov
jump process based vehicular mobility model, we now ana-
lyze how much the capacity of the RSUs should provide
with the increase of the communication demands as the
consequence of the increasing number of vehicles in the
system.

The vehicular traffic and communication traffic in a
vehicular system are both dynamic. Roughly speaking, the
capacity of an RSU is the maximum number of vehicles that
the RSU is able to serve. We may define that an RSU is over-
loaded if the time period, in which the number of vehicles
requiring service is more than its capacity, exceeds 95% of
the whole measurement time. For analysis purpose, we will
make the assumptions that each area of the system has one
RSU and all the RSUs have the same capacity. The vehicu-
lar system may be regarded as overloaded when the certain
percentage of the RSUs are overloaded. In order to proceed
the investigation, we need to define the average exogenous
arrival rate per area, denoted as λ, which is the average
of all the area exogenous arrival rates λn, for 1 ≤ n ≤ N.
Alternatively, all the areas An may be assumed to have the
same exogenous arrival rates λn = λ, for 1 ≤ n ≤ N. By
increasing the average exogenous arrival rate per area λ in
our model, we investigate the fraction of the RSUs that will
become overloaded as the number of vehicles entering the
system increases.

From both Shanghai and Beijing traces, respectively, we
select the vehicles which have most completely records dur-
ing the whole trace collection time, the number of which is
3000 for the both traces. We use these 3000 taxis to obtain
the system’s average exogenous arrival rate per area λ from
each trace. The vehicular arrival rate of Beijing trace is
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Fig. 11. Percentage of the overloaded RSUs versus the RSU capacity
as the function of the vehicular arrival rate for Beijing trace.

obviously different from that of Shanghai trace. We then
change the average exogenous arrival rate per area from
λ to 5λ in our model, and plot the percentage of the over-
loaded RSUs as the function of the RSU capacity for each
given average exogenous arrival rate per area. The results
so obtained are depicted in Figs. 11 and 12 for Beijing
and Shanghai traces, respectively. From the results shown
in Figs. 11 and 12, we observe that the fraction of the over-
loaded RSUs decrease very rapidly as the RSU capacity
increases and, not surprisingly, the percentage of the over-
loaded RSUs increase with the increase of vehicles entering
the system.

In particular, we examine the RSU capacity required to
ensure that at least 95% of the RSUs are not overloaded.
The results are summarized in Tables 6 and 7 for Beijing
and Shanghai traces, respectively. For Beijing trace, we note
that when the vehicular arrival rate is λ, the required capac-
ity is about 10, while when the arrival rate is increased by
5 times to 5λ, the required RSU capacity is about 35, which
only increases 3.5 times. For Shanghai trace, we have simi-
lar observation when the vehicular arrival rate is increased
from λ to 5λ. It can be seen that the RSU capacity does not
need to increase linearly with the number of vehicles in the
system. The investigation here demonstrates the potential
of applying our vehicular mobility model to design the RSU
deploying policy according to the network performance
requirements and the costs of RSU equipments.

6.2 Combined V2I and V2V Performance Analysis
In reality, it is difficult and uneconomical to cover the
roads of an urban city with sufficiently many RSUs so
that each vehicle on road can always be connected to a
nearby RSU. Instead, vehicle-to-vehicle (V2V) communi-
cations by opportunistic contacts offers higher bandwidth
communication capacity for data transmission, which can
be exploited to form what is known as the opportunis-
tic vehicular network or vehicular delay tolerant network

Fig. 12. Percentage of the overloaded RSUs versus the RSU capacity
as the function of the vehicular arrival rate for Shanghai trace.

TABLE 6
The RSU Capacity Required to Ensure that at Least 95% of the

RSUs are not Overloaded for Beijing Trace

(VDTN) [42]. By exploiting the delay-tolerant nature of
non-realtime applications, service providers can delay and
even shift the data transmission to a VDTN. Therefore, in
vehicular networking, vehicle to RSUs (V2I) communica-
tions and V2V communications are usually combined to
offer more effective services. As the second application,
we now study the use of our proposed mobility model
to investigate the performance of the combined V2I and
V2V communications. We demonstrate that, based on the
proposed mobility model, we can derive the closed-form
expressions of the key performance metrics for the com-
bined V2I and V2V communication system, such as the
probability of the network-wide service satisfaction and the
average number of the areas that meet the communication
demands. Roughly speaking, an area is the service satisfac-
tory area if every vehicle in this area can receive the data
at the rate of its communication requirement. A network
is in the state of communication service satisfaction if all
the vehicles in the network are satisfied. Obviously, for a
vehicular network, it is very hard for the network to enjoy
the communication service satisfaction state all the time.
Therefore, the steady-state probability that the network is
in the state of communication service satisfaction is a key
metric to evaluate the performance of a vehicular network.
Another important metric is the expected number of areas
that are enjoying communication service satisfaction. We
now give the more precise definitions for these two metrics.

The communication capacity index for area An, denoted
by �n(Wn), is defined as

�n(Wn) = cn + pn

dn
(
Wn

) , (15)

where Wn is the number of vehicles in area An, cn is the
communication capacity of the deployed RSU in An, pn
denotes the capacity of the V2V communication in An, and
dn

(
Wn

)
is the communication demand of the vehicles in An.

Based on �n
(
Wn

)
, the probability that area An is enjoying

communication service satisfaction can be defined as

ASn = P
(
�n(Wn) ≥ 1

)
. (16)

The probability that all the areas are enjoying communica-
tion service satisfaction is then defined by

PS = P
(
�1(W1) ≥ 1,�2(W2) ≥ 1, . . . , �N(WN) ≥ 1

)

=
N∏

n=1

P
(
�n(Wn) ≥ 1

) =
N∏

n=1

ASn. (17)

TABLE 7
The RSU Capacity Required to Ensure that at Least 95% of the

RSUs are not Overloaded for Shanghai Trace
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On the other hand, the average number of the areas that
enjoy communication service satisfaction can be defined as

NS =
N∑

n=1

ASn =
N∑

n=1

P
(
�n(Wn) ≥ 1

)
. (18)

We now calculate the probability of area An enjoying
communication service satisfaction, i.e. ASn. Assume that
a vehicle i ∈ Wn can offer the capacity of ui, where Wn
denotes the index set of the vehicles that are in area An,
which is conceptually given by

Wn = {0, 1, 2, . . . , Wn}. (19)

Thus, pn = ∑
i∈Wn

ui. Further assume that each vehicle
in area An need the communication capacity of rn. Then
dn

(
Wn

) = Wnrn. Therefore, ASn can be expressed as

ASn = P

⎛

⎝cn +
∑

i∈Wn

ui ≥ Wnrn

⎞

⎠ . (20)

In a real vehicular system, the V2V communication
capacity will depend on the wireless interfaces adopted.
For an illustrative purpose, suppose that there are two
classes of vehicles in the system, and class-one vehicles
use BlueTooth, which has a low capacity of ubt, while
class-two vehicles use WiFi, which has a large capacity of
uwf, to achieve the short range peer to peer communica-
tions. Let the number of BlueTooth vehicles in area An be
Wbt

n and the number of WiFi vehicles in An be Wwf
n . Then

Wbt
n + Wwf

n = Wn, and

Wn = Wbt
n

⋃
Wwf

n , (21)

where Wbt
n and Wwf

n are the index sets of the vehicles in
An that employ BlueTooth and WiFi for V2V communica-
tions, respectively. The sizes of Wbt

n and Wwf
n are obviously

Wbt
n and Wwf

n , respectively. We also need to introduce the
two types of loads in area An, ρbt

n and ρwf
n . According to

Lemma 1, ρbt
n is the expected number of BlueTooth vehi-

cles in area An, while ρwf
n is the expected number of WiFi

vehicles in An.
In order to enable theoretical analysis and derive explicit

performance results, we neglect the different properties
between BlueTooth and WiFi communications in terms of
contact patterns and commination duration, and also do not
take the BlueTooth-WiFi contacts into the considerations.
With the above introduced notations and approximations,
the probability of area An enjoying communication service
satisfaction can be approximately expressed as

ASn
.= P

(
cn + Wbt

n ubt + Wwf
n uwf ≥ (

Wbt
n + Wwf

n
)
rn

)

= ∑

wbt
n ∈Wbt

n

∑

wwf
n ∈Wwf

n

P
(
Wbt

n = wbt
n , Wwf

n = wwf
n

) ×

P
(

cn+Wbt
n ubt+Wwf

n uwf

Wbf
n +Wwf

n
≥ rn

∣∣∣Wbt
n = wbt

n , Wwf
n = wwf

n

)

= ∑

wbt
n ∈Wbt

n

∑

wwf
n ∈Wwf

n

P
(
Wbt

n = wbt
n

)
P
(
Wwf

n = wwf
n

)

×1
(
cn + ubtwbt

n + uwfwwf
n ≥ (wbf

n + wwf
n )rn

)

= ∑

wbt
n ∈Wbt

n

∑

wwf
n ∈Wwf

n

P
(
Wbt

n = wbt
n

)
P
(
Wwf

n = wwf
n

)

Fig. 13. Service satisfaction probability of the most loaded area versus
the demand of communication rate, given various average area loads.

×1
((

rn − ubt)wbt
n + (

rn − uwf)wwf
n ≤ cn

)

= ∑
(

rn−ubt
)

wbt
n +

(
rn−uwf

)
wwf

n ≤cn

wbt
n ∈Wbt

n ,wwf
n ∈Wwf

n

(
ρbt

n

)wbt
n

wbt
n !

(
ρwf

n

)wwf
n

wwf
n !

e−ρbt
n −ρwf

n , (22)

where 1(“expression”) is the indicator function that equals
to 1 if the “expression” is true, and otherwise equals to 0,
while the last equation is obtained according to Lemma 1.
After obtaining ASn for 1 ≤ n ≤ N, the probability of the
network-wide communication service satisfaction, PS, and
the average number of communication service satisfaction
areas, NS, can be obtained by substituting ASn of (22) for
all n into (17) and (18), respectively.

Based on the above derivation, we set up a vehicular net-
work environment to observe the performance. We assume
that there are 20 areas in this simulated vehicular net-
work, and the RSU’s communication capacity of each area,
namely, cn of area An, is set to be uniformly distributed in
[500, 12000] bps, which reflects the capacity provided by
usually deployed WiFi or 3G/4G stations. For V2V commu-
nications, ubt of each low-capacity vehicle is randomly and
uniformly chosen from [50, 150] bps, while uwf of each
high-capacity vehicle is randomly and uniformly chosen
from [750, 850] bps. We set the loads ρn of the areas An,
1 ≤ n ≤ 20, to those of the 20 areas in Beijing trace, which
have the largest numbers of vehicles in the trace data, and
we further let half of the vehicles in each area have the low
V2V capacity and the other half have the high V2V capacity,
namely, ρbt

n = ρwf
n = 1

2ρn. For analysis purpose, we define
the average area load as ρ, which is simply the average of
all the ρn for 1 ≤ n ≤ 20. Again for analysis purpose, all
the vehicles have the same communication demand, which
follows the exponential distribution with parameter ϑ . The
mean of the communication demand of vehicles is therefore
1/ϑ .

In the simulation study, we start with the average area
load to be ρ, and then increase it to 3, 5, 7 and 9 times.
We observe the performance of the vehicular networking
system as the function of the demand of communication
rate 1/ϑ for the given average area load, in terms of the
area service satisfaction probability ASn, the network-wide
satisfaction probability PS and the average number of the
service satisfaction areas NS. Fig. 13 depicts the results of
the service satisfaction probability for the most loaded area
in the system. It can be seen from Fig. 13 that the communi-
cation service satisfaction probability is near 100% when the
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Fig. 14. Network-wide service satisfaction probability versus the
demand of communication rate, given various average area loads.

Fig. 15. Average number of the communication service satisfaction
areas versus the demand of communication rate, given various average
area loads.

average demand is less than 300 bps. With the increase of
the demand, the service satisfaction probability decreases.
Furthermore, the larger the load, the sharper the decreasing
rate in the communication service satisfaction probability.
These results provide the planner with useful information
in deciding how to deploy the RSU device to meet the
specific performance requirements. In terms of the network-
wide performance, Figs. 14 and 15 shows the results of
the network-wide satisfaction probability and the average
number of the service satisfaction areas, respectively. It can
be seen from Figs. 14 and 15 that the network-wide perfor-
mance degrades with the increase in the average demand
and area load. Again, these results offer useful assistance
to the combined V2I and V2V network design.

7 CONCLUSION

In this paper, we have used the Markov jump process
to model the macroscopic-level vehicular mobility. Based
on the two large-scale urban city vehicular motion traces,
Shanghai and Beijing traces, we have validated the accuracy
of our proposed model. Moreover, we have demonstrated
that this proposed simple model can accurately describe the
complex vehicular mobility and predict various key mea-
sures of the network-level and vehicular-level performance.
Furthermore, we have used the two applications, deter-
mining the RSU capacity and analysing the combined V2I
and V2V network performance, to illustrate the effective-
ness of our proposed model in the analysis of system-level
performance and dimensioning for vehicular networks. On
the other hand, our proposed vehicular mobility model
does not capture the properties of time-variant and behav-
iors of individual mobility, which will be covered by our

future work through investigating how to integrate both
the macroscopic and microscopic level mobility parameters
together.
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