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Abstract—Small cells in millimeter-wave (mmWave) band are
able to provide multigigabit access data rates and have emerged
as a cost-efficient solution to offer interference-free device-to-
device (D2D) communications. In order to improve system per-
formances and enhance user experiences, direct transmissions be-
tween devices need to be scheduled properly. We first propose
a transmission scheduling scheme for radio access of small cells
in the mmWave band, termed directional D2D medium access
control (D3MAC), whereby a path-selection criterion is designed
to enable D2D transmissions. Through extensive simulations, we
demonstrate that D3MAC achieves near-optimal performances
and outperforms other schemes significantly in terms of delay and
throughput. Based on this near-optimal scheme, we then evaluate
the impact of user behaviors, including the traffic mode and traf-
fic load, as well as user density, denseness, and mobility, on the
performance of D2D communications in mmWave small cells. Our
study reveals that the performance of D2D communications is im-
proved, as the user density and denseness increase, but this effect
is only obvious under heavy traffic loads. Furthermore, user mo-
bility is shown to be another important factor that influences the
performance of D2D communications. The system performance
is first improved, as the average user speed increases from static,
but the performance is degraded significantly when the user speed
becomes high.

Index Terms—Device-to-device (D2D) communications, mil-
limeter wave (mmWave), scheduling, small cells, user behavior.

I. INTRODUCTION

OBILE data traffic is increasing rapidly, and a signifi-
M cant increase in the next few years is predicted [1]. In
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order to improve mobile network capacity so as to meet the ever-
increasing demand, device-to-device (D2D) communication is
proposed to enable devices to communicate directly, which of-
fers an underlaying to the cellular network for improving spec-
tral efficiency [2], [3]. Under the control of base stations (BSs),
user equipments (UEs) can transmit data to each other through
direct links using cellular resources instead of through BSs. Con-
sequently, it enables physical-proximity communication, which
saves power while improving spectral efficiency dramatically.
D2D communication is expected to be a key feature supported
by next-generation cellular networks [3].

On the other hand, there has been an increasing interest in de-
ploying small cells underlying the conventional homogeneous
macrocell network in the design of the next-generation mobile
communication [4]. This network deployment is usually referred
to as heterogeneous cellular networks. Small cell in millimeter
wave (mmWave) is a promising technology for future cellular
networks to provide high-data-rate communications. Unlike ex-
isting communication systems that use lower carrier frequen-
cies (e.g., from 900 MHz to 5 GHz), mmWave-band small
cells suffer from high propagation loss. The free-space prop-
agation loss at 60-GHz band is 28 dB more than that occurred at
2.4 GHz [5]. Due to the directionality and high propagation loss,
however, the interference between mmWave links is minimal.
This is highly advantageous to D2D communications, which
involve discovering and communicating with nearby devices.
Therefore, the potential of D2D communications in mmWave
small cells to enhance the network performance is great. Proper
scheduling over radio access for D2D transmissions in mmWave
small cells is vital to fully realize this potential.

Moreover, it is necessary to investigate the fundamental fac-
tors that influence the achievable performance. Suffering from
high propagation loss, mmWave D2D communications can only
achieve high transmission rates when two UEs are located near
to each other with a line of sight (LOS) between them. The dis-
tribution of UEs is, therefore, a key factor, and consequently, the
influence of the density and denseness of UEs to the achievable
system performance must be carefully investigated. In a cellular
network, D2D communications exploit spatial reuse by offload-
ing mobile traffic. However, the offloading capability varies un-
der different traffic loads and modes. These factors also impact
the performance of D2D communications. Moreover, current
related works mainly considered network scenarios with a static
UE distribution. In other words, the issue of mobility has not
been fully investigated. Although current research studies are
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meaningful for studying specific cases or snapshots of D2D
communications in real-world cellular networks, they did not
unveil the impact of user mobility on the achievable system per-
formance. UE mobility not only causes the dynamic changes
of network topologies, but also results in frequent change of
D2D pairs. Given that 3GPP has recommended several mobil-
ity models for performance evaluation [6], it is meaningful and
important to evaluate and assess the impact of mobility on D2D
performances.

Aiming to address the above problems, we propose a trans-
mission scheduling scheme, termed directional D2D medium
access control (D3MAC), for D2D transmissions in mmWave
small cells. In a D3AMAC-enabled cellular system, whenever a
direct link between the sender and the receiver of a flow has high
channel quality, the direct transmission will be adopted instead
of transmission through BSs and backhaul networks. Therefore,
the proposed D3MAC fully exploits direct transmissions be-
tween devices to improve the network performance in terms of
throughput and delay. Based on our proposed scheme, we eval-
uate the D2D communication performance in both static and
dynamic networks. Specifically, we assess the system perfor-
mance under different UE density and denseness, traffic loads,
and modes, as well as user mobility, to analyze how these factors
affect D2D communications. The contribution of this paper is
threefold, as summarized in the following.

1) We formulate the scheduling problem over radio access
with direct transmissions between devices into a mixed-
integer nonlinear program (MINLP), which minimizes the
number of time slots to accommodate the transmission de-
mand. Concurrent transmissions, i.e., spatial reuses, are
explicitly considered. To solve this problem, we propose
an efficient near-optimal scheduling scheme, referred to
as D3MAC, which consists of a path selection criterion
and a transmission scheduling algorithm. The priority of
D2D transmission is characterized by the path selection
parameter of the path selection criterion, while concur-
rent transmissions are fully utilized in the transmission
scheduling to maximize the gain of spatial reuse.

2) We evaluate the impacts of the UE distribution and traf-
fic demand as well as the traffic mode jointly on D2D
commutations underlaying mmWave small cells. Specifi-
cally, we observe that generally increasing UE density and
denseness benefit D2D communications, but, under light
traffic loads, this improvement is barely observable. In
addition, highly erratically arriving traffic flow degrades
the D2D performance, especially under heavy traffic loads
and with low UE density and denseness. Explanations are
given on how these factors affect D2D communications
and network performances.

3) We carry out the study not only in static networks but
also in dynamic networks to evaluate the impact of UE
mobility on D2D communications. It is observed that the
performance is improved under low UE speed, where the
mobility enables more D2D pairs to establish, compared
with the static case. However, D2D communications per-
form poorly in high-UE-mobility networks as a result of
the frequent changes of D2D pairs.
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This paper is organized as follows. After presenting
the related work in mmWave cellular networks and D2D
communications in Section II, Section III introduces the system
model and overview. In Section IV, we formulate the schedul-
ing problem for radio access in mmWave small cells, while
Section V is devoted to our proposed D3AMAC scheme, which
includes a path selection criterion and a transmission scheduling
algorithm. In Section VI, we demonstrate that D3AMAC is able
to achieve a near-optimal performance in terms of network
throughput and transmission delay. We also evaluate the impact
of UE density and denseness as well as traffic loads and traffic
modes on the performance of D2D communications in static
networks. We then involve UE mobility in the discussion and
evaluate its impact on the D2D communications in Section VII.
We conclude the paper in Section VIII.

II. RELATED WORK

Recently, a number of studies have investigated the mmWave
technology for cellular networks. Wei et al. [7] discussed six key
elements to enable mmWave communications in future 5G net-
works and addressed some possible approaches. Scott-Hayward
et al. [8] defined and evaluated important metrics to characterize
multimedia quality of service (QoS) and designed a QoS-aware
scheduling scheme. In terms of small cells in the mmWave
bands, most works focused on using bands in 28, 38, and 73 GHz
to attain communication ranges in the order of 200 m or even
more [9]. Zhu et al. [10] proposed a 60-GHz picocell architec-
ture to augment with the existing LTE networks for achieving a
significant increase in capacity.

We focus on the performance of D2D communications in
mmWave cellular networks. By contrast, the majority of the ex-
isting research studies have been conducted on D2D communi-
cations at lower frequencies. Lin ef al. [6] provided an overview
of D2D standardization activities in 3GPP and identified sev-
eral technical challenges. Qiao et al. [11] proposed an effective
resource-sharing scheme by allowing noninterfering D2D links
to operate concurrently. Although D2D communication may
bring enhancement for spectral efficiency, it also causes inter-
ference as the result of spectrum sharing. For mmWave D2D
communications, current research works have mainly studied
the problems of power control [12], resource allocation [13],
and interference management [14], [15]. Taking advantage of
high propagation loss and directional antennas, D2D links can
be supported in mmWave 5G networks to enhance network ca-
pacity and improve spectrum efficiency. Instead of just focusing
on transmission schemes or power control, we further investi-
gate the factors that have important impacts on D2D communi-
cation and evaluate how these factors influence the achievable
performance.

Some of the existing studies have analyzed the performance of
D2D communications underlaying systems. Yu et al. [12] eval-
uated the performance of D2D communication by considering a
scenario, where only limited interference coordination between
the cellular and D2D communications is possible. Works [16],
[17] evaluated the D2D systems under different transmission
schemes or mode selection mechanisms. The existing work has
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Fig. 1. Illustration of dense deployment of mmWave small cells underlying a
macrocell network.

focused on the scenario of microscale cellular networks with
lower frequencies. By contrast, we extensively consider the key
factors related to the user distribution and traffic demand and
investigate their impacts on the performance of D2D commu-
nications in mmWave small cells. To the best of our knowl-
edge, there exists no previous study evaluating the influences of
user behavior and traffic demands on D2D communications in
mmWave small cells.

III. SYSTEM MODEL AND PROBLEM OVERVIEW
A. System Model

Fig. 1 illustrates a typical scenario for dense deployment of
mmWave small cells underlying the cellular network. In each
small cell, there are several UEs and an access point (AP),
which synchronizes the clocks of UEs and provides access ser-
vices within the small cell. The APs form a mmWave wireless
backhaul network, and the backhaul links are optimized in order
to achieve high channel quality and reduce interference. There-
fore, we assume that the backhaul links are fixed with optimal
scheduling, and we focus on the radio access, where D2D com-
munications are enabled and traffic demands can be transmitted
through direct links between nearby UEs instead of through
the backhaul network. Some APs are connected to the Internet
via high-speed wired connections, which are called gateways.
The remaining APs must communicate with a gateway in or-
der to send (receive) data to (from) the Internet. To overcome
huge path attenuation, both the UEs and APs achieve directional
transmissions with electronically steerable directional antennas
by beamforming techniques [18].

In the system, there is a centralized controller in the network
[19], which usually resides on a gateway. The system resource
is partitioned into nonoverlapping time slots of equal length,
and the controller synchronizes the clocks of APs. Then, the
clocks of UEs are synchronized by their corresponding APs.
There is a bootstrapping program in the system, by which the
central controller knows the up-to-date network topology and
the location information of APs and UEs [20], [21].

In this system, transmissions occur on two types of paths:
ordinary and direct paths. A direct path is a direct transmission
path from source (a UE) to destination (another UE), which
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does not pass through the backhaul network. An ordinary path is
a transmission path through APs, which may include the access
link from the source to its associated AP, the backhaul path
from the source’s AP to the destination’s AP or gateway, and
the access link from the destination’s associated AP to the des-
tination. The achievable transmission rates for ordinary paths
and direct paths can be obtained via a channel transmission-rate
measurement procedure [22]. In this procedure, the transmitter
of each link transmits measurement packets to the receiver
first. Then, with the measured signal-to-noise ratio (SNR)
of received packets, the receiver estimates the achievable
transmission rate and determines the appropriate modulation
and coding scheme by the table related to the SNR value with
the appropriate modulation and coding scheme.

With directional transmissions, there exists less interference
between links. Under low multiuser interference (MUI), con-
current transmissions can be utilized [23]. The definition of
adjacent flows in our system is given as follows: Any two flows
are adjacent if the selected links of them share a common node,
which can either be an BS or a user device. Two adjacent flows
cannot be scheduled concurrently, since all nodes are assumed
to be half-duplex, and each of them has at most one connec-
tion with one neighbor [24]. We denote link ¢ from sender s; to
destination r; by (s;,r;), and its transmission rate by ¢, ,, . For
two nonadjacent links, we adopt the interference model in [23].
Specifically, for links (s;,7;) and (s;,7;), the received power
from s; to 7; can be calculated according to

P’r7 s fs, T ko Pl

SisTj

ey

where P, is the transmission power that is fixed, ko=
10PL(d0)/10 j5 the constant scaling factor corresponding to the
reference path loss PL(dy), with dy being equal to 1 m, I, ,
is the distance between node s; and node r;, and -y is the path
loss exponent [23]. The directional indicator fshr]. indicates
whether s; and r; direct their beams toward each other. If this
is the case, f;, ., = L; otherwise, fs, ;= 0. Thus, the desired
signal-to-interference-plus-noise ratio (SINR) at r;, denoted by

SINRSJ ;> can be calculated according to

ko Pl

Sj,Tj

WNO +p Zﬁél fs,' T kORfl:,WIJ

SINRSJ i 2

where p is the MUI factor related to the cross correlation of the
signals from different links, W is the bandwidth, and NN is the
one-sided power spectra density of white Gaussian noise [23].
For link (s;,7;), the minimum SINR to support its transmis-
sion rate ¢, ,, is denoted as MS (cs, o ) Therefore, concurrent
transmissions can be supported if the SINR of each link (s;, ;)
is larger than or equal to MS (cS] i )

There are two kinds of flows transmitted in the network:
the flows between UEs and the flows from or to the Internet
(gateway). We assume that there are Ny flows in the network.
For flow 4, its traffic demand is denoted as d;. The traffic demand
vector for all the flows is denoted by d, a 1 x Ny row vector
whose ith element is d;. For each flow, there are two possible
transmission paths in the system: ordinary path and direct path.
A flow transmitted via an ordinary path is inherently multihop,
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while a flow transmitted via a direct path is single hop. For the
lth hop link of the ordinary path for flow ¢, we denote its sender
as s7;) and receiver as 77, and denote this link as (S;)(i) ) ).
We denote the direct link of flow i as (s¢,r{), with s{ as the
source and ¢ as the destination. If no confusion is caused, the
superscripts ° and/or ¢ may be dropped.

Let the maximum number of hops of the ordinary paths be
H,,.x. Then, for each flow ¢, its 1 x H,,,, transmission-rate
vector on the ordinary path is denoted as c7, where each element
c}’m represents the transmission rate of the /th hop. We also
denote the Ny x H,,, transmission-rate matrix for the ordinary
paths of all flows by C°, whose ith row is simply c¢. The
transmission rate of the direct path for flow ¢ is denoted as cf,
and the 1 x Ny transmission-rate vector for the direct paths of
all flows is denoted as ¢, whose ith element is ¢! .

B. Operation Procedure and Problem Overview

The proposed D3MAC is a frame-based medium access con-
trol (MAC) protocol similar to the frame-based scheduling di-
rectional MAC (FDMAC) of [24]. Each frame consists of a
scheduling phase and a transmission phase, and the scheduling
overhead in the scheduling phase can be amortized over multi-
ple concurrent transmissions in the transmission phase as in the
FDMAC of [24]. In the scheduling phase, AP polls its associ-
ated UEs successively for their traffic demands and reports to
the central controller through the backhaul network. Based on
the transmission rates of links, the central controller computes a
schedule to accommodate the traffic demands of all flows. Then,
the central controller pushes the schedule to the APs through
the backhaul network, and each AP pushes the schedule to its
UEs. In the transmission phase, UEs and APs communicate with
each other following the schedule until the traffic demands of
all flows are accommodated. The transmission phase consists of
multiple stages, and in each stage, multiple flows are activated
simultaneously for concurrent transmissions. In a stage, several
selected flows transmit the packets through the path selected by
the path selection algorithm of D3MAC. Since each flow may
consist of different hops, the number of hops of each stage is
also unfixed. The number of slots of a stage is not fixed, either
due to the fact that the transmissions of each flow require differ-
ent number of slots. Both the number of hops and the number of
slots of a stage depend on which flows are activated. A stage fin-
ishes after all the selected flows clear their traffic. In the schedule
computation, the transmission path needs be selected optimally
between the direct path and ordinary path for each flow, and the
schedule should accommodate the traffic demands of flows with
a minimum number of time slots to fully exploit spatial reuse.
It should be noted that the number of hops of a flow is unknown
until D3MAC determines which path to select for transmission.

Let us illustrate the basic idea of D3MAC with Fig. 2, where
there are three small cells. In cell 1, UEs A and C are associated
with AP1; in cell 2, UE B is associated with AP2; and in cell
3, UE D is associated with AP3. Assume that there are two
flows in the network: A—B and C—D. The traffic demands
of A—B and C—D are 6 and 8, respectively, and thus, d =
[6 8]. Numerically, they are equal to the number of packets
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to be transmitted, assuming that the packet length is fixed. The
transmission-rate matrix for the ordinary paths of flows obtained
by the measuring procedure is

c° 2 3 2 3
2 4 2 ©
which indicates that the transmission rates of links A—AP1,
AP1—AP2, and AP2—B are 2, 3, and 2, respectively, while the
rates of links C—AP1, AP1—AP3, and AP3—D are 2, 4, and 2,
respectively. If direct transmission is not enabled, AP1 cannot
be scheduled to serve the transmissions of UE A and UE B at the
same time due to the half-duplex restriction. In addition, AP 2
should wait to receive all the packets from UE A before starting
transmitting them to UE B, since it is not able to transmit to UE
B and receive packets from AP 1 at the same time. According to
C° and d, these two flows need eight and ten time slots to clear
all the traffic demands, respectively. Assume that AP 1 serves
UE A first and serves UE C after it forwarded the traffic of A to
AP2; 15 time slots are required to clear all the traffic in total. On
the other hand, the transmission-rate vector for the two direct
paths is measured to be ¢ = [3 2]. This indicates that the direct
link of A—B can transmit three packets in one time slot, and the

direct link of C—D can transmit two packets in one time slot.
Clearly, for each flow, we need to first select the optimal
transmission path between its direct path and ordinary path.
The optimal schedule needs to accommodate the traffic demand
of flows with a minimum number of time slots. In other words,
concurrent transmission should be fully exploited in the sched-
ule. For the example in Fig. 2, the direct links of the both flows
should be enabled to enhance performances. According to ¢’
and d, these two flows need two and four slots to clear their
traffic demands, respectively. Moreover, the two direct paths
can be scheduled for concurrent transmission, since they have
no common node. Therefore, only four time slots are needed
in total. This simple example clearly shows that the selection
of transmission paths for flows has a significant impact on the
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efficiency of scheduling, and concurrent transmission schedul-
ing needs to be optimized to improve transmission efficiency,
which is the basic idea of the proposed D3MAC. It should be
noted that the example presented is not a common case in small
cells, and our purpose is to illustrate how D2D communications
benefit the system performance in our scheme.

IV. PROBLEM FORMULATION AND ANALYSIS
A. Radio Access Without Enabling D2D Communications

We begin by formulating the transmission scheduling prob-
lem without introducing D2D communications, where the traf-
fics of all flows are transmitted only through ordinary paths.
Since there are only ordinary paths, we drop the superscript °.
Given the traffic demand of flows, to maximize the transmission
efficiency, we should accommodate the traffic demand with a
minimum number of time slots [24]. Assume that the schedule
has K stages, and the number of time slots of the kth stage is
&%, while the duration of a time slot is denoted as 7. The total
number of time slots of a schedule is then Zszl 5%, For each
flow ¢, we define the number of hops for its ordinary path as its
hop number H;, and we further define a binary variable b;?( )
to indicate whether the jth hop of the ordinary path for flow
1 is scheduled to transmit in the kth stage. For any two links
(si,ri) and (sj,r;), we define a binary variable I(s;,r;;s;,7;)
to indicate whether these two links are adjacent. If they are,
I(s;,ri385,7r;) = 1; otherwise, I(s;,7;; s5,7;) = 0. In a sched-
ule, if a link is scheduled in one stage, it will transmit as many
packets as possible until its traffic demand is cleared. Then, the
link will not be active in the remaining slots of this stage. Since
concurrent transmissions interfere with each other, the SINR of
the jth hop of the ordinary path of flow ¢ can be expressed as

k
b
Py U

Tji)»Sv(u) v(u)

P,

Tj(i)»Si(i)

W Ny + pZu Zb(u V£ (i

SINR; ;) = “4)

where s;(;) and 7;(;) denote the transmitter and the receiver of
the jth hop of the ordinary path for flow i, respectively. The
transmitting rate of link (s;(;),7;(;)) is, therefore, expressed as
where 7 € (0, 1) is the efficiency of the transceiver design.

Regarding the system constraints, first, all traffic demands
should be scheduled, which can be expressed as

5 > di, Viand (i) =1,2,..., H;.

K

k k
> 3 b ey
k=1

To avoid frequent beamforming or steering, each link can be
activated at most once in a schedule, which means that

.
> i = {

L,
0,

ifd; >0
Viand j(i) =
otherwise,

1,2,..., H:.

@)
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Adjacent links cannot be scheduled concurrently in the same
stage due to half-duplexing, which can be expressed as
Vi, j (1), u,v(u), k and v(u) # (i) :
bk +b < 1 ifI(Sj(i),’l“j(i);Sv(u),rvw)) =1. (8

The jth hop of the ordinary path for flow ¢ should be scheduled
ahead of the (j + 1)th hop, which means that

Vi, j(i)=1,2,...,H; —land K = 1,2,...,

K
P
(i

k=1

K:

>Zb7+1 if H; > 1. ©
Therefore, the optimal scheduling problem without enabling
D2D communications (P1) is formulated as follows:

K
min E 5k,
k=1

s.t. constraints (6)—(9) hold. (10)

B. Radio Access With Enabling D2D Communications

We now include D2D communications into the scheduling,
where each flow can choose using either the original path or the
direct path. Define a binary variable a? to indicate whether the
direct link of flow i is scheduled to transmit in the kth stage,

., if this is the case, a = 1; otherwise, a = 0. The SINRs
of the jth hop of the ordlnary path for flow ¢ and the direct path
for flow ¢ in the kth stage, denoted by SINRf;(i) and SINR?,
respectively, can be expressed as

SINRY,) =
N

Pross Yy

WNO—i—pZu Zv (u)#£75(i P S50 (u) b]:(u ‘i‘PZ P“ s" ak
(11)

SINR? =

P,rd’sd af
WN + pZu Zv(u) Prf{,sf,(u) ’ b + p2p7é1 rd,sd a’; .

12)

The transmitting rate of link (s (i) T >) is, therefore, given by
Sy = =nW logz( + SINRY, ) while the transmitting rate of
link (s¢,7¢) s ¢ = nWlogz( + SINRY).
Next, let us analyze the system constrains. First, each flow
can choose either an ordinary path or a direct path to transmit
data, which indicates that

;, ifaf =0
Vi, k by = ' 13
Su-{ il o
Second, all traffic demands should be scheduled; hence
K
Zék’r(c;’( +clat)>dl,Vzandj() 1,2,..., H;.

k=1

(14)
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Each link can be activated at most once in a schedule, which
can be expressed as

1, ifd; >0

K
E: J(i) i
k=1 0,
(15)

Adjacent links cannot be scheduled concurrently in the same
stage, which requires the following:

Viand j(i) = 1,2,...
otherwise,

7H7

Vi, j(7), w, v(u), b and v(u) # (i)
k ke _1.

bj(iy + by <1 if 1 (s HOBATOL 53<u),7"3(u)) =1 (16)
Vi,u,kandu # i :af +ab < if I(s{,rl;sh,rd) =1; (17)
Vi, u,v(u), kand u # i :

aj + bk, < Vi I(sf vl 800, m0w) = 1. (18)

To enable concurrent transmissions, the SINR of each link in
the same stage should be able to support its transmission rate,
which means that for both direct path and ordinary path, the

following must hold:
o 0 k .o
SINRf ;) = MS(cf;)) -0y Vi (i), k

Vi, k

(19)
SINR{ > MS(c!) - af

2
where MS(c;?(i)) denotes the minimum SINR required for the
jth ordinary-path link to support flow ¢ at the rate c‘?(l) while

(20)

MS(c?) is the minimum SINR requlred for the direct-path link
to support flow i at the rate ¢¢. Finally, constraint (9) is still
required.

Therefore, the problem of optimal scheduling (P2), where
D2D communications are enabled, is formulated as follows:

K
min E 5",
k=1

s.t. constraints (9) and (13)—(20) hold. (1)

By solving Problem P2, we can obtain the optimal scheduling
solution for the network, which minimizes the slots needed for
transmissions. However, Problem P2 is an MINLP, as some of
the constraints in P2 are nonlinear constraints.

V. D3MAC SCHEME

It is computationally unacceptable to use an exhaustive
search to solve P2 for practical networks with mmWave
small cells, where the duration of a time slot is only a few
microseconds. Therefore, we construct a heuristic algorithm
with low complexity to obtain a near-optimal solution so that
the scheduling scheme can be implemented easily in practice.
We solve this MINLP in two steps. At the first step, we select
an appropriate transmission path, either a direct path or an
ordinary path, for each flow. If the direct path has high channel
quality and can achieve higher transmitting capability than the
ordinary path, we choose the direct transmission. At the second
step, we accommodate the traffic demand of flows with as
few time slots as possible by making full use of every slot and
enabling concurrent D2D links as many as possible.
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Algorithm 1: Path Selection.
1 Input: Sets P’ and P%
2 Output: The set of selected paths for all the flows P;

3 Initialization: P = ();
4 for each flow i do
5 Obtain A (p‘,’) and A(p;’);

o | it20) 5 5 then
ne

7 L P=PU p;’;

8 else

9 LP:PUpf;

10 Return P.

A. Path Selection Criterion

For flow 4, let p‘l denote its direct path and p" denote its or-
dinary path. For the direct transmission path p¢ with the trans-
mission rate cz‘fd , we define its transmission capability as

(22)
Furthermore, we assume that the ordinary path p{ has H,,y,
hops, and the transmission rate of its jth hop is ¢? ()" We can

define the transmission capability of the ordinary path ps as

o 1
Am>*§§§:ii

CJ(p?)

(23)

For each flow 7, we choose the path with higher transmission
capability between its direct path and ordinary path. Therefore,
the path selection criterion can be expressed as

o A(t) d
f = > h ;

vio { W) =0 chooser 24)
otherwise, choose pY

where § > 1 is the path selection parameter. The smaller the 3,
the higher the priority of direct transmissions between devices.

The pseudocode of the path selection process is presented in
Algorithm 1, where P° and P¢ denote the sets of all potential
paths p¢ and p!, respectively, while the set P contains all the
selected paths for all the flows.

B. Heuristic Transmission Scheduling Algorithm

We propose a heuristic transmission scheduling algorithm to
accommodate the traffic demand of flows with as few time slots
as possible by fully exploiting spatial reuse. In order to manage
the interference effectively by choosing proper hops for concur-
rent transmissions, we introduce a contention graph to depict the
contention relationship between hops. In the contention graph,
each vertex represents a hop in the network, and there is an edge
between two vertices if there exists severe interference between
these two hops. For hop [ and hop j, we define the maximum
interference between them as

wi,; = mMax {Pr_/,sz ) PTI,S,/ } 25)

To control the interference, we set a threshold o; ;, and the
contention graph is constructed in the way that if the maximum
interference between two vertices is less than the threshold, i.e.,
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Algorithm 2: Heuristic Transmission Scheduling.

1 Input: The set of selected paths for all the flows in stage k, denoted by P*;
2 Output: {H5}V" o%;

3 Initialization: Obtain the set of all the hops in P*, denoted by H*; u = 0; 6* = 0;
4 while [%*| > 0 do
s | u=ut+LHE=0: =0

6 Obtain all the hops that can be scheduled currently into the set H;
7 Obtain G (VF, E) based on H;
s | while [#| > 0 do

9 Obtain v € V* with the largest weight IW,;
10 HE=HE U,

1 for each hop (si;),7i(;)) in HE do

12 Obtain SINR,,,U)_TM;

13 if SINR;, ), < MS(cij)) then

14 \»’Hf":’ﬂfj\r;

Go to line 18;

k — hax k di .
16 ¢k = max {(L,- L‘LJTJ}y

17 H=H\N@);
18 H=H\uv
19 Obtain G*(VF, EF) based on H;

20 & :5k+(5;
21 HE = HE\ HE;

2 UF=u;

13 Return {H}U" | 5%

if wy ; < 0y, ;, there will be no edge between these two vertices.
Otherwise, there will be an edge between them. There is always
an edge between any two adjacent hops, since they cannot be
scheduled for concurrent transmissions due to the half-duplex
assumption. We denote the contention graph by G(V, E), where
V' denotes the set of vertices in the contention graph, and F
denotes the set of edges in the contention graph. We refer to two
vertices as neighbors if there is one edge between them in the
contention graph. For any vertex v € V, we denote the set of
its neighboring vertices by N (v). We further define the weight
of vertex v as the number of time slots that hop v needs for
transmission, denoted by W,,.

The pseudocode of our transmission scheduling algorithm is
presented in Algorithm 2. To manage the interference between
concurrent transmitting hops, the hops with an edge between
them in the contention graph should not be scheduled in the same
time. Hence, we first obtain all the hops that can be scheduled
currently at stage k£ and build the contention graph (lines 6 and 7),
based on the which we schedule the unscheduled hops of flows
iteratively in a nonincreasing order of weight with the conditions
for concurrent transmissions satisfied (lines 8—19). In line 11, a
hop in H* can either be a hop of an ordinary path or a link of a
direct path, and we have draped the corresponding superscript °
or ¢. Also, if it is a direct link, we have i(j) = 4. In line 16, | |
is the integer floor operator. In this inner loop, scheduling stops
when no possible hop can be scheduled concurrently any more.
The algorithm carries out this process iteratively until all the
hops of all the flows considered in stage k are properly scheduled
(lines 4-21). In the output of the algorithm, U* is the maximum
number of hops for the longest multihop flow scheduled at stage
k,and for 1 < u < U*, 'Hﬁ contains the hops or links that are
scheduled for concurrent transmissions, while 6% is the number

. . Uk .
of time slots required for {H}} _ . Note that if n denotes

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 66, NO. 7, JULY 2017

the number of UEs in the network, the number of concurrent
transmission links should be no more than |n| [24], due to
the nonadjacent constraint. The computational complexities of
the path selection algorithm and the transmission scheduling
are O(Ny) and O(N;?), respectively. Therefore, D3MAC has
a complexity of O(N f3), which is a pseudopolynomial time
solution and can be implemented in practice.

VI. STATIC NETWORK EVALUATION AND ANALYSIS
A. Comparison With Optimal Solution and Other Protocols

Under a static network environment, we first give the exten-
sive performance evaluation for our proposed D3AMAC scheme,
given various traffic patterns. Specifically, we compare its per-
formance with those of the optimal solution, obtained by solving
the problem P2 with YALMIP [25], and some of the existing
protocols. In the simulation, the transmission rate R between
UEs as well as between UEs and associated APs is set to 2, 4,
and 6 Gbps, respectively, according to the distances between
devices, path loss as well as the antenna gain. Due to better
channel qualities, the transmission rate of backhaul links is set
to 6 Gbps. With R = 2 Gbps, a packet can be transmitted in one
time slot. The packets with transmission delay larger than the
delay threshold p are declared as unsuccessful transmission and
discarded. Generally, the central controller is able to complete
traffic polling, schedule computation, and schedule pushing in a
few time slots. Two traffic modes, the Poisson process (PP) and
interrupted PP (IPP), are used in the performance evaluation.

1) PP packets arrive at each flow following the PP with arrival

rate A. The traffic load, denoted by T4, in a PP traffic is
defined as

A-L-Ny
R
where L is the size of data packets.

2) IPP packets arrive at each flow following the IPP with
parameters A, pi, A2, and p,. The arrival intervals of the
IPP obey the second-order hyperexponential distribution
with a mean of

Tioad = (26)

P1 P2
EX)=—+—. 27
(X) =3+ 1 27)
The traffic load 1,.q in this case is defined as
LNy
Tioad = ————. 28
load B(X) R (28)

We do not consider fading in our simulations due to the
fact that 60-GHz channels are extremely sparse. The spatial
channel response is dominated by a few paths from a few
angular directions [29], [30]. Such sparsity is because mmWave
signal energy tends to concentrate around the LOS path and a
few non-LOS paths from strong reflectors due to beamforming
achieved by phased array antennas, which causes channel
hardening to weaken fading significantly.

In present LTE systems, the amount of D2D traffic is gener-
ally smaller than in our traffic model. We adopted such a traffic
model in order to prove that D3AMAC is able to exploit the po-
tential and benefit of D2D communications to a great extent.
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TABLE I
PARAMETERS OF A SIMULATED NETWORK.

Parameter Symbol Value
Duration of one time slot T 5 pus

Data packet size L 1000 bytes

Delay threshold 0 1000 time slots
Contention graph threshold o 0.1 mW

PHY data rate R 2 Gbps, 4 Gbps, 6 Gbps
Propagation delay dl, 50 ns

PHY overhead Truy 250 ns

Short MAC frame Tx time Tsnrr Tpuy + 14%8/R +dl,
Packet transmission time Tphacket 1000 % 8/ R

SIFS interval Tsirs 100 ns

ACK Tx time Tack TshEr

Path selection parameter g 2

SIFS: Short InterFrame Space

Meanwhile, we expect D2D traffic will experience a significant
increase in future communication systems with the potential de-
velopment of various new applications, which will benefit from
D2D communications. The achievable system performance is
assessed by the following two metrics.

1) Average transmission delay: This is the average transmis-
sion delay of the received packets from all the flows, and
we evaluate it in units of time slots.

2) Network throughput: This is the total number of the suc-
cessful transmissions of all the flows over the duration of
the simulation. For each received packet, if its delay is
less than or equal to the threshold p, it is counted as a
successful transmission.

1) Comparing With Optimal Solution: We first compare the
D3MAC with the optimal solution. Since obtaining the optimal
solution is NP hard, we only simulate a scenario of three cells
with four users. We consider a network with two APs and seven
users. The distance between APs is 20 m, and each of them has a
coverage radius of 10 m. There are Ny = 4 flows in the network,
one of which is the flow between a user and the gateway and
the other are the flows among users. The simulation length is
set to 0.025 s. The relevant parameters of the simulated network
are listed in Table I. Under heavy loads, the execution time
of obtaining the optimal solution becomes prohibitively long.
Consequently, we can only obtain and present the results under
light loads.

Fig. 3 compares the achieved throughput and delay perfor-
mance by the proposed D3MAC with those of the optimal so-
lution under Poisson traffics, where it can be observed that the
performance gap between the D3AMAC and the optimal solution
is negligible. Even under the traffic load of 2.8, the D3MAC
only increases the average transmission delay by less than 10%
and reduces the network throughput by less than 3%, compared
with the optimal solution. We point out that by optimizing the
path selection parameter (3, the performance gap between the
D3MAC and the optimal solution can be further reduced. The re-
sults of Fig. 3, therefore, demonstrate that the D3MAC achieves
a near-optimal performance.

2) Comparison With Other Protocols: Next, we compare the
D3MAC with the following three benchmark schemes.
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1) Ordinary directional MAC (ODMAC): In the ODMAC
[24], [26], [27], D2D transmissions are not enabled, and
all the flows are transmitted through their ordinary paths.
The scheduling algorithm of the ODMAC is the same
as that used in the proposed D3MAC. This benchmark
scheme represents the current state of the art in terms
of scheduling the access or backhaul without considering
D2D transmissions.

2)  Random path directional MAC (RPDMAC): The
RPDMAC selects the transmission path for each flow ran-
domly from its direct path and ordinary path. Although
random selection is rarely adopted in practical schemes,
RPDMAC’s scheduling algorithm is the same as that of
the D3MAC. Thus, it is a good benchmark scheme to
show the advantages of the path selection criteria in the
D3MAC.

3) FDMAC-E: This is an extension of the FDMAC [24],
and to the best of our knowledge, the FDMAC achieves
the highest efficiency in terms of spatial reuse. In the
FDMAC-E, the transmission path is selected in the same
way as the D3AMAC with the path selection parameter
([ = 2. However, in order to show the role of backhaul
optimization, the access links and backhaul links are sep-
arately scheduled in the FDMAC-E. The access links from
UEs to APs are scheduled by the greedy coloring (GC)
algorithm of the FDMAC [24]. The backhaul links on the
transmission path are scheduled by the time-division mul-
tiple access. The access links from APs to UEs are also
scheduled by the GC algorithm.

A typical dense deployment of mmWave small cells is sim-
ulated, where nine APs, i.e., nine small cells, are uniformly
distributed in a square area of 50 m x 50 m, and the gateway
is located at the center of the area. Forty users are uniformly
randomly distributed in the simulated area. We believe that this
is actually a potential realistic scenario for the next-generation
communication system (5G). For example, multiple users within
close proximity request to download a same popular content,
such as a video, in which case D2D communications have the
potential to benefit the system performance. The simulation du-
ration is set to 0.5 s, and the delay threshold p is set to 10* time
slots, while the rest of the simulation parameters are listed in
Table I. Fig. 4 compares the network throughputs as functions
of traffic load for the four protocols under the PP traffic. It can
be seen from Fig. 4 that under the light load from 0.5 to 1.5,
all the four schemes achieve similar performance. The perfor-
mance of the ODMAC protocol degrades considerably when
the traffic load increases beyond 1.5, and it attains the worst
performance. The RPDMAC protocol only begins degrading
when the network load increases beyond 2, and it outperforms
the ODMAC scheme which confirms that enabling D2D trans-
missions improves the network throughput. For the FDMAC-E
protocol, the rate of increase in the throughput begins reducing
as the load becomes larger than 2, and its throughput becomes
saturated around 400 000 for the high traffic load, which is
significantly larger than those of the RPDMAC and ODMAC
schemes. The proposed D3MAC protocol attains the best per-
formance. Specifically, the throughput of the D3MAC increases
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Fig. 4. Network throughputs as functions of traffic load achieved by the four
schemes under the Poisson traffic.

linearly with the traffic load. At the high load of 5, the achiev-
able network throughput of the D2MAC is 56% higher than that
of the FDMAC-E.

B. Performance Evaluation in Static Networks

We now evaluate the impact of UE behaviors. The network
topology is the same as used in obtaining the results of Fig. 4.
We concentrate on investigating the influences of the UE density
and the UE denseness, under different traffic loads and different
traffic modes, on the achievable system performance.

1) Influence of UE Density: To evaluate how the density
of UEs influences D2D communications, we deploy 20, 30,
40, 50, and 60 UEs uniformly in the area, which makes the
average density 0.008, 0.012, 0.016, 0.020, and 0.024 UE/mZ,
respectively. Each UE is associated with the nearest AP. Thirty
flows are set in the simulation, 20 of which are between UEs,
while 10 of which are between UEs and the gateway, including
uploading and downloading. Other simulation parameters are
identical to those used in obtaining the results of Fig. 4.

Fig. 5 depicts the network throughputs as the function of
the UE density obtained by the D3MAC with three different
traffic loads, while Fig. 6 shows the network throughputs as
the function of the traffic load with five different UE densities,
under both the PP and IPP traffics. We observe that, basically,
the network throughput increases with the density of UEs as
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Comparison with the optimal solution under the Poisson traffic. (a) Network throughput. (b) Transmission delay.

well as with the traffic load, but the impact of the UE density is
heavily influenced by the traffic loads and vice versa.

More specifically, it can be seen from Fig. 5(a) that, when the
UE density is very low, the achievable throughputs are similar
under all the three PP traffic loads, and additionally increas-
ing the UE density has the same positive impact for all the three
cases of traffic loads. However, for the relatively light traffic load
of 3, when the UE density exceeds 0.012 UE/ m?, the network
throughput becomes saturated. Also, the throughput increase in
the case of traffic load 3.5 becomes slower when the UE density
exceeds 0.016 UE/m?. By contrast, the rate of the throughput
increase with the traffic load of 5 actually increases when the
UE density exceeds 0.016 UE/m?. Similarly, as can be seen
from Fig. 6(a), under light traffic loads, the network throughput
increases with the traffic load, and this trend is independent of
the UE density. When the traffic load exceeds a certain crit-
ical value, which is different for different UE densities, the
throughput starts growing slowly and eventually becomes sat-
urated under heavy loads. The exception is the very high UE
density case of 0.024 UE/m?, where the network throughput
keeps increasing with the traffic load. The throughputs of the
IPP-traffic network given in Figs. 5(b) and 6(b) show the same
trends of the PP-traffic network, but the system under IPP traffic
attains slightly lower throughput than the PP-traffic network,
which is caused by less stable arrival of IPP packets.

It can be seen that the influence of the UE density and traffic
load on the achievable network throughput is highly compli-
cated. The UE density has significant impacts on D2D com-
munication in heavily loaded systems, and high UE density in-
creases the system throughput greatly. Increasing the UE density
may also increase the throughput performance of D2D commu-
nication under light loads, but the improvement is less obvious
and smaller. High UE density increasing the system throughput
can be explained as follows. The average distance between UEs
decreases, as the number of UEs increases in the network, which
improves the channel qualities between UEs and increases the
transmission rates of D2D links. This allows more flows to trans-
mit packets through D2D links instead of ordinary paths, leading
to a higher throughput. However, this impact on throughput is
heavily depended on the traffic load. The increase of throughput
brought by high UE density is more profound under heavy traffic
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loads. This is because in a heavily loaded system, the network
may originally be unable to transmit all packets within the delay
threshold. By increasing the UE density, these originally unsuc-
cessful transmissions can be transmitted successfully through
more and better D2D links. Under light loads, on the other
hand, the network is originally able to transmit almost all pack-
ets within the delay threshold, and there is less need to relying
on the improvement brought by high UE density for increasing
successful transmissions. Thus, the UE density has less impact
on light-load networks.

Fig. 7 shows the average transmission delays as the function
of the UE density obtained by the D3MA with three different
traffic loads, while Fig. 8 depicts the average transmission de-
lays as the function of the traffic load with five different UE
densities. We can clearly see that the transmission delay is re-
duced as the UE density increases, while the transmission delay
increases with the network traffic load. We also observe that the
average transmission delay performance of the IPP-traffic net-
work is worse than that of the PP-traffic network, since the IPP
traffic has lower arriving stability than the PP traffic, and this
erratically arriving traffic demand causes longer waiting time at
the transmitting devices’ queues and hence longer transmission
delay.
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The reason why the transmission delay decreases as the UE
density increases is simple. With the increase of the UE den-
sity, the transmission opportunities increases, and this reduces
the waiting time of the packets to be transmitted. In addition,
a higher UE density also improves the channel quality, which
improves the successful transmission rate and reduces retrans-
missions. This also helps improve the transmission delay per-
formance. The reason why increasing the traffic load worsens
the transmission delay performance is also obvious. Increas-
ing the network traffic load simply means more packets to be
transmitted, which increases the packets’ waiting time in the
transmission queues of the transmitting devices, leading to a
higher transmission delay.

In the above analysis, 20 out of the 30 flows are between UEs,
and the rest are flows between UEs and the gateway. In order to
investigate the impact of portions of traffic between UEs, we plot
the throughput and delay of D3MAC under different portions
of flows between UEs in Fig. 9. The results are obtained under
PP traffic. The traffic load is set to 5, and the user densities
are set to 0.008, 0.016, and 0.024 UE/ m?2. We can observe that
increasing the portions of traffic between UEs actually benefits
D3MACS throughput and delay performance under all three user
densities we set. However, the impact of traffic portion is not
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significant. For example, under the user density of 0.016/m?, the
throughput under of flows between UEs is increased by 11.0%
compared with that under of flows between UEs, while the delay
is decreased by 13.4%.

2) Influence of UE Denseness: The denseness of UEs is an-
other important factor that affects the performance of D2D
communication. With a fixed UE density, high UE denseness
indicates that UEs are distributed unevenly, and low denseness
means that UEs are near-uniformly distributed. In order to find
out how the UE denseness impacts on D2D communication, we
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deploy the same simulated network with the UE density fixed
to 0.016 UE/ m?. However, in each small cell, the locations of
UEs follow the 2-D normal distribution with the mean at the cell
center and the standard deviation ¢ per dimension. The dense-
ness of UEs can be adjusted by changing the value of ¢, where
a small ¢ indicates a large UE denseness, and vice versa. We set
the levels of UE denseness from 1 to 5, which correspond to the
values of ¢ equal to 20, 18, 16, 14, 12, and 10.

Figs. 10 and 11 show that the network throughput and average
transmission delay achieved by the D3MAC as the functions of
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UE denseness, respectively, given three different traffic loads.
The results of Fig. 10 indicate that the throughput increases
with UE denseness. Given the UE density, the distances between
UEs in high denseness systems become shorter, and therefore,
the channel qualities are improved. However, for light-load sys-
tems, the throughput stops increasing after the UE denseness
reaches a certain level. By contrast, for heavy-load networks,
the throughput keeps increasing with a similar rate. Under heavy
loads, the traffic demand is beyond the transmitting capability
of the original system. Thus, higher UE denseness improves
the performance by increasing transmission rates. On the other
hand, in a lightly loaded system, the traffic demand may almost
be met by the transmitting capability of the original system, and
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there is less need to rely on the increase of UE denseness for im-
proving transmission rates. Similarly, the average transmission
delay is reduced as the UE denseness increases, due to the in-
crease in the transmission rates. Furthermore, the transmission
delay decreases more rapidly, as the UE denseness increases,
under heavy loads. This rapid reduction in transmission delay
as the UE denseness increases under heavy loads is mainly due
to the large reduction of the packets’ waiting time. By contrast,
such an effect is small and not so obvious under light loads. The
results of Figs. 10 and 11 also show that the performance of the
PP-traffic network is better than that of the IPP-traffic network.

The complicated coupling influences of the traffic load and
UE denseness on the performance of D2D communication are
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transmission delay.

further illustrated in Figs. 12 and 13, which depict the net-
work throughput and average transmission delay as the func-
tions of the traffic load, respectively, with different levels of
UE denseness. Again, we observe that under light loads, the
average transmission delay is very small. When the traffic load
exceeds a certain value, which is different for different levels of
UE denseness, the transmission delay begins increasing rapidly.
Also, under light loads, the network throughput increases with
the traffic load. When the traffic load exceeds a certain value,
which again is different for different levels of UE denseness, the
throughput grows slower and eventually becomes saturated.

3) Influence of Traffic Mode: As have shown about, the per-
formance of the PP-traffic network is better than that of the
IPP-traffic network, because the IPP packets have lower arriv-
ing stability than the PP packets. We now have a closer look into
the impact of the traffic mode as well as its coupling influence
with other network key parameters. Specifically, Fig. 14 shows
the network performance as the function of the traffic loads un-
der PP and IPP traffics and with different UE densities, while
Fig. 15 illustrates the network performance as the function of
traffic load under PP and IPP traffics and with different levels of
UE denseness. We can clearly observe that the PP-traffic system
outperforms the IPP-traffic system in terms of achieving higher
throughput and lower transmission delay. Moreover, the impact
caused by traffic mode varies with traffic load, UE density, and
UE denseness. The performance gap between the two systems
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is larger under heavy traffic load, low UE density, and low UE
denseness.

VII. DYNAMIC NETWORK EVALUATION AND ANALYSIS

The distribution of UEs is usually dynamic in real-world net-
works, and the dynamic changes of the network topology have
profound impacts on the achievable performance. In order to
evaluate the impact of user mobility on the performance of D2D
communication, we adopt the realistic human mobility model
SLAW proposed by Brockmann ef al. [28] in our simulation,
where the distribution of user traveling distance decays at a
power law with the parameter Aqecay, and the probability of
user remaining in a small spatially confined region for a time
period Ty, is dominated by algebraically long tails that attenu-
ate with the super diffusive spread. UEs are initially distributed
uniformly with the UE density equal to 0.016 UE/m?, and their
mobility traces are generated by the random walk model. Other
simulated network parameters remain the same as before. Based
on the scale of the simulated network, we set Aqecay = 0.2,
which makes the average moving distance of UE 5 m, and the
mean value of T,y is set to 1 s. In order to schedule the system
with the D3AMAC, we consider the network topology and UE
locations static within a rather short duration of time, which is
0.1 s in the simulation, and the transmission rates of all links
are updated every 0.1 s. Since the speed of UE is one of the key
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factors that determine the network topology, we evaluate the
throughput and delay performance of the system under different
UE velocities to unveil the impact of UE mobility.

Fig. 16 depicts the network throughput as the function of av-
erage UE speed, given three different traffic loads. Observe that
the impact of UE mobility on the achievable network throughput
is heavily influenced by the network traffic load. Specifically,
with a very light traffic load of 0.8, the traffic demand can easily
be met, and the UE mobility appears to have no impact on the
achievable network throughput. With the traffic load of 1.4, in-
creasing the average UE speed from O to 2 m/s has a little impact
on the network throughput, but the network throughput begins to
drop when the average UE speed further increases. By contrast,
for the case of the traffic load equal to 2, the achievable system
throughput actually increases considerably as the average UE
speed increases from O to 2 m/s. The system with low average
UE speed outperforms the network with a static UE distribu-
tion, because the mobility of UEs allows UEs to move around
and, thus, to increase the probability of encountering other UEs.
This enables more new D2D links and, therefore, improves the
system performance. However, the network throughput begins
to drop rapidly as the UE speed further increases. The frequent
changes of the network topology brought by high UE speed ap-
parently changes D2D pairs too frequently. As a consequence,
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many D2D links are frequently disabled before the transmission
on them is completed, which has detrimental effects on the D2D
communication performance.

Fig. 17 plots the average transmission delay as the function
of UE mobility, given three different traffic loads. We observe
that the transmission delay first decreases when the average UE
speed increases from O to 2 m/s. The improvement in delay per-
formance at low UE mobility over the static network is caused by
newly established D2D links brought by UE mobility. However,
as the average UE speed increases further, the transmission de-
lay begins to grow rapidly, especially under heavy traffic loads.
This is because high UE mobility causes frequent changes of
UE locations, which frequently disables D2D links before the
transmissions on them are completed. These unsuccessful trans-
missions then need to be rescheduled, leading to the increase of
transmission delay. This detrimental effect is further amplified
by heavy traffic loads.

From the above results and analysis, we can draw the gen-
eral conclusion that low UE speed improves the performance
of D2D communication, in terms of throughput and transmis-
sion delay, due to the establishment of new D2D links. When
the average UE speed exceeds a certain value, the system per-
formance suffers considerably owing to the frequent change of
network topology, which results in highly unstable D2D pairs.
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This detrimental impact of high UE speed is further amplified
under heavy traffic loads.

VIII. CONCLUSION

In this paper, we have investigated the optimal scheduling
problem of radio access of small cells in the mmWave band
that enables D2D communications and fully utilizes the spatial
reuse. Because the optimal solution for this scheduling prob-
lem is computationally prohibitive for large-scale networks, we
have proposed a centralized MAC scheduling scheme, referred
to as the D3MAC, to solve this scheduling problem efficiently.
Through extensive simulations, we have demonstrated that the
D3MAC achieves a near-optimal performance, in terms of net-
work throughput and transmission delay, and it outperforms
other existing protocols. Our other main contribution has in-
cluded the comprehensive evaluation of how the user behavior
impacts the achievable D2D communication performance in the
network consisting of mmWave small cells, based on our pro-
posed D3MAC protocol. Specifically, we have investigated the
five key factors related to user behaviors, namely, UE density,
UE denseness, UE mobility, traffic load, and traffic mode. Our
study has unveiled intriguing patterns and complex interactions
of these factors in influencing the achievable performance of
D2D communications in mmWave small cells. Our results and
observations thus offer valuable lessons and useful guidelines
in designing future networks of mmWave-based small cells.

REFERENCES
(1]
(2]

J. Andrews, “How can cellular networks handle 1000x the data?”’ Technical
Talk, Univ. Notre Dame, Notre Dame, IN, USA, 2011.

G. Fodor et al., “Design aspects of network assisted device-to-device
communications,” I[EEE Commun. Mag., vol. 50, no. 3, pp. 170-177,
Mar. 2012.

L. Lei, Z. Zhong, C. Lin, and X. Shen, “Operator controlled device-
to-device communications in LTE-advanced networks,” IEEE Wireless
Commun., vol. 19, no. 3, pp. 96-104, Jun. 2012.

M. N. Islam, A. Sampath, A. Maharshi, O. Koymen, and N. B. Mandayam,
“Wireless backhaul node placement for small cell networks,” in Proc. 48th
Annu. Conf. Inf. Sci. Syst., Princeton, NJ, USA, Mar. 19-21, 2014, pp. 1-6.
S. Singh, R. Mudumbai, and U. Madhow, “Interference analysis for highly
directional 60-GHz mesh networks: The case for rethinking medium ac-
cess control,” IEEE/ACM Trans. Netw., vol. 19, no. 5, pp. 1513-1527,
Oct. 2011.

(3]

(4]

[3]

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 66, NO. 7, JULY 2017

1]
3
=]

ETraffic Load=1.4

E_;\:;\;_\']Traﬁic Load=0.8
[ ITraffic Load=2

8
Q

Average Transmission Delay
N I
8 8
=] <]

2 P 6
Average UE Speed m/s

(b)

w |

Average transmission delay as the function of average UE velocity attained by the D3AMAC, given different traffic loads. (a) PP traffic. (b) IPP traffic.

[6] X. Lin, J. G. Andrews, A. Ghosh, and R. Ratasuk, “An overview of
3GPP device-to-device proximity services,” IEEE Commun. Mag., vol. 52,
no. 4, pp. 4048, Apr. 2014.

L. Wei, R. Hu, Y. Qian, and G. Wu, “Key elements to enable millimeter
wave communications for 5G wireless systems,” IEEE Wireless Commun.,
vol. 21, no. 6, pp. 136-143, Dec. 2014.

S. Scott-Hayward and E. Garcia-Palacios, “Multimedia resource alloca-
tion in mmwave 5G networks,” IEEE Commun. Mag., vol. 53, no. 1,
pp. 240-247, Jan. 2015.

S. Rangan, T. S. Rappaport, and E. Erkip, “Millimeter-wave cellular wire-
less networks: Potentials and challenges,” Proc. IEEE, vol. 102, no. 3,
pp. 366-385, Mar. 2014.

Y. Zhu et al., “Demystifying 60 GHz outdoor picocells,” in Proc. 20th
Annu. Int. Conf. Mobile Comput. Network., Maui, HI, USA, Sep. 7-11,
2014, pp. 5-16.

J. Qiao, X. Shen, J. Mark, Q. Shen, Y. He, and L. Lei, “Enabling device-to-
device communications in millimeter-wave 5G cellular networks,” IEEE
Commun. Mag., vol. 53, no. 1, pp. 209-215, Jan. 2015.

C.-H. Yu, O. Tirkkonen, K. Doppler, and C. Ribeiro, “On the performance
of device-to-device underlay communication with simple power control,”
in Proc. IEEE 69th Veh. Technol. Conf., Barcelona, Spain, Apr. 26-29,
2009, pp. 1-5.

C. Xu et al., “Efficiency resource allocation for device-to-device underlay
communication systems: A reverse iterative combinatorial auction based
approach,” IEEE J. Sel. Areas Commun., vol. 31, no. 9, pp. 348-358,
Sep. 2013.

P. Janis, V. Koivunen, C. Ribeiro, J. Korhonen, K. Doppler, and K. Hugl,
“Interference-aware resource allocation for device-to-device radio un-
derlaying cellular networks,” in Proc. IEEE 69th Veh. Technol. Conf.,
Barcelona, Spain, Apr. 26-29, 2009, pp. 1-5.

S. Xu, H. Wang, T. Chen, Q. Huang, and T. Peng, “Effective interference
cancellation scheme for device-to-device communication underlaying cel-
lular networks,” in Proc. IEEE 72nd Veh. Technol. Conf., Ottawa, ON,
Canada, Sep. 6-9, 2010, pp. 1-5.

S. Hakola, T. Chen, J. Lehtomaki, and T. Koskela, “Device-to-device
(D2D) communication in cellular network—Performance analysis of op-
timum and practical communication mode selection,” in Proc. IEEE
Wireless Commun. Netw. Conf., Sydney, Australia, Apr. 18-21, 2010,
pp. 1-6.

M. Belleschi, G. Fodor, and A. Abrardo, “Performance analysis of a
distributed resource allocation scheme for D2D communications,” in Proc.
GLOBECOM Workshops, Houston, TX, USA, Dec. 5-9, 2011, pp. 358—
362.

S. Singh, F. Ziliotto, U. Madhow, E. M. Belding, and M. Rodwell, “Block-
age and directivity in 60 GHz wireless personal area networks: From cross-
layer model to multi hop MAC design,” IEEE J. Sel. Areas Commun.,
vol. 27, no. 8, pp. 1400-1413, Oct. 2009.

Y. Niu, Y. Li, and D. Jin, “Poster: Promoting the spatial reuse of millimeter
wave networks via software-defined cross-layer design,” in Proc. 20th
Annu. Int. Conf. Mobile Comput. Netw., Maui, HI, USA, Sep. 7-11, 2014,
pp- 395-396.

J. Ning, T.-S. Kim, S. V. Krishnamurthy, and C. Cordeiro, “Directional
neighbor discovery in 60 GHz indoor wireless networks,” in Proc. 12th
ACM Int. Conf. Model., Anal. Simul. Wireless Mobile Syst., Tenerife,
Spain, Oct. 26-30, 2009, pp. 365-373.

(71

[8

—

[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]



GAQO et al.: EVALUATING THE IMPACT OF USER BEHAVIOR ON D2D COMMUNICATIONS IN MILLIMETER-WAVE SMALL CELLS

[21]

[22]

[23]

[24]

[25]

[26]

F. Yildirim and H. Liu, “A cross-layer neighbor-discovery algorithm for
directional 60-GHz networks,” IEEE Trans. Veh. Technol., vol. 58, no. 8,
pp. 4598-4604, Oct. 2009.

Y. Niu, Y. Li, D. Jin, L. Su, and D. Wu, “Blockage robust and efficient
scheduling for directional mmWave WPANSs,” IEEE Trans. Veh. Technol.,
vol. 64, no. 2, pp. 728-742, Feb. 2015.

J. Qiao, L. X. Cai, X. Shen, and J. W. Mark, “STDMA-based scheduling
algorithm for concurrent transmissions in directional millimeter wave
networks,” in Proc. IEEE Int. Conf. Commun., Ottawa, ON, Canada,
Jun. 10-15, 2012, pp. 5221-5225.

I. K. Son, S. Mao, M. X. Gong, and Y. Li, “On frame-based scheduling for
directional mmWave WPANS,” in Proc. INFOCOM, Orlando, FL, USA,
Mar. 25-30, 2012, pp. 2149-2157.

J. Lofberg, “YALMIP: A toolbox for modeling and optimization in MAT-
LAB,” in Proc. IEEE Int. Conf. Robot. Autom., Taipei, China, Sep. 4,
2004, pp. 284-289.

A. Lebedev et al., “Feasibility study and experimental verification of
simplified fiber-supported 60-GHz picocell mobile backhaul links,” IEEE
Photon. J., vol. 5, no. 4, pp. 1-14, Aug. 2013.

[27]

[28]

[29]

[30]

6377

D. Bojic et al., “Advanced wireless and optical technologies for small-
cell mobile backhaul with dynamic software-defined management,” IEEE
Commun. Mag., vol. 51, no. 9, pp. 86-93, Sep. 2013.

D. Brockmann, L. Hufnagel, and T. Geisel, “The scaling laws of human
travel,” Nature, vol. 439, no. 7075, pp. 462—465, Jan. 2006.

S. Sur, X. Zhang, P. Ramanathan, and R. Chandra, “BeamSpy: Enabling
robust 60 GHz links under blockage.” in Proc. 13th Usenix Conf. Netw.
Syst. Des. Implementation, Santa Clara, CA, USA, Mar. 16-18, 2016,
pp- 193-206.

S. Sur, V. Venkateswaran, X. Zhang, and P. Ramanathan, “60 GHz indoor
networking through flexible beams: A link-level profiling,” in Proc. ACM
SIGMETRICS Int. Conf. Meas, Model. Comput. Syst., Portland, OR, USA,
Jun. 15-19, 2015, pp. 71-84.

Authors’ photographs and biographies not available at the time of publication.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


