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Abstract—This article proposes a virtual angular-domain chan-
nel estimation scheme for massive multiple-input multiple-output
systems operating in frequency division duplex (FDD) mode. Dif-
ferent from the conventional scheme where orthogonal pilots are
transmitted on different antennas, we propose to transfer the
channel estimation problem to the virtual angular domain and
utilize the channel sparsity to reduce the training and feedback
overhead. An orthogonal matching pursuit with Gram-Schmidt
orthogonalization algorithm is proposed to construct the unitary
transformation between the spatial domain and the virtual angu-
lar domain, which achieves higher sparsity than the existing ap-
proaches. Furthermore, we propose to estimate the downlink (DL)
dominant angular set, which captures most of the channel power
with only a few elements, by utilizing the directional reciprocity of
FDD systems, where a calibration algorithm is introduced to handle
the different wavelengths of uplink and DL transmissions. Based
on the estimated dominant sets, we introduce a partial orthogo-
nal criterion for virtual angular-domain pilot design and further
propose two pilot assignment algorithms which minimize pilot
overhead and pilot-reuse interference, respectively. Theoretical
analyses on pilot overhead and the mean square error (MSE) per-
formance are also presented. Simulation results demonstrate that
our proposed virtual angular-domain channel estimation scheme
provides excellent MSE performance with much reduced pilot over-
head and, consequently, enjoys much larger per-user achievable
rate in comparison to the conventional schemes.

Index Terms—Massive MIMO, FDD, channel estimation, pilot
design, sparsity, virtual angular domain.

I. INTRODUCTION

MASSIVE multi-input multi-output (MIMO) technol-
ogy [1] has attracted great attention from both academia
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and industry due to its high spectrum and energy efficiencies [2],
achievable by deploying a large number of antennas at the base
station (BS). To fully utilize the benefits of massive MIMO,
knowledge of downlink (DL) channel state information (CSI)
must be available at the BS for the operations including user
equipment (UE) scheduling and precoding [3]. Massive MIMO
systems with time division duplex (TDD) mode have been
extensively investigated [1]–[6], where the DL CSI can be easily
acquired from the uplink (UL) channel by exploiting the channel
reciprocity. Nevertheless, TDD massive MIMO systems suffer
from performance degradation caused by pilot contamination [5]
and calibration error of radio frequency (RF) chains [6]. While
pilot contamination can be mitigated or even eliminated by
careful pilot designs [7]–[9], calibration error of RF chains
will render the DL channel and the UL channel nonreciprocal.
Moreover, massive MIMO is expected to be compatible with
the current cellular systems, where frequency division duplex
(FDD) protocol dominates [4]. Thus exploring an effective DL
channel estimation approach is essential for FDD based massive
MIMO systems.

The conventional approach to estimate DL CSI is based on
orthogonal pilots [10], [11]. However, the pilot and feedback
overhead, which scales linearly with the number of antennas at
the BS [11], is overwhelmingly high in the context of massive
MIMO. Recently, many overhead reduction methods have been
proposed for FDD massive MIMO systems. One solution is to
exploit the low-rank property of the channel covariance ma-
trix (CCM) [12]–[14]. For example, open-loop and closed-loop
strategies were proposed in [12] to reduce the DL channel
estimation overhead where the spatial correlation and the tem-
poral correlation are utilized. The work [13] proposed a joint
spatial division multiplexing scheme where the dimension of
the effective channel is reduced via a pre-beamforming matrix
obtained from the CCM. Moreover, the studies [15]–[17] have
demonstrated the feasibility of extracting the channel statistics
from the outdated-channel-state-information by utilizing time-
domain channel coherence. However, acquiring the CCM is
challenging in FDD massive MIMO systems, and the overhead
of accurate CCM feedback can be excessively high.

Fortunately, massive MIMO channels exhibit sparsity in vir-
tual angular domain due to the small angle spread observed
at BS [18]. The experimental results of [19] show that the
DL channel reconstructed with only 4 paths captures 85% of
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the total power on average under both line-of-sight (LoS) and
non-line-of-sight outdoor environments, where the BS is
equipped with a 8 × 8 uniform planar array. Utilizing the virtual
angular domain channel sparsity, various compressive sensing
(CS) based algorithms have been proposed [20]–[24]. Specifi-
cally, a non-orthogonal DL pilot design and a distributed sparsity
adaptive matching pursuit algorithm were proposed in [21] by
exploiting the common sparsity across different subcarriers.
Weighted l1-minimization frameworks were adopted in [22]
to enhance the performance of sparse reconstructions over the
greedy-based algorithms. The work [23] proposed a closed-loop
resource adaptation scheme to handle the uncertainty of channel
sparsity level, and the study [24] combined CS technique and
the conventional least squares (LS) algorithm by assuming slow-
varying channel statistics. Nevertheless, the CS based algorithms
rely heavily on the randomness of non-orthogonal pilots for
sparsity recovery, which makes them difficult to be applied in
the orthogonal pilot case, and the underlying requirement of
perfect measurement feedback from UE to BS is impractical.
The imperfection of channel sparsity due to power leakage also
degrades the performance.

Previous studies and experiments have shown that the UL
channel and the DL channel have similar directional and power
properties in FDD systems [25]–[27]. In WINNER II channel
models [26], the parameters of each multipath component from
both the UL and DL channels, including angle of departures
(AoDs), angle of arrivals (AoAs) and path gains, are modeled as
the same. With extensive field experiments, the work [19] also re-
veals that the dominant paths of the DL channel can be obtained
from the estimated UL AoAs. Thus, the DL dominant angular
set, which is defined as the set that contains the indexes of several
largest elements of the virtual angular-domain DL channel, can
be estimated from the UL channel with high reliability. Based
on the knowledge of dominant angular sets, a user grouping
based and a threshold-based DL training methods were proposed
in [28] and [29], respectively. However, the method of [28] relies
on the assumption of non-overlapping AoAs for different UE
groups, while the method of [29] assumes that some common
scatterers are shared by all the UE. These assumptions can be
unrealistic in practical systems since UE are randomly located.

In this paper, we propose a novel virtual angular-domain
channel estimation scheme with partial orthogonal pilot design
for FDD massive MIMO systems. Specifically, the DL domi-
nant angular sets are firstly estimated from the UL channel by
utilizing the directional reciprocity [25], [26], where an orthog-
onal matching pursuit with Gram-Schmidt orthogonalization
(OMP-GSO) algorithm is proposed for sparsity enhancement,
and a calibration algorithm is introduced to handle the different
wavelengths of the UL/DL channels. Based on the estimated DL
dominant angular sets, virtual angular-domain pilot signals are
designed with a partial orthogonal criterion and transmitted to
UE. UE then perform DL channel estimation in virtual angular
domain and feed the measurements back to the BS for channel
reconstruction. Owing to the sparsity of virtual angular-domain
channels, the required training and feedback overheads for our
approach increase linearly with the sparsity level rather than
the number of antennas at the BS. Compared to the approaches

of [28], [29], our proposed scheme can handle arbitrary DL
dominant angular sets without any assumption on UE locations.
If the CCM is available, our proposed scheme can be easily
combined with the knowledge of CCM. Specifically, the opti-
mal unitary transformation between the spatial-domain and the
virtual angular-domain channels can be obtain from the singular
value decomposition (SVD) of the CCM. Simulation results
demonstrate that the proposed scheme enjoys reliable channel
estimation performance with low training overhead and, conse-
quently, achieves much larger DL throughput in comparison to
other existing schemes. The main contributions of our paper are
summarized as follows.
� We propose an OMP-GSO algorithm to construct the uni-

tary transformation between the spatial-domain channel
and the virtual angular-domain channel, which achieves
better sparsity in comparison with the previous meth-
ods [28], [30], especially in multi-user scenarios. Con-
sequently, pilot and feedback overhead can be further
reduced.

� We propose a partial orthogonal criterion for multi-user
angular-domain pilot design, which removes impractical
assumptions on UE locations, such as non-overlapping
AoAs [28] and common scatterers [29]. Furthermore, we
propose two pilot assignment algorithms which minimize
the pilot overhead and the pilot-reuse interference, respec-
tively. Theoretical analysis on pilot overhead and the mean
square error (MSE) are also conducted.

The rest of the paper is organized as follows. Section II
introduces the system model. In Section III, we present the
DL dominant angular sets estimation, including the OMP-GSO
algorithm and UL/DL calibration. In Section IV, we investigate
the virtual angular-domain channel estimation with partial or-
thogonal pilot design. Numerical simulations are conducted to
demonstrate the superior performance of the proposed scheme
in Section V, and Section VI concludes the paper.

II. SYSTEM MODEL

As with all the existing works [12]–[14], [20]–[25], [28]–[30],
we consider a single cell multi-user massive MIMO system
operating in FDD mode, whereK single-antenna UE are served
simultaneously by the BS equipped with M antennas.1 The
DL transmission is divided into three stages: pilot training, CSI
feedback and data transmission.

A. Downlink Training Model

At the pilot training stage, the BS broadcasts the pilot sig-
nal matrix Φ = [sT1 · · · sTM ]T ∈ C

M×τ for channel estimation,

1For the multi-cell senario, two issues need to be resolved, namely, UL pilot
contamination and DL inter-cell interference. UL pilot contamination can be
largely mitigated or even removed completely using the schemes originally
designed for TDD systems [31]–[33] There are two solutions dealing with
downlink inter-cell interference in DL channel estimation based on frequency
division multiplexing (FDM) and time division multiplexing (TDM). In the
FDM based method, the neighboring BSs transmit their DL pilots on orthogonal
frequency resources to avoid interference, but the pilot overhead becomes very
large. In the TDM based method, the pilots of the adjacent cells are transmitted
on different time slots to alleviate the interference.
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where sm ∈ C
1×τ is the length-τ pilot sequence transmitted

on the mth antenna element for 1 ≤ m ≤M . The received
signal sequence yk ∈ C

1×τ at the kth UE for 1 ≤ k ≤ K can
be expressed as

yk =
(
hDL
k

)T
Φ+ nk, (1)

where hDL
k ∈ C

M×1 is the DL channel vector between the BS
and the kth UE, and nk ∈ C

1×τ is the complex additive white
Gaussian noise (AWGN) sequence with the covariance matrix
E{nH

k nk} = σ2
nIτ . Here, E{·} is the expectation operator and

Iτ is the τ × τ identity matrix.
In the conventional channel estimation scheme, orthogonal

pilots are transmitted on different antennas, i.e., sisHj = δi,j ,
where δi,j = 1 if i = j; otherwise δi,j = 0. Utilizing the LS
algorithm, the DL channel of the kth UE is estimated according
to

ĥDL
k =

(
Φ∗ΦT

)−1
Φ∗yT

k , (2)

where Φ∗ is the conjugate of Φ. The estimated channel ĥDL
k is

then fed back to the BS through quantization codebooks, such
as the precoding matrix index (PMI) in LTE [10]. However, the
orthogonality of pilots requires τ ≥M , which imposes huge
training and feedback overhead when the number of antennas at
the BS M is large.

B. FDD Channel Model

Previous studies and experiments have shown that the UL and
DL channels of a FDD system share similar directivity [19], [25],
[26]. Specifically, we adopt a geometric narrow-band channel
model with P paths, where the UL and DL channels have
the same small-scale parameters, including the AoA/AoD and
gain of each path [26]. However, due to different UL and DL
wavelengths, the transmitted UL and DL signals experience
different phase changes after propagating the same distance,
which is modeled as independent random phases. We assume
perfect power control at the BS such that the effects of large
scale fading and shadow fading are taken care of. By omitting
the UE subscript index, the UL channel hUL ∈ C

M×1 and DL
channel hDL ∈ C

M×1 can be represented respectively by

hUL =

√
M

P

P∑

p=1

αpe
jψUL

p aUL(φp, θp), (3)

hDL =

√
M

P

P∑

p=1

αpe
jψDL

p aDL(φp, θp), (4)

where the complex gain of the pth path αp follows the complex
Gaussian distribution with zero mean and unity power, denoted
by αp ∼ CN(0, 1), ψUL

p and ψDL
p are the independent random

phases of the pth path in the UL and DL channels, respectively,
which are both uniformly and randomly distributed in [0, 2π],
while φp and θp denote the horizontal and vertical AoA/AoD of
the pth path in UL/DL, and aUL(φp, θp)/a

DL(φp, θp) ∈ C
M×1

is the steering vector at the pth path direction of UL/DL. We
assume that φp and θp follow the uniform distributions in the

Fig. 1. Illustration of the virtual angular-domain channel sparsity.

ranges of [φc −Δφ, φc +Δφ] and [θc −Δθ, θc +Δθ], respec-
tively, where Δφ and Δθ are the horizontal and vertical angle
spreads, whileφc and θc denote the respective central directions.

For a uniform linear array (ULA), the steering vector is
independent of the vertical angle θ, and it can be written as

aULA(φ) =
1√
M

[
1 ej 2π

λ
d sinφ · · · ej 2π

λ
d(M−1) sinφ

]T
, (5)

where λ is the wavelength, d is the antenna spacing, and we have
omitted the superscript for UL/DL. Note that the wavelengths
λUL and λDL for the UL and DL channels are different. Without
loss of generalization, the antenna spacing at the BS is set to
d = λUL/2.

C. Virtual Angular-Domain Channel Sparsity

Since the BS is usually elevated high with few scatterers
around, the angle spread observed at the BS is small [21], [28].
Intuitively, most of the paths come from a few angular intervals
nearby the LoS direction at the BS side, as illustrated in Fig. 1.
Consequently, in angular domain, the channel coefficients within
a small angular range of the LoS are dominant, while the other
channel coefficients outside this range tends to be zeros when the
antenna numberM is large, which indicates the angular-domain
sparsity of massive MIMO channels. Specifically, the spatial-
domain channel h can be transformed into the angular-domain
channel h̃ via an unitary transform matrix A as h̃ = Ah, which
exhibits sparsity. In another words, h can be expressed as

h = AHh̃ =

M∑

i=1

[h̃]ibi, (6)

where [h̃]i is the ith element of h̃, bi = ([A][i: ])
H ∈ C

M×1 is
the ith orthogonal basis, and [A][i: ] is the ith row of A. Due
to the sparsity of the virtual angular-domain channel, h can be
approximated by the expansion of N orthogonal bases, where
N �M , as

h ≈
∑

i∈Ω
[h̃]ibi. (7)

In (7), Ω denotes the dominant angular set, which is defined as
the set that contains the indexes of theN largest elements of the
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virtual angular-domain channel h̃, i.e.,

∣
∣[h̃]i

∣
∣ ≥ ∣∣[h̃]j

∣
∣, ∀i ∈ Ω, ∀j /∈ Ω. (8)

Consequently, the DL training model (1) can be rewritten as

yk = (AHh̃DL
k )TΦ+ nk = (h̃DL

k )TΦ̃+ nk, (9)

where h̃DL
k is the the kth UE’s virtual angular-domain DL

channel, and Φ̃ = A∗Φ defines the virtual angular-domain pilot
signal matrix. Similar to antenna ports, we can define the angular
port n, 1 ≤ n ≤ N , as the virtual port that transmits the virtual
angular-domain pilot signal [Φ̃][n: ]. By exploiting the sparsity of

h̃DL
k and the dominant angular set information ΩDL

k , the virtual
angular-domain pilot signal matrix Φ̃ can be carefully designed
for pilot reduction.

Note that the sparsity of the virtual angular-domain channel
relies on the unitary transform matrix A. The optimal design of
A can be obtained by performing the SVD on the CCM [13],
but the CCM is difficult to obtain in FDD massive MIMO
systems [34]. Benefiting from the structure of steering vec-
tors, the discrete Fourier transform (DFT) matrices are widely
adopted in previous works [21], [29], [30]. Specifically, for
an ULA with M antennas, A = FM , where FM is the size
M ×M DFT matrix whose ith row jth column element is
given by [FM ]i,j = e−j 2π

M i j . However, due to the mismatch
between continuous AoAs/AoDs and discrete sampling of DFT,
power leakage usually occurs, leading to degradation of virtual
angular-domain sparsity.

III. DOMINANT ANGULAR SETS ESTIMATION

This section is devoted to how to estimate the DL dominant
angular sets from the UL channel by utilizing the directional
reciprocity of FDD systems. Specifically, we propose the OMP-
GSO algorithm to construct the unitary transform matrix A,
which achieves remarkable sparsity enhancement in comparison
to the existing methods. We also introduce a calibration method
to handle the different wavelengths of the UL and DL channels.

A. Unitary Transform Matrix Construction

To provide insights on how to construct unitary transform
matrix A, we introduce two metrics for measuring the sparsity
of the virtual angular domain channel h̃ achieved with A, called
theη-sparsity andN -power. In the following, 0 ≤ η ≤ 1,N ∈ N

and 1 ≤ N ≤M , and Ω ⊆ {1, 2, . . . ,M}.
Definition 1: The η-sparsity of vector v ∈ C

M×1 is defined
as the minimum size of the index set Ω that contains more
than the η portion of the total power ‖v‖2, denoted by Nη .
Specifically,

Nη = min |Ω| s.t.

∑
i∈Ω |[v]i|2
‖v‖2

≥ η. (10)

Definition 2: The N -power of vector v ∈ C
M×1 is defined

as the percentage of the total power ‖v‖2 captured by the largest

N elements of v, denoted by ηN . Specifically,

ηN = max

∑
i∈Ω |[v]i|2
‖v‖2

, s.t. |Ω| = N. (11)

It is clear that smaller η-sparsity and largerN -power indicate
better sparsity.

To enhance the sparsity of the virtual angular-domain channel,
the work [28] proposed a spatial rotation strategy by modifying
the unitary transform matrix as A = FMΨ(ϕ), where

Ψ(ϕ) = diag
{

1, ejϕ, . . . , ej(M−1)ϕ
}

(12)

is a diagonal matrix with ϕ ∈ (− π
M , πM ] as the spatial ro-

tation parameter. As a result, the original orthogonal bases
bi = ([FM ][i: ])

H will be rotated simultaneously with the same
angle ϕ while maintaining the orthogonality. However, its per-
formance gain over the conventional DFT method is very limited
since the different paths tend to require different optimal spatial
rotation parameters. Moreover, this method hardly works in the
multi-user scenario because it is very difficult if not impossible
to find a common rotation parameter for randomly located UEs.

The underlying reason is that the orthogonal condition of
the bases restricts the searching to a one-dimension space ϕ.
To construct a unitary matrix that achieves better sparsity, we
should remove the orthogonal constraints on bases to minimize
the approximation error and calculate the unitary matrix by the
Gram-Schmidt orthogonalization (GSO).

Lemma 1: Assume that the channel h can be approximated
by theN non-orthogonal but linearly independent bases{bi}Ni=1,
that is,

h =

N∑

i=1

αibi + he, (13)

with the residual error he. By performing the GSO on {bi}Ni=1,
a set of the normalized orthogonal bases {boi }Ni=1 are obtained,
and h can be approximated by the expansion of the orthogonal
bases {boi }Ni=1 as

h =
N∑

i=1

αo
i b

o
i + ho

e, (14)

with the residual error ho
e, where αo

i = (boi )
Hh. Then we have:

1)
∥
∥ho

e

∥
∥2 ≤ ∥∥he

∥
∥2

.

2) The sparsity of the virtual angular-domain channel h̃o

obtained via the base set {boi }Ni=1 cannot be lower than the
sparsity of the virtual angular-domain channel h̃ obtained
via the base set {bi}Ni=1.

Proof: Denote V = span({bi}Ni=1) as the subspace spanned
by the bases {bi}Ni=1. Since the GSO procedure does not change
this subspace, we also have V = span({boi }Ni=1). By projecting

he onto the subspace V , we obtain the projected vector h‖
e ∈ V

and the error vector h⊥
e ⊥ V with he = h

‖
e + h⊥

e . Thus (13) can
be rewritten as

h =

( N∑

i=1

αibi + h‖
e

)
+ h⊥

e . (15)
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Algorithm 1: OMP-GSO Algorithm.

Input: Dictionary D = {d0, . . . ,dQ−1}, channels of K UE
hk ∈ C

M×1, 1 ≤ k ≤ K, number of iterations Niter,
1 ≤ Niter ≤M .

Output: Unitary transform matrix A.
1: Initialize residuals r(0)

k = hk, 1 ≤ k ≤ K.
2: Initialize the matrix of chosen bases B as an empty

matrix.
3: for i = 1 to Niter do
4: Find bi ∈ D with the maximum inner product∣

∣bHi r
(i−1)
k

∣
∣:

bi = argmax
d

{
max

1≤k≤K
∣
∣dHr

(i−1)
k

∣
∣
}
, s.t. d ∈ D.

5: Update the matrix of chosen bases as B = [B bi].
6: Update the spanned coefficients

s
(i)
k = (BHB)−1BHhk, 1 ≤ k ≤ K.

7: Update residuals r(i)k = hk −Bs
(i)
k , 1 ≤ k ≤ K.

8: end for
9: Randomly generate matrix C ∈ C

M×(M−Niter), and
obtain Bf = [B C] such that Bf is a full-rank square
matrix with size M ×M .

10: Perform the GSO procedure on the columns of Bf to
obtain the normalized orthogonal bases which
constitute the unitary transform matrix A.

Since the GSO procedure guarantees that hoe ⊥ V , we have

‖he‖2 =
(
h‖
e + h⊥

e

)H (
h‖
e + h⊥

e

)

=
∥
∥h‖

e

∥
∥2

+
∥
∥h⊥

e

∣
∣2 ≥ ∥∥h⊥

e

∥
∥2

=
∥
∥ho

e

∥
∥2
. (16)

The η-sparsity metrics associated with the non-orthogonal
base set {bi}Ni=1 and the orthogonal base set {boi }Ni=1 are cal-

culated as ηN = 1 − ‖he‖2

‖h‖2 and ηoN = 1 − ‖ho
e‖2

‖h‖2 , respectively.

Since ‖ho
e‖2 ≤ ‖he‖2, we have ηoN ≥ ηN , and this completes

the proof. �
Inspired by Lemma 1, we start by constructing a set of

non-orthogonal but linearly independent bases using the orthog-
onal matching pursuit (OMP) algorithm. Then, we perform the
GSO procedure to obtain the unitary matrix A. The proposed
algorithm is therefore called the OMP-GSO. Specifically, we
adopt the uniformly sampled steering vectors as the dictionary
D = {d0, . . . ,dQ−1}, where Q is the dictionary size. Note that
the sampling is performed in sinϕ rather than in the physical
angle ϕ. Thus the qth vector dq , 0 ≤ q ≤ Q− 1, is expressed as

dq =
[
1 ej 2π

Q q · · · ej 2π
Q q(M−1)

]T
. (17)

The detailed OMP-GSO algorithm is presented in Algorithm 1,
where the criterion adopted in step 4 of Algorithm 1 is deter-
mined empirically.

In the step of finding the basis with the maximum inner
product (line 4), we consider the residuals of all the UE, which

Fig. 2. Comparison of the η-sparsity performance of three methods as the
functions of angle spread Δφ, given η = 0.98.

ensures that every UE’s spatial feature can be captured. Com-
pared to the spatial rotation method [28], which relies only on a
one-dimensional search space, the proposed OMP-GSO enjoys
much better performance owing to a much higher-dimensional
search space. We use an example with M = 128 and P = 20
to compare the achievable sparsity performance of the conven-
tional DFT method [21], [30], the spatial rotation method [28]
and our proposed OMP-GSO method in the two scenarios of
K = 1 and K = 4. We set the dictionary size to Q = 8 M
and the number of iterations to Niter =M for our OMP-GSO
algorithm.

Fig. 2 depicts the η-sparsity performance of these three meth-
ods as the functions of the angle spread Δφ. As with all the
other simulation results presented in this paper, the results of
Fig. 2 are obtained by averaging over a sufficiently large number
of channel realizations. In each realization, the central AoAs
of the K UE are independently generated from the uniform
distribution in the range of [0, 2π]. From Fig. 2, it is seen that
the sparsity performance gain of the spatial rotation strategy
over the DFT method almost vanishes in the multi-user scenario
of K = 4. This is not surprising, since the spatial rotation
method is unable to meet the requirement that different UE need
different optimal spatial rotation parameters. By contrast, the
proposed OMP-GSO algorithm attains significant performance
gain in terms of achieved sparsity over the other two methods,
particularly when the angle spread is large. This demonstrates
that the proposed scheme is capable of capturing the channel’s
spatial feature much more effectively.

The computational complexity of Algorithm 1 comprises the
following two parts.

1) OMP: According to [35], the complexity of the OMP
is on the order of O(2NiterMQ+ 3N 2

iterM) for the
sparse reconstruction of a single vector. In Algorithm 1,
OMP operations are applied to all the K UEs. Further
considering that Niter ≤M ≤ Q, the computational
complexity involved in the OMP is on the order of
O(NiterMQK).

Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on May 23,2020 at 09:12:24 UTC from IEEE Xplore.  Restrictions apply. 



ZHAO et al.: VIRTUAL ANGULAR-DOMAIN CHANNEL ESTIMATION FOR FDD BASED MASSIVE MIMO SYSTEMS 5169

Fig. 3. Performance of the OMP-GSO algorithm as a function of Niter.
Δφ = 8◦ and the other parameters are the same as in Fig. 2.

2) GSO: The complexity of the GSO procedure for M -
dimensional space is O(M 3).

Thus the computational complexity of the proposed OMP-
GSO algorithm is O(M 3 +NiterMQK). As a comparison,
the CCM-based methods require O(M 3) complexity for SVD,
which is on the same order of our proposed scheme. On the other
hand, the spatial rotation strategy [28] involves O(M 2) com-
plexity by performing a one-dimensional search on the rotation
parameter. However, acquiring the CCM is challenging in FDD
massive MIMO systems, while the performance of the spatial
rotation strategy degrades significantly in multi-user scenarios
with randomly located UEs, as demonstrated in Fig. 2, since
it is difficult to find a common rotation parameter. Noting that
the number of antennas M and the number of UE K are fixed,
the complexity of Algorithm 1 is controlled by the number of
iterationsNiter and the dictionary sizeQ. By adjustingNiter and
Q, different tradeoffs between performance and complexity can
be achieved for our proposed method.

Fig. 3 shows the performance of Algorithm 1 as a function of
Niter for three cases ofK. It is seen that the algorithm converges
to the sparsity level of Nη ≈ 8 with Niter ≈ 10 iterations for
the single-UE case, and it converges toNη ≈ 9 withNiter ≈ 40
iterations for the case of K = 4, while the algorithm converges
to Nη ≈ 16 with Niter ≈ 70 iterations for the case of K = 32.
Empirically, it seems that the number of iterations for Algo-
rithm 1 can be set to Niter �M . In particular, if K times the
sparsity level is much smaller than M , setting Niter to K times
the sparsity level is sufficient to ensure the convergence of the
algorithm.

Fig. 4 depicts the impacts of the dictionary size Q on the
performance of Algorithm 1 for two cases ofK. WithQ/M = 1,
the OMP-GSO degenerates to the DFT method since the dictio-
nary D becomes exactly the DFT matrix. The results of Fig. 4
show that Q/M = 8 is generally sufficient for the OMP-GSO
to converge to near optimal performance.

Fig. 4. Performance of the OMP-GSO algorithm as a function of the dictionary
size Q. Δφ = 8◦ and the other parameters are the same as in Fig. 2.

B. Downlink Dominant Angular Sets Estimation

In the UL training stage, all the UE simultaneously transmit
their UL pilots, and the received signal Y UL ∈ C

M×τUL
at the

BS is expressed as

Y UL =
K∑

k=1

hUL
k sUL

k + nUL, (18)

where hUL
k ∈ C

M×1 and sUL
k ∈ C

1×τUL
are the UL channel and

orthogonal pilot of the kth UE, respectively, and τUL is the pilot
length, while nUL ∈ C

M×τUL
is the UL AWGN matrix. The

required pilot length τUL for UL training is τUL ≥ K. The UL
training problem has been extensively discussed in [31]–[33],
and the LS estimate of hUL

k is given by

ĥUL
k =

Y UL
(
sUL
k

)H

sUL
k

(
sUL
k

)H . (19)

From the estimated ĥUL
k , 1 ≤ k ≤ K, the unitary transform

matrix AUL for the UL channels can be constructed using the
OMP-GSO algorithm, and the UL dominant angular set ΩUL

k of
the kth UE contains the indexes of the N largest elements of
̂̃
h
UL

k = AULĥUL
k .

We can construct the DL unitary transform matrix ADL and
to estimate the DL dominant angular setsΩDL

k by utilizing direc-
tional reciprocity. The unitary transform matrices and dominant
angular sets of the UL and DL channels tend to be the same
due to directional reciprocity. But simply settingADL = AUL is
inadvisable, since the steering vectors of the UL and DL channels
have different wavelengths. We propose a calibration algorithm
to handle the effects of different UL and DL wavelengths.
Considering the UL steering vector of a ULA aUL

ULA(φ) for the
AoA direction φ, its matched basis in the dictionary D is dq.

From (5) and (17), we have ej 2πd

λUL sinφ = ej 2π
Q q , which can be
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Algorithm 2: DL Dominant Sets Estimation.

Input: Estimates of UL channels ĥUL
k , 1 ≤ k ≤ K,

dictionary D = {d0, . . . ,dQ−1}, and size of dominant
angular set N .

Output: Unitary transform matrix for DL channels ADL

and DL dominant angular sets ΩDL
k , 1 ≤ k ≤ K.

1: Call Algorithm 1 with inputs ĥUL
k , 1 ≤ k ≤ K, and D

to obtain UL unitary transform matrix AUL, and
record selected non-orthogonal bases B ∈ C

M×Niter .
2: Calculate virtual angular-domain UL channels

̂̃
h
UL

k = AULĥUL
k and obtain UL dominant angular sets

ΩUL
k by selecting N largest elements of ̂̃h

UL

k for
1 ≤ k ≤ K.

3: Calibrate bases bi, 1 ≤ i ≤ Niter, of B using (21) to
obtain calibrated bases bci , 1 ≤ i ≤ Niter, and hence
calibrated matrix Bc = [bc1 · · · bcNiter

].
4: Randomly generate matrix C of sizeM × (M−Niter)

and obtain Bc
f = [Bc C] such that Bc

f is a full-rank
square matrix of size M ×M .

5: Perform GSO procedure on columns of Bc
f to get

normalized orthogonal bases, which constitute ADL,
and DL dominant angular sets are given by
ΩDL
k = ΩUL

k , 1 ≤ k ≤ K.

expressed as

sinφ =

{
qλUL

Qd , 0 ≤ q ≤ Q
2 ,

(q−Q)λUL

Qd , Q
2 < q ≤ Q− 1.

(20)

Thus the corresponding DL steering vector aDL
ULA(φ) for the

AoD direction φ can be obtained as aDL
ULA(φ) = dc

q , where dc
q

is the calibrated basis expressed as

dc
q =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

[
1 e

j 2πλUL

QλDL q · · · ej 2πλUL

QλDL q(M−1)
]
,

0 ≤ q ≤ Q
2 ,[

1 e
j 2πλUL

QλDL (q−Q) · · · ej 2πλUL

QλDL (q−Q)(M−1)
]
,

Q
2 < q ≤ Q− 1.

(21)

We notice that the UL and DL steering vectors aUL
ULA(φ) and

aDL
ULA(φ) still correspond to the same basis index q. We propose

to estimate the DL dominant angular sets using Algorithm 2.
Remark 1: The proposed calibration algorithm focuses on

calibrating the impact of different UL and DL wavelengths on
the unitary transform matrix between the spatial-domain and
the angular-domain channels. It is different from the previous
methods [36], [37], which calibrate the CCM in FDD systems.
Moreover, the proposed calibration algorithm is fundamentally
different from the index calibration algorithms of [28], [30]. In
these two previous works, the UL and DL channels share the
same unitary transform, and only the dominant angular sets are
calibrated. Our proposed scheme calibrates the underlying bases
to better capture the sparsity features of the DL channels.

IV. VIRTUAL ANGULAR-DOMAIN DL CHANNEL ESTIMATION

We first consider the single-user case. Then we introduce the
partial orthogonal criterion for pilot design in the multi-user
scenario, and propose two pilot assignment algorithms, which
minimize the pilot overhead and the pilot-reuse interference,
respectively.

A. Single-User Scenario

The virtual angular-domain DL channel coefficients indexed
by the DL dominant angular set captures the most power of
the channel, namely,

∑
i∈ΩDL

∣
∣[h̃DL]i

∣
∣2/∑M

i=1

∣
∣[h̃DL]i

∣
∣ ≥ η,

where η is close to 1. Denote ΩDL = {pDL
1 , . . . , pDL

N }, where
pDL
n is the nth element of ΩDL. Due to the sparsity of virtual

angular-domain channel, the size of ΩDLN = |ΩDL| �M .
Hence the pilot overhead τDL required to estimate the coeffi-
cients of h̃DL indexed by ΩDL is very small, and the orthogonal
pilot design only requires τDL = N rather than τDL =M . We
can design the virtual angular-domain pilot signal Φ̃ ∈ C

M×τDL

as
[
Φ̃
]

ΩDL
=
[
sT1 · · · sTN

]T
and

[
Φ̃
]

Ω̄DL
= 0(M−N)×τDL ,

(22)
where {si ∈ C

1×τDL}Ni=1 is the set of the length-τDL orthogonal
pilots, Ω̄DL = {1, . . . ,M} \ ΩDL is the complementary set of
ΩDL, and 0l1×l2 is the zero matrix of size l1 × l2, while [Φ̃]ΩDL

and [Φ̃]Ω̄DL indicate the sub-matrices obtained by extracting
the rows of Φ̃ indexed by ΩDL and Ω̄DL, respectively. Note
that the total training power given as ‖Φ̃‖2 =

∑N
n=1 sns

H
n =

NτDL grows linearly with the pilot overhead τDL. The BS can
transmit the designed orthogonal pilots on the corresponding
angular ports. Combining the DL training model (9) and the
virtual angular-domain pilot design (22), the received signal at
the UE y can be obtained as

y =
(
h̃DL

)T
Φ̃+ n =

N∑

n=1

[
h̃DL

]

pDL
n

sn + n. (23)

The virtual angular-domain channel coefficients corresponding
to each pilot are then obtained using LS estimation as

ysHn
snsHn

=

[
̂̃
hDL

]

pDL
n

=
[
h̃DL

]

pDL
n

+
nsHn
τDL

, 1 ≤ n ≤ N. (24)

Note that the recent advances in FDD massive MIMO DL
channel feedback, such as [38], [39], are not applicable here
because the UE do not have the CCM. Moreover, due to the
unavailability of both the unitary transform matrix ADL and
the dominant angular set ΩDL at the UE, the UE quantizes and

feeds back { ysH
1

s1sH
1
, · · · , ysH

N

sNsH
N

}, which forms a N -dimensional
vector, to the BS with the pre-designed codebooks, such as
Grassmannian codebooks [40] or random vector quantization
(RVQ) codebooks [41]. Note that the feedback overhead is
relatively small and it increases linearly with N , which is much
smaller than the antenna number M , due to the angular-domain
sparsity.
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Since the BS knows ΩDL, it can map ysH
n

snsH
n

to [
̂

˜hDL]
pDL
n

and

forms ̂̃hDL with [
̂

˜hDL]i = 0, ∀i ∈ Ω̄DL. The DL channel is then

reconstructed as ĥDL = (ADL)H
̂̃
hDL. Clearly, the feedback

overhead only grows linearly with N , and this is a dramatic
reduction compared to the conventional schemes that directly
quantize the DL channel ĥDL at the UE side [42], [43].

By neglecting feedback losses, the MSE of the estimated DL
channel ĥDL is given by

MSE = E
{∥
∥
∥hDL − ĥDL

∥
∥
∥

2
}

= E

{∥
∥
∥
∥h̃

DL − ̂̃hDL

∥
∥
∥
∥

2
}

=
∑

i∈ΩDL

E
{
|[h̃DL]i − [

̂̃
hDL]i|2

}
+
∑

i∈Ω̄DL

|[h̃DL]i|2

= σ2
n +

∑

i∈Ω̄DL

|[h̃DL]i|2, (25)

where we have used τDL = N . The second term in the righthand
side of (25) is due to the approximation by discarding the
coefficients outside the DL dominant angular set. Since these
coefficients only capture a very small part of the channel power,
0.02 for η = 0.98, the proposed virtual angular-domain channel
estimation scheme achieves excellent MSE performance with a
much reduced pilot overhead and feedback overhead.

B. Multi-User Scenario

Due to the randomness of UE locations, different UE have
different AoAs at the BS, leading to different DL dominant
angular sets ΩDL

k , 1 ≤ k ≤ K. We assume that the sizes of these
DL dominant angular sets are the same, denoted by N . Then
the DL dominant angular set of the kth UE is given as ΩDL

k =
{pDL

1,k , . . . , p
DL
N,k}. A straightforward design is to transmit the

orthogonal pilots on the angular ports indexed by the union
set ΩDL =

⋃K
k=1 Ω

DL
k , known as the complete orthogonal pilot

design (COPD) [30]. Since ΩDL
k is a subset of ΩDL, all the coef-

ficients indexed by ΩDL
k can be estimated without interference.

However, the required pilot overhead is τDL = Np = |ΩDL|
which can be very large. In the worst case where all the ΩDL

k ,
1 ≤ k ≤ K, do not intersect, a total of Np = min{KN,M}
orthogonal pilots are required.

We notice that parts of the angular ports can reuse the same
pilot to reduce pilot overhead with a slight degradation in channel
estimation performance. Specifically, we only guarantee that
the pilots transmitted on the angular ports indexed by ΩDL

k

are orthogonal. Mathematically, this ‘partial orthogonal’ pilot
design only ensures

[Φ̃]ΩDL
k

([Φ̃]ΩDL
k

)H = τDLIN×N , 1 ≤ k ≤ K. (26)

But if two indexes i and j are not included in the same dom-
inant angular set ΩDL

k , the ith row and the jth row of Φ̃ can
reuse the same pilot. To ensure (26), it is necessary that the
number of orthogonal pilots Np ≥ N . Fig. 5 compares the
conventional orthogonal pilot design [10], the COPD [30] and
our partial orthogonal pilot design (POPD) using an example of
M = 8, K = 2, N = 3, ΩDL

1 = {1, 2, 3} and ΩDL
2 = {3, 4, 5}.

Fig. 5. (a) Conventional orthogonal pilot design, (b) virtual angular-domain
complete orthogonal pilot design, (c) virtual angular-domain partial orthogonal
pilot design, where M = 8, K = 2, N = 3, ΩDL

1 = {1, 2, 3} and ΩDL
2 =

{3, 4, 5}.

The numbers of the required orthogonal pilots areNp =M = 8,
Np =

∣
∣ΩDL

∣
∣ = 5 and Np = N = 3 for these three designs,

respectively.
Similar to the single-user case, the kth UE only needs to es-

timate the virtual angular-domain channel coefficients [˜hDL
k ]

pDL
n,k

indexed by ΩDL
k . Recall the DL training model

yk =
(
h̃DL
k

)T
Φ̃+ n =

M∑

i=1

[
h̃DL
k

]

i

[
Φ̃
]

i
+ n, 1 ≤ k ≤ K.

(27)
The LS estimate of [h̃DL

k ]pDL
n,k

is given by

[
̂̃
hDL
k

]

pDL
n,k

=
yk

(
[Φ̃]pDL

n,k

)H

[Φ̃]pDL
n,k

(
[Φ̃]pDL

n,k

)H =
[
h̃DL
k

]

pDL
n,k

+
∑

j �=pDL
n,k

[
h̃DL
k

]

j

[Φ̃]j

(
[Φ̃]pDL

n,k

)H

τDL
+

n
(
[Φ̃]pDL

n,k

)H

τDL
. (28)

It is noticed from (28) that due to pilot reuse at different angular
ports, interference is introduced when estimating the desired
coefficient. However, the interference can only come from the
angular ports indexed by Ω̄DL

k = {1, . . . ,M} \ ΩDL
k that reuse

[Φ̃]pDL
n,k

. Since the coefficients [h̃DL
k ]j , j ∈ Ω̄DL

k , only account
for a very small part of the channel power, the interference
introduced by pilot-reuse is limited. By denoting the set of
angular ports that reuse the pilot [Φ̃]pDL

n,k
as Ik,n = {j|j ∈

Ω̄DL
k , s.t. [Φ̃]pDL

n,k
= [Φ̃]j}, (28) can be rewritten as

[
̂̃
hDL
k

]

pDL
n,k

=
[
h̃DL
k

]

pDL
n,k

+
∑

j∈Ik,n

[
h̃DL
k

]

j
+ n

(
[Φ̃]pDL

n,k

)H/
τDL.

(29)
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By neglecting feedback losses, the MSE of the kth UE’s channel
estimate ĥDL

k is upper bounded by

MSEk ≤ Nσ2
n

τDL
+

(
max

1≤n≤N
|Ik,n|+ 1

) ∑

i∈Ω̄DL
k

∣
∣[h̃DL

k ]i
∣
∣2. (30)

where Ik =
⋃N
n=1 Ik,n. The proof of this MSE upper bound is

given in the Appendix.
Remark 2: Similar to the single-user scenario, each UE only

knows the orthogonal pilot set {sn}Np

n=1. Thus the kth UE

can provide the LS estimates of the Np coefficients yks
H
n

snsH
n

,
1 ≤ n ≤ Np. These Np coefficients are quantized and fed back
to the BS. Since the BS knows ΩDL

k , it can map N coefficients

of {yks
H
n

snsH
n
}Np

n=1 to {[̂˜hDL
k ]

pDL
n,k

}Nn=1, and discards the rest of them.

Clearly, the feedback overhead grows linearly with Np.

C. Partial Orthogonal Pilot Design

Given the DL dominant angular sets ΩDL
k , 1 ≤ k ≤ K, a

set of Np orthogonal pilots are required to satisfy the partial
orthogonal criterion. We introduce a novel graph representation
for the pilot assignment process and propose two pilot assign-
ment algorithms, called minimum overhead pilot assignment
and minimum interference pilot assignment.

The graph representation for the pilot assignment process is
constructed as follows. Define the indication functionC(i, j) of
two different angular ports i �= j as

C(i, j) =

{
1, i, j ∈ ΩDL

k ,

0, otherwise.
(31)

Clearly, if C(i, j)=1, angular ports i and j must transmit
orthogonal pilots, while if C(i, j) = 0, they can reuse the
same pilot. First, we construct an initial graph containing M
vertices, where each vertex corresponds to an angular port. If
C(i, j)=1, vertices i and j are connected by an edge ei,j . We
remove the vertices without any neighbors, which are indexed by
Ω̄ = {1, . . . ,M} \ ΩDL. Then we iteratively merge two vertices
i and j that are not connected. The merged vertex inherits all the
neighbors of its two ‘father’ vertices and the graph is updated
after every merging operation. After all the possible vertices have
been merged, a complete graph is obtained, where all the vertices
of the graph are connected with each other. The required number
of the orthogonal pilots Np is exactly the number of vertices in
this complete graph.

Remark 3: In this graph-based pilot assignment process,
vertices denote angular ports, edges indicate the orthogonal
constraints between angular ports and vertex pair merge op-
eration represents pilot reuse. From the aforementioned graph
representation for the pilot assignment process, it is easy to see
that the number of the required orthogonal pilotsNp that satisfy
the partial orthogonal criterion is upper bounded by

Np ≤ min
{
M,

√
KN

}
. (32)

The above bound is not tight, particularly when the size of the
dominant angular setN is large. This is due to the following two
reasons. 1) Different dominant angular sets produce reduplicated

Algorithm 3: Minimum Overhead Pilot Assignment.

Input: DL dominant angular sets ΩDL
k , 1 ≤ k ≤ K.

Output: Angular domain pilot signal Φ̃.
1: Construct initial graph G with M vertices, where

vertices i and j are connected with edge ei,j if
i, j ∈ ΩDL

k for any k, and then remove the vertices
without any neighbors.

2: Initial Si = {i}, i ∈ G, to record the vertices merging
process.

3: while G is not a complete graph do
4: Find disconnected vertex pair {i, j} in G with

maximum number of common neighbors:

{i, j} = argmax
i,j

|N (i)
⋂

N (j)|, i, j ∈ G,

ei,j /∈ E(G),
where N (i) is the set of neighbor vertices of i, and E(G) is
the set of edges of G.

5: Merge vertex j into i and record the merging
operation as Si = Si

⋃
Sj , Sj = ∅. The merged

vertex i inherits all the neighbors of its two father
vertices.

6: end while
7: Assign orthogonal pilots to the vertices of the obtained

complete graph G. Assuming that pilot si is assigned to
vertex i, i ∈ G, then all the original vertices which are
merged into i reuse pilot si, i.e., [Φ̃]j = si, ∀j ∈ Si.

8: Set other rows of Φ̃ to the zero sequence.

constraints (31) if they have intersections. Thus the number of
edges in the initial graph is actually far less than 1

2N(N − 1)K.
2) In the vertices merging operations, the edges between the
merged two vertices and their common neighbors are merged.
For example, if vertices i and j are to be merged and they share
the same neighbor vertex k, then the edges ei,k and ej,k will
be merged and the number of edges in the obtain graph will
decrease by 1. Both these two reasons lead to fewer edges in the
complete graph and, consequently, the number of the required
orthogonal pilotsNp is far less than the above loose upper bound.
The exact iterative procedure depends on how one chooses vertex
pair to merge. We now discuss one such iterative procedure.

1) Minimum Overhead Pilot Assignment: We propose a pilot
assignment algorithm which minimizes the pilot overhead Np.
Obviously, to minimize the pilot overhead, we need to maximize
pilot reuse. Note that the number of edges in the initial graph is
constant, and the number of edges in the final complete graph
is 1

2Np(Np − 1). Thus to achieve the minimum Np, we need
to merge the edges as much as possible in the vertices merging
operations. We propose to choose the vertex pair that has the
maximum number of common neighbors to merge in each step.
The detailed procedure is listed in Algorithm 3.

We use an example with M = 8, K = 3, N = 3, ΩDL
1 =

{1, 2, 3}, ΩDL
2 = {1, 3, 4} and ΩDL

3 = {1, 5, 6} to illustrate the
minimum pilot overhead assignment, Algorithm 3, in Fig. 6. It
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Fig. 6. An example of minimum overhead pilot assignment, where M = 8,
K = 3, N = 3, ΩDL

1 = {1, 2, 3}, ΩDL
2 = {1, 3, 4} and ΩDL

3 = {1, 5, 6}.

Fig. 7. Number of required orthogonal pilots Np found by Algorithm 3 for
different N and K.

is noticed that in the first step, vertices 2 and 4 are merged since
they have the maximum number of common neighbors in the
current graph. This process is repeated until a complete graph
is obtained, which yields Np = 3 orthogonal pilots required for
this example.

Next we conduct a simulation to evaluate the number of
required orthogonal pilotsNp found by performing the proposed
minimum overhead pilot assignment for different dominant an-
gular set sizeN and UE numberK, under the simulated system
with the parameters M = 128, Q = 8 M, P = 20, d = λUL/2,
λUL = 0.95 λDL, and the randomly located UE. The results
are shown in Fig. 7, where each point in Fig. 7 is obtained
by selecting the maximum value in 104 realizations. It can be
seen that given K, the number of required orthogonal pilots
Np approximately grows linearly with N . Also Np increases
slightly with the increase of the UE numberK. For the multi-user
senario, it is worth noticing that with the proposed minimum
pilot overhead assignment algorithm, the number of required
orthogonal pilots Np �

√
KN , and in particular, Np is much

smaller than the number of orthogonal pilots required by the
COPD [30].

2) Minimum Interference Pilot Assignment: In practice, the
number of available orthogonal pilots is often given, e.g., deter-
mined by the angle spread. For such systems, it is highly bene-
ficial to minimize pilot-reuse interference utilizing the available

Fig. 8. An example of minimum interference pilot assignment, where
M = 8, K = 3, N = 3, ΩDL

1 = {1, 2, 3}, ΩDL
2 = {1, 3, 4}, and ΩDL

2 =
{1, 5, 6}, while Np = 5.

Algorithm 4: Minimum Interference Pilot Assignment.

Input: DL dominant angular sets ΩDL
k , 1 ≤ k ≤ K; number

of available orthogonal pilots Np.
Output: Virtual angular-domain pilot signal Φ̃.

1: Call Algorithm 3 to perform minimum pilot overhead
assignment and to obtain complete graph G as well as
Si, i ∈ G, that record the vertices merging process.

2: while Vertex number of G is less than Np do
3: Find vertex i in G with maximum number of pilot

reuses, i.e.,

i = argmax
j∈G

|Sj |.

4: Split vertex i into two new vertices p, q ∈ Si and
distribute the elements of Si to Sp and Sq equally
and non-repeatedly, which can be expressed as

Sp ∪ Sq = Si, Sp ∩ Sq = ∅, ||Sp| − |Sq|| = 0 or 1.

5: end while
6: Assign orthogonal pilots to vertices of G. Assuming

that pilot si is assigned to vertex i, i ∈ G, then all
original vertices merged into vertex i reuse pilot si,
i.e., [Φ̃]j = si, ∀j ∈ Si.

7: Set other rows of Φ̃ to the zero sequence.

pilots. Thus we propose another pilot assignment algorithm to
minimize the interference for the given DL dominant angular
sets ΩDL

k , 1 ≤ k ≤ K, and the number of available orthogonal
pilots Np. Intuitively, to minimize the pilot-reuse interference,
we should best utilize the available orthogonal pilots. Specifi-
cally, we start by constructing a complete graph using the mini-
mum pilot overhead assignment algorithm. Then we iteratively
split the vertex that involves the maximum number of pilot reuses
until all the available pilots are utilized. The detailed procedure
of this minimum interference pilot assignment is presented in
Algorithm 4.

An example of the proposed minimum interference pilot
assignment using Algorithm 4 is illustrated in Fig. 8. After
firstly performing the minimum pilot overhead assignment, we
obtain S1 = {1}, S2 = {2, 4, 6} and S3 = {3, 5} that record the
merging process. Then vertex 2 is split in the first step since it has
the maximum pilot reuses in the current graph. The vertex split
process is repeated until all the available Np pilots are utilized.
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TABLE I
THE DEFAULT PARAMETERS OF THE SIMULATED FDD

MASSIVE MIMO SYSTEM

3) Discussions: It is important to decide an appropriate num-
ber of orthogonal pilots when designing a wireless system. For a
massive MIMO system, the number of antennas M at the BS is
very large. Thus the number of orthogonal pilotsNp depends on
the number of UE K and the dominant angular set size N . The
maximum number of supported UE is a given system design
parameter, and the size of dominant angular set N is decided
by the channel angle spread. Based on the planned operating
circumstance, we can first measure the angle spread to decide
an appropriate size of the dominant angular set N . Then we
can determine the minimum number of the required orthogonal
pilots by Monte-Carlo simulation using the minimum pilot over-
head assignment algorithm. Finally, the number of orthogonal
pilots for the system is set to be slightly larger than the minimum
required number to provide sufficient margin for safety. The
actually assignment of the orthogonal pilots to the angular ports
can be achieved with the minimum interference pilot assignment
algorithm.

V. SIMULATION STUDY

We conduct numerical simulations to evaluate the effec-
tiveness of the proposed virtual angular-domain channel esti-
mation scheme, labeled as ADCE. We consider a wideband
FDD massive MIMO system adopting orthogonal frequency
division multiplexing (OFDM), where the channel coefficients
within a coherence time-frequency block are assumed to be
the same. Moreover, the channel coefficients of each coher-
ence time-frequency block are independently generated using
the narrow-band channel model given in Section II-B. In our
simulated system, the BS is equipped with a large-scale ULA to
serve a number of randomly located UEs simultaneously, where
the AoAs of UE are independently generated from uniform
distribution in the range of [0, 2π]. The default parameters of
this simulated system are listed in Table I. The antenna spac-
ing is set to d = λUL/2. A coherence time of Tc ≈ 4.8 ms is
equivalent toLt = TcB/(NFFT +Ng) ≈ 21.4 time slots. In the
frequency domain, the adjacent Lf = NFFT/Ng subcarriers are
correlated and, consequently, a coherence time-frequency block
contains J = LtLf ≈ 304 OFDM symbols. We set Niter =M
and Q = 8 M in the OMP-GSO algorithm. For simplicity, the
quantization effect of feedback is not considered. We define

Fig. 9. NMSE performance as the functions of the system’s SNR for the con-
ventional LS method and the ADCE scheme with three different combinations
of the dominant angular set size and the number of orthogonal pilots.

the system’s signal-to-noise ratio (SNR) as SNR = 1
σ2
n

. Three
metrics are used in our performance comparison, and they are:

1) The normalized MSE (NMSE) of the DL channel estima-
tion which is defined by

NMSE =
1
K

K∑

k=1

∥
∥ĥk − hk

∥
∥2

∥
∥hk

∥
∥2 . (33)

2) The DL training overhead r, which is defined as the ratio
of the DL training sequence length τDL and the coherence
block size J , i.e., r = τDL

J .
3) Per-user achievable rate, which is calculated according to

C =
1 − r

K

K∑

k=1

log2 (1 + SINRk) , (34)

where SINRk is the signal to interference-plus-noise ratio
(SINR) of the kth UE.

Assuming that the zero-forcing (ZF) precoding is applied at
the BS, SINRk can be obtained as

SINRk =

∣
∣ (hDL

k

)T
pk
∣
∣2

∑
j �=k
∣
∣ (hDL

k

)T
pj
∣
∣2 + σ2

n

. (35)

In (35), pk is the precoding vector for the kth UE which is the
kth column of the ZF precoding matrix P , calculated according
to P = ̂h∗(̂hT

̂h∗)−1 with ̂H = [̂h
DL

1 · · · ̂hDL
k ].

1) Comparison With Conventional LS Method: Fig. 9 depicts
the NMSE performance of the conventional LS method and
our ADCE scheme as the functions of SNR. For our ADCE
scheme, the estimated UL channels are required to estimate
the DL dominant angular sets and the associated size N , We
assume that the SNR for UL channel estimation is 15 dB, which
is reasonable. For our ADCE scheme, we consider three different
combinations of (N,Np) = (10, 15), (20,30) and (30,45). The
DL angular pilot signal Φ̃ ∈ C

M×Np for the ADCE scheme is
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Fig. 10. Per-user achievable rate performance of the conventional LS method
and the ADCE scheme with Np = 2 N as the functions of the number of
orthogonal pilot Np, given two different system’s SNRs.

designed using the minimum interference pilot assignment al-
gorithm based on the estimated ΩDL

k , 1 ≤ k ≤ K, and the given
Np. For the conventional LS method, we have the orthogonal
pilot matrix Φ̃ ∈ C

M×M . For a fair comparison, we scale each
length-M pilot sequence by a factor Np

M so that its power is
the same as a length-Np pilot sequence for the ADCE scheme.
Thus in Fig. 9, the conventional LS curve labeled by Np = 15
indicates that the power of each orthogonal pilot sequence is
scaled by Np

M = 15
128 , and so on. It can be seen from Fig. 9 that at

the low SNR region, our ADCE scheme achieves lower NMSE
since it exploits the virtual angular-domain channel sparsity and
simply sets the coefficients outside the dominant angular sets to
zeros. Owing to the same reason, the ADCE scheme exhibits a
NMSE floor as the SNR increases. As expected, for the ADCE
scheme, the NMSE is reduced with the increase of the number
of orthogonal pilots Np.

The DL training overhead for the conventional LS is r = M
J ≈

42%, while the overheads for our ADCE are r = Np

J ≈ 5%, 10%
and 15%, respectively, given Np = 15, 30 and 45.

The per-user rate performance of our ADCE scheme and the
conventional LS method are compared in Fig. 10 as the functions
of the number of orthogonal pilots Np for the ADCE scheme,
where the length-M pilot sequences for the conventional LS
are scaled by Np

M . It can be seen from Fig. 10 that our ADCE
scheme attains much higher per-user rate in comparison to the
conventional LS method. For example, given Np = 30, the per-
user rates of the ADCE scheme are 28% and 50% higher than
those of the conventional LS method for SNR = 15 dB and 0 dB,
respectively. Also observe that for the ADCE scheme, as Np
increases, the achieved rate firstly increases and then reduces.
The reason is that whenNp is small, increasingNp significantly
improves the accuracy of channel estimation and thus increases
the achievable rate but for large Np, pilot overhead produces
large adverse effects on the achievable rate.

Fig. 11. Per-user achievable rate performance of the conventional LS method
and the ADCE scheme with Np = 2N = 30 as the functions of the coherent
block size J , given two different system’s SNRs.

Fig. 12. NMSE performance of the ADCE scheme as a function of the angle
spread Δφ, given SNR = 20 dB.

Fig. 11 shows the per-user achievable rates of the conventional
LS method and our ADCE scheme with Np = 2N = 30, for
different coherent block sizes J . As expected when J = 128,
data transmission is impossible for the conventional LS method,
and it achieves zero rate. Given SNR = 0 dB, our ADCE scheme
outperforms the conventional LS method. Given SNR = 15 dB,
our ADCE scheme also attains higher rate than the conventional
LS method for the coherent block size up to J = 600, while
for very large J , the conventional LS method outperforms
our scheme because the effect of the training overhead to the
achievable rate becomes minor. Note that for practical systems
that supports the mobility of UE, the coherent block size is not
very large, and our scheme enjoys much better performance than
the conventional LS method.

Fig. 12 investigates the impact of the angle spread on the
NMSE performance of the ADCE scheme, given SNR = 20 dB.
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Fig. 13. NMSE performance comparison between three different unitary
transform construction methods for two different values of K, given the perfect
UL channels, and N = 30 and Np = 45.

Again the SNR for UL channel estimation is 10 dB. Note that
Δφ has no influence on the conventional LS method because
it does not utilize any spatial property. As expected, given a
combination of (N,Np), the NMSE increases with Δφ.

2) Sparsity Enhancement Evaluation: The OMP-GSO al-
gorithm is a key contribution of our work, and it is used to
construct the unitary transform matrix for our ADCE scheme.
In Section III-A, we have already demonstrated the sparsity
enhancement performance of our OMP-GSO algorithm over the
conventional DFT method and the spatial rotation strategy [28].
Here, we further evaluate its performance gain over the other
two methods. Specifically, we use the OMP-GS, conventional
DFT and spatial rotation methods to construct the unitary trans-
form matrix for our ADCE scheme. The corresponding NMSE
performance of the three methods are compared in Fig. 13 as the
functions of the system’s SNR, where the perfect UL channels
are assumed, andN = 30 andNp = 45. It can be seen that in the
single-user case, the spatial rotation strategy attains significant
performance gain over the conventional DFT approach, and our
OMP-GSO algorithm outperforms the spatial rotation strategy
considerably. For the multi-user case, our OMP-GSO algorithm
also achieves the best performance, although the performance
differences between the three methods become small.

So far we realistically consider that all the UE are randomly
located. In some special situations,K/GUE have similar AoAs
and they can be grouped together to shared the same pilots. This
is the UE grouping strategy considered in [28] for the spatial
rotation method. For such a special senario where the UE can
be naturally divided into G groups, we can also apply this UE
grouping strategy to our OMP-GSO algorithm. There are two
benefits of doing UE grouping if the UE are naturally grouped:
1. the UE inside the same group tend to contribute similar
bases in the OMP-GSO algorithm and thus higher sparsity is
achieved, and 2. the UE inside the same group can simply share
the same pilots without introducing pilot-reuse interference.

Fig. 14. NMSE performance comparison between two different unitary trans-
form construction methods under different UE groupings, given K = 8. Other
system parameters are the same as in Fig. 13.

Fig. 14 compares the NMSE performance achieved by the spatial
rotation strategy and our OMP-GSO algorithm under different
UE groupings. In Fig. 14, G = 1 indicates that all the K = 8
UE have very similar AoAs and are grouped together as one
group, while G = 8 means that the K = 8 UE are randomly
located and have very different AoAs, thus forming ‘8 groups’.
As expected, the OMP-GSO algorithm outperforms the spatial
rotation method. Observe that when more UE have similar AoAs
and, therefore, can be divided into less groups, the performance
gap between the two methods become larger, indicating that
our OMP-GSO algorithm is more effective in exploiting the
beneficial efforts of UE grouping.

VI. CONCLUSION

A virtual angular-domain channel estimation scheme with
partial orthogonal pilot design for FDD massive MIMO systems
has been proposed by exploiting the virtual angular-domain
channel sparsity, which significantly reduces the training and
feedback overhead. Specifically, utilizing the directional reci-
procity of UL and DL channels, we have proposed to estimate
the DL dominant angular sets from the UL channels with a
novel OMP-GSO algorithm to construct unitary transform, and
to handle the problem of different UL and DL wavelengths with
an index calibration algorithm. Furthermore, we have introduced
the partial orthogonal criterion for virtual angular-domain pilot
design and have proposed two pilot assignment algorithms to
minimize the pilot overhead and pilot-reuse interference, respec-
tively. Simulation results have demonstrated that our proposed
scheme can provide excellent MSE performance with much
reduced training overhead and, consequently, achieves much
higher per-user achievable rate compared to the conventional LS
method. The sparsity enhancement and the performance gain of
the OMP-GSO algorithm over the conventional DFT and spatial
rotation methods have also be demonstrated extensively.
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APPENDIX

The MSE of the kth UE’s channel estimate ĥDL
k can be

represented as

MSEk = E
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∥
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where Ik =
⋃N
n=1 Ik,n, and the first inequality is due to the

Cauchy-Schwarz inequality. Since Ik,n1

⋂ Ik,n2 = ∅, ∀n1 �=
n2, Ik ⊂ Ω̄DL

k , we obtain the upper bound of MSEk (30).
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