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Abstract 

The  advent  of  inexpensive  and  more  powerful 
microcomputers  has  facilitated  the  implementation of 
on-line  optimization  schemes  to  industrial  processes. 
Most  optimization  algorithms  require  a  process  model 
and  their  performance  clearly  depends  on  how  accurate 
the  model  is  to  reality.  Unfortunately,  for  many 
industrial  processes  an  accurate  model  may  be  very 
difficult,  time  consuming or impractical  to  obtain.  In 
this  paper  a  hierarchical  integrated  system 
optimis ation and  parameter  estimation  technique 
developed  by  combining  the  interaction  balance  method6 
and  the  modified  two-step  approach1r8  has  been 
investigated  using  a  microcomputer  based  system.  Real- 
time  simulation  results  obtained  show  that  two  versions 
of this  technique  (a  single  iterative  algorithm  and  a 
double  iterative  algorithm)  are  capable  of  achieving 
the  real  process  steady  state  optimal  operating 
condition  in  spite of the  model  used  to  solve  the 
optimisation  problem  not  being  a  faithful 
representation  of  reality.  The  results  also 
demonstrate  that  the  double  iterative  version  has  an 
important  advantage  under  real  time  operation. It 
significantly  reduces  the  time  for  determining  the 
real  optimum  operating  condition. 

1. Introduction 

During  the  last  two  decades  considerable  advances 
have  been  made  in  the  field of process  control.  There 
is an increasing  interest in  maintaining  an  industrial 
process  at  its  optimal  operating  condition  efficiently. 
This may  be  due to the  increasing  limitation on natural 
resources  and  rising  costs  of  energy  and raw materials. 
Furthermore,  the  improvement  in  microcomputer 
technology  has  a  great  impact  on  this  issue. 

When  considering  hierarchical  steady-state  optimal 
control  of an interconnected  system,  a  fundamental 
difficulty  appears  in  that  model-reality  differences 
inevitably  exist.  Hence,  the  purely  model  based 
interaction  predlction  method  and  the  interaction 
balance  method  often  fail  to  attain  the  real  system 
optimal  operatiny  condition  snd  may  even  violate  the 
system  constraints.  Using  feedback  information  to 
improve  these  two  methods  has  been  thoroughly 

investigated . However, in general,  the  resulted 
techniques  can  only  achieve  a  suboptimal  solution. 

6 

In  previous  a  hierarchical  integrated 
system  optimization  and  parameter  estimation  (ISOPE) 
technique  has  been  suggested.  This  hierarchical  ISOPE 
technique  shares  many  common  advantages  (such  as 
simplifying  the  overall  optimization task, enabling 
parallel  calculation  and  being  suitable  for 
implementation  using  the  distributed  computer  system) 
with  other  existing  hierarchical  optimization 
techniques menticlned  above. Moreover, in  an  efficient 
manner  and  based  only  on  an  approximate model, it 
attains  the  optinal  steady  state  operating  condition 
rather  than  a  sukoptimal one. This  benefit  is 
obtained  at  the cost of  demanding  more  information  from 

the  real  process  in  the  form  of  measurement  derivatives 
with  respect  to  the  controller set points.  A  further 
advantage occurs, however,  in  that  due  to  its  adaptive 
nature,  the  technique  enables  simpler  models  to  be 
used,  and  consequently  has  a  great  advantage  in  the 
situation  where  process  knowledge is highly  uncertain. 
For example,  if  any  disturbances  occur  at  any  stage 
during  the  operation  (for  instance,  changes  in  the raw 
material  composition)  the  technique  will  adapt  and 
proceed  towards  a  new  optimum. 

In  this paper, this  hierarchical  ISOPE  technique 
is  implemented  using  a  microcomputer  based  system, 
where  the  aim is to  investigate  the  behaviour  of  the 
technique in a  real-time  environment  and  to  study 
methods  for  dealing  with  some  problems  associated  with 
on-line  implementation.  The  efficiency  of  the  two 
versions (a single  iterative  algorithm  and  a  double 
iterative  algorithm) of the  technique  is  also  compared. 

The  paper is an  extension of existing  work . 4 

2. Hierarchical  ISOPE  technique 

It is  assumed  that  the  real  system  including  its 
follow-up  controllers  is  descriaed  in  a  decomposed  way 
by  a  set of subsystem  input-output  mappings 

F ~ * :  sixui+yi, i=l,. . . ,N, 
as  follows 

Y .=Fi (ci,u. 1 , i=l,. . . ,N, 
where  N  denotes  the  number  of  subsystems,gi, ui and'& 
are  finite  dimensional  speces, ci, u .  and y. are  the 

ith  subsystem's  control,  interaction  input  and 
interaction  output  vectors,  respectively.  The 
subsystems  are  interconnected  through  the  coupling 
equations 

N 
u ,  =H, y= 1 H.  ,y , i=l, . . . ,N, 
1 1  1 3  I' 

j =1 
where H. and H . .  are  interconnection  matrices.  The 

local  constraint  set  takes  the  form 
11 

(Ci,Ui,Yi)CCUYi 4 { (Ci,Ui,Yi)&~XZliXl& 

Gi(ci,ui,yi) 4 O},i=l, ..., N, 
where  G  is  the  ith  subsystem  constraint  function 

vector.  The  system  as  a  whole  can  be  written  as 

y = F (c,u), (1) 
u = Hy, (2) 

(c,u,y)E  CUY = {(c,u,yE %X&>: G(c,u,y) 4 0). ( 3 )  
Next, it is  required  that  for  each  cef,  the  equation 

y = F  (c,Hy)  has  a  unique  solution 

y = K (c), (4) 

where K*:t+yand K*(c) = ((K,* (c) )T .. . (s (C)) ) . 
In  general  the  above  real  system  relations  are 

not known  exactly and, consequently,  we  have  only 
their  approximate  models 

i 

* 

A 

* 
* T T  
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F~ (vi ,H~K.' (v) ,y) - K ~ -  (VI =o, 

ith  subsystem  model  parameter  vector.  As  before,  the 
global  model  equations  can  be  written  as 

y = F(C,U,U). (5)  

The  interconnection  matrix  and  the  local  constraint  set 
are  assumed to be known exactly. 

Finally,  a  known  local  performance index, 
associated  with  each  subsystem 

ei: e i x ~ x %  + R ,  i=l,. . . ,N, 
is  required  to  be  minimized.  The  overall  performance 
function 

is  assumed  to  be 
N 

The  task  of  determining  the  optimal  controller  set 
points  c  for  a  real  system  can  be  defined as the 
following  real  steady  state  optimizing  control 

problem : 
2 

min  q(c,u,cO, 
C,V,~,U * * 

(WCP) s.t. F(V,HK (v),u) = K (VI, 
u = HF(c,ud), ( 7 )  
g(c,uta) 4 0 ,  

where q(c,u,U) = Q(c,u, F(c,u~)) and 
g(c,u,($ = G(c,u, Fk,u,CO). 

v = c, 

The  modifier  formula  can be derived 
2 

m 

The ith  local  parameter  estimation  problem is 
defined  as:  determining  the  value of the  ith  parameter 
vector so that 

* * 
Fi(vi,HiK (V) q) = Ki (V) i=l,. . * t N *  (9) 

The  ith  local  model  based  optimisation  problem  can  be 
defined as: 
min L ~ ( c ~ , u ~ , ~ ,  hi,p) t 

C.U. i=1, ... N, 
1 1  

s.t. gi(ci,ui,ai) 6 0 ,  

where L. (c , ~ ~ ~ ~ ~ h ~ , p ) = q ~ ( C ~ , U ~ , C l ~ )  -?Tci+Pi ui (10) 
T 

1 i  

The  following  two  iterative  algorithms  can  be  used  to 
find  a  solution of, the  overall  problem. 

2.1. Single  iterative  algorithm  (SIA) 

The ith  local  control  problem  which  consists of 
the  ith  local  parameter  estimation  problem  and  the  ith 
local  optimisation  problem is defined: * 

(i) For  given v, and  measurements  Ki (v) 

find  the  model parametersa which  satisfy 
LCPi 

i=l,. . . , N  
i 

(ii) For givemi, p  and A .  find  the 
controller  set  points $, and 
interconnection  inputs  such  that i 

The  following  iterative  strategies  for  updating v, E and  p  are  proposed 
v k+l- -uv, (ci ~k ,vik) = v. k + K  (cik-vik),  i=l,. .., N, (11) i 1 v. 

1 

where K , 2 i  and  Kp  are  diagonal  gain  matrices.  The 

kth  iteration  is  described as follows: 
(a) The  local  control  units  update vi, i=l,...,N, then 

apply  vik  to  the  real  subsystems  and  obtain  the 

corresponding  steady-state  measurements  of  local 

outputs Ki (v ) and  interconnection  inputs H.K (v ) .  

The  units  then determineUik by  solving 

F~ ( v i k , ~ i ~  * k  (v ) ,ai) = K ~ *  (vk) , i=l,. . . , N ,  

i 

* k   * k  

and  finally  perform  additional  perturbations  about v. 

and  take  the  corresponding  real  measurements.  The 

values of ai k,vik  and all real  measurements  are  sent 
to  the  coordinator  for  computing  finite  difference 
approximations  of  the  derivatives. 

(b) The  coordinator computesg and pk, calculates 
modifiers  according  to ( 8 )  

k 

and  sends hik and  pk  to  the  ith  local  unit. 
(c) The  local  units  perform  their  own  optimisation  task 

(ci c k  ,Gi  k ) = arg  min ~ ~ ( c ~ ~ u ~ , a ~  k .hi k k  r~ ) 

c. ,u. 
1 1  

s.t. g.(ci,ui,q < 0, i=1, ..., N. k 

The  values  of  c ',u and  associated  Lagrange i i  

multiplier A: are  then  sent  to  the  coordinator. 

The  overall  convergence  is  achieved  when 
successive  solutions  of  v  and  are  unchanged  and 
interaction  balance  is  satisfied.  In  practice,  the 
overall  process  may  be  terminated  when  every  element of 
v. G and  satisfies 

where pv, pg andPp are  some  desired  tolerances. 
(H.F) denotes  the  sth  element of H.F. A  special 

situation occurs when  the  system  constraints do not 
depend on the  outputs.  In  this  case  the  iterative 

1 s  
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strategy (12) and  the  criterion (15 )  are  not  needed. 

Calculatins3 real  measurement  derivatives  is  time 
consuming.  For  example,  considering  the  following 
simple  finite  difference  formula: 

where  ei  is  a  unit  vector  with  unity  ith  element  and 
others  all zero,d. is  a  small  perturbation  on  the  ith 

element  of  v,m  is  the  number  of  outputs  and  n  is  the 
number  of  controller  set  points.  Let  T  be  the  plant 

settling  time  period  required  to  wait  for  the  process 
to  reach  a  new  steady  state  after  the  set  points  have 
been  altered.  The  time  required  for  step (a) will 
approximately  be  (n + l)Tm.  Therefore,  advantage 
would  be  gained  if  it  is  possible  to  design  an 
alternative  strategy  which  updates U and h less 
frequently.  In  the  next  subsection  it  will  be  shown 
that  this  aim  can  be  achieved  by  employing  a  double 
iterative  mechanism. 

2.2. Double  iterative  algorithm  (DIA) 

m 

This  algorithm  is  formed  by  se  arating  the 
function of improving  the  modifier f and  local 
optimization.  The  latter  gives  rise  to  an  interior 
procedure  durinc  which  information  is  interchanged 
only  between  local  optimization  units  and  the 
coordinator,  while  the former, which  requires  real 
system  information  feedback,  is  solved  at  less 
frequent  intervals  in  an  outer  iterative  loop.  The 
overall  iterative  procedure  is  described  as  follows: 

With a and h fixed, the  interior  procedure  is  the 
entirely  model-based  problem 

Find c * .  and Gi such  that 
ILcPi: (Ei,ti) = arg  min L. (ci,ui,ai,Ai,p), 

i=l,. . . ,N ci  ,ui 

Ls.t. g .  (c. ,ui,ui: 4 0, 
1 1  

Find 6 such  that 
ICP : 

u - EF(c,u, ) = 0. 

This problem  is  solved  iteratively  using  an  open-loop 
interaction  balance  method.  When  interaction  balance 
has  been  achieved, U and h are  adjusted  by  the  outer 
iterative  loop  and  then  the  interior  procedure 
restarts  with  the  new U and h . The  outer  loop 
iterates CI and A similarly  to  the sing'-e iterative 
algorithm  as  described  in  steps (a) and (b) except 

that  c , U  and  pk  are  the  solution  and 
corresponding  price  vector of the  interior  procedure. 
the  overall  process  is  terminated  when  v  and E 
determined  in  the  outer  procedure  remain  sufficiently 
unchanged  between  successive  iterations. 

Ak-1 ck-1 

Both  algorithms  operate  in  a  decentralized  manner 
at  the  local level, and  there  is  no  need  for 
communication  among  the 10ct.l units. They can  easily 
be  implemented  using  hierarchical  computer  networks 
such  as  the  one  to  be  discussed  later,  with  a  central 
computer  (suprema1  level)  serving  as  the  coordinator 
and  local  computers  (infi-mal  level)  serving  as  the 
local  control  units.  Parallel  local  optimization  and 
parameter  estimation  calculations  are  achieved. 

Two  types Jf information  interchange  which  occur 
during  the  iterative  procedure  are  defined.  The  first 
type  occurs  betwsen  the  local  control  units  and  the 
coordinator  after  each  model-based  optimization 

iteration,  which  we  will  denote  as  off-line  information 
interchange.  The  second  type  occurs  between  the  real 
subsystems  and  the  coordinator  (through  the  local 
control  units)  after  each  time  that  the  controller  set 
points  have  been  changed,  which  we  will  refer  to  as 
on-line  information  interchange. It is  assumed  that 
the  total  number  of  information  exchanges is roughly 
equal  to  the  sum  of  the  off-line  and  on-line 
information  interchanges. 

3. Distributed  hierarchical  computer  system 

A  popular  distributed  network  structure  which  is 
often  used  for  small  networks  is  the  star.  In  a  star 
network,  the  local  computers  are  connected  by 
individual  communication  links  to  the  main  (host) 
computer.  This  modularly  organized  structure  ensures 
that  it  is  easy  to  handle  expansion  of  the  network. 
In  addition,  the  operating  speed  of  the  links  may  be 
slow  and  the  hardware  required  to  support  them  can  be 
very  simple.  This  structure  is  efficient  provided 
that  there  is  little  need  for  communication  between 
local  computers  (since  all  such  communication  must  be 
routed  via  the  host).  The  major  disadvantage  of  the 
structure,  however, is that  the  system  may  breakdown 
if  the  host  computer  fails and,hence, a  standby 
computer  is  often  required.  In  spite  of  this 
reliability  problem,  the  star  network  is  often  used 
in  control  systems  because  the  structure  reflects 
their  hierarchical  nature. 

One  of  the  main  areas  of  research  in  the  Control 
Engineering  Centre  of  The  City  University is 
concerned  with  the  application  of  hierarchical  control 
techniques  to  industrial  processes.  Much  of  this 
research  is  conducted  in  the  computer  control 
laboratory  using  a  distributed  two-level  computer 
network  (Fig.1.) which  operates  several  pilot-scale 
processes  simultaneously.  The  network  has  a  typical 
star  structure.  Previously,  several  Intel  8085.based 
I-MIC  microcomputers  occupied  the  current posi$ns of 
Acorn  BBC  model  B  microcomputers.  In  some 
applications,  the  speed  of  the  communication  links 
between  the  I-MICs  and  the  host  computer  proved  to  be 
insufficient. For example,  in an application  of  the 
algorithms  given  in  Section  2  it was found  that 
considerable  amount  of  time  was  spent  in  data 
communication4.  In  order  to  improve  the  efficiency  of 
the  network  and  to  accommodate  new  research 
activities,  these  I-MICs  have  gradually  been  replaced 
by BBCs  with  a  more  efficient  inter-communication 
system. 

The  host  computer,  a  LSI11/23  which  is  used  to 
coordinate  and  monitor  the  computers  at  the  infimal 
level, has  a  full  complement  of  256Kbyte  of RAM and 
runs  the  TSX-PLUS  time-shared  operating  system. 
Programmes  and  data  are  stored  on  twin  20Mbyte 
Winchester  discs  and  a  1.2Mbyte  floppy  disc.  Other 
peripherals  available  at  the  supremal  level  include 
a  Tektronix  graphics  terminal,  a  hard  copy unit, a 
180  cps  line  printer  and  an  Intecolor 8001G graphics 
terminal.  The  LSIllj23  is  programmed  mainly  in 
FORTRAN  IV  because  the  real-time  support  routines  are 
written in FCRTRAK  or  are  FORTRAN  callable. 

The  infimal  level of the  network  contains  two 
I-MICs,  a  DEC  LSI11/02  minicomputer  and  four  BBCs. 
The I-MIC has  16Kbyte of RAM and  its  software  is 
mostly  written  in  CCNTOL  BASIC  with  a  few  routines, 
such  as  the  link  communication  routines,  written  in 
Intel 8085 machine  code  in  situations  where  the 
execution  speed  of  the  high  level  interpretive 
language  is  insufficient.  Each  BBC  has  32Kbyte  of 
RAM and  a  floppy  disc system, and  is  programmed  in 
BBC  BASIC  with  the  exception  of  the  link  routines 
which  are  written  in 6502 assembly  language.  The 
LSI11/02  is  programmed  entirely  in FORTRAN  IV. 
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At  present  an  I-MIC  controls  a  hot  and  cold 
water  mixing  rig,  a  BBC  and  an  I-MIC  control  a  pilot- 
scale  freon  vaporiser  which  is  viewed  as  an  inter- 
connected  two-subsystem  plant.  A  BBC  is  used in the 
control  of  a TQ 2000  robot  manipulator.  The rest of 
the  BBCs  control  an  analogue  computer  simulating 
interconnected  plants.  The  LSI11/02  controls  a  pilot- 
scale  travelling  load  furnace. 

The  network is used  as  a  development  tool  for 
designing  and  testing  control  algorithms  in  a  real- 
time  situation.  Three  types of data  communication 
links  exist.  The  communication  between  the  LSI11/02 
and  the  LSI11/23  takes  place  over  a  16 bit optically 
isolated  parallel  link.  The  data  transfer  rate  for 
the  parallel  link is limited  primarily  by  the  response 
speed of the  time-shared  operating  system  to  interrupt 
requests.  The  communication  between  an  I-MIC  and  the 
LSI11/23  takes  place over a  20mAcurrent  loop  serial 
line at 1200bd,  whilst  the  communication  between  a  BBC 
and  the  LSI11/23  takes  place  via  RS423  (RS232) 
interfaces at 9600bd, i.e., eight  times  faster  than 
that of the  I-MIC  and  the  LSI11/23  link.  The  con- 
figurations,  communication  protocol  and  supporting 
software  for  these  three  types of links  have  been 

developed . 5,lO 

Part of  the  network  used  to  implement  the 
algorithms  given  in  Section  2  includes  the  LSI11/23, 
which  serves  as  the  coordinator,  twoBBCs  which  are  used 
to  perform  local  parameter  estimation  and  optimization 
tasks, and an EAL Pace  general  purpose  analogue 
computer,  which  simulates  an  interconnected  two- 
subsystem  dynamic  process.  Measurements  are  taken 
using  the BBC analogue  port.  Although  this  4  channel 
12-bit  A  to D convertor is not  a  high  performance 
device  we  are  only  concerned  with  steady  state 
measurements  and,  provided  that  a  simple  averaging 
procedure  is  performed  to  reduce  the  thermo-effect of 
the A/D port, this  analogue  port is adequate  for  this 
task. Control  signals  applied  to  the  plant  are 
generated  through  a  BBC  user port to  a  3  channel  8-bit 
D  to  A  convertor  using  software  control. 

4. Some  on-line  implementation  aspects 

Using  the  distributed  computer  system,  parallel 
computation  can  be  performed  at  the  local  level  once 
coordination  variables  have  been  received  from  the 
suprema1  level.  However,  synchronisation  and  inter- 
process  communication  problems  arise  at  the  local  units 
because  the  iteration  in  each  unit  is  finished  within 
a  different  time  interval. 

Because  steady  state  measuements  are  needed  in 
order  to  estimate  parameters and, particularly, to 
compute  finite  difference  approximations  of  the 
derivatives  with  respect  to  the  controller  set points, 
bad  quality  measurements  will  affect  the  iterative 
procedure.  For  this  reason  synchronisation  is 
recommended  to  enable  controls  to be sent to the  real 
process  simultaneously,  such  as  elapsed  time or 
semaphore  techniques . 9 

After  controls  have  been  applied  to  the  real 
subprocess,  all  local  control  units  should  wait  a 
sufficient  time  until  the  plant  has  settled  down,  at 
which  point  steady  state  measurements  are taken. It 
is difficult  to  reduce  this  on-line  waiting  time 
interval  without  risking  the  quality of the  steady 
state  measurements.  However,  if  the  number of 
controller  set  point  changes  can  be  reduced  the  time 
for  determining  the  optimal  solution  may  be  less.  The 
double  iterative  algorithm is aimed  at  achieving  this 
purpose. 

The  requirement  to  evaluate  real  process 
derivatives  represents  a  significant  drawback of the 

technique.  In  reality,  the  process  measurements  are 
often  contaminated  with  noise.  The  errors in 
measurements  will be further  amplified  by  the use of 
finite  difference  approximations  to  determine  the 
derivatives.  In  the  situation  where  the  noise  level 
becomes  intolerable  filter  techniques  should  be 
applied  to  reduce  the  influence of noise. 

5 .  Simulation  example  and  results 

An interconnected  two-subsystem  plant  has  been 
simulated  using  the  TR48  analogue  computer.  Details 
of the  plant,  its  steady  state  model  and  performance 

indices  are  given  elsewhere . 9,11 

It is  observed  that  measurement  noise is near 1% 
on average  about  normal  operating  conditions.  Sources 
of noise  include  the  low  quality of the A/D convertors, 
the  long  age of the  analogue  computer  and  some  other 
unknown  factors.  However,  such  a  noise  level is small 
in  a  typical  industrial  environment  and  should  not 
cause  difficulties  to  the  algorithms  if  they  are  to 
have  any  practical  usefulness.  When  the  process 
settling  time  period  is  set at 20  seconds, an item  of 
on-line  information  interchange,  beginning  when  the 
local  control  units  apply  the  controls  to  the  real 
process  until  the  start  flag of the next action is 
received, will take  about 21.5 seconds. It is 
observed  that it takes  approximately 1.5 seconds  for 
the  system  to  complete  a  typical  off-line  information 
interchange  (each  local  unit  performs  its  optimization 
calculation,  sends  its  results  to  the  coordinator  and 
then  waits  until  it  is  informed  by  the  coordinator 
that  all  other  units  have  completed  their  tasks). A 
notable  improvement indatacommunication speed  has 
been  achieved  (The  previous  I-MIC - LSI11/23  system 
took  nearly 10 seconds to complete  the same item of 
off-line  information  interchange). 

The  derivatives  required  to  compute  were 
approximated  using (17). Suitable  values of the  gain 
matrices K,, K  were  found  by  experiment  as  KV=0.41 

and K = diagI0.8, 0.91, where  I  is  an  identity  matrix. 

Desired  tolerances  were  chosen  as p,=& =0.01 

according  to  measurement  accuracy.  Starting  from zero 
initial  controls,  typical  results  obtained  using  the 
technique  discussed  in  Section  2  are  shown in TABLE 1 
where  the  results  are  compared  with  the  real  optimum 
values. To compare  the  efficiency  of  the  single 
iterative  algorithm  and  the  double  iterative  algorithm, 
the  time  required  to  determine  the real optimum 
solution  and  the  communication  requirement of both 
versions  are  listed  in  TABLE 2. 

P 

P I  

In  practice  the  technique  can  be  applied  such 
that  after  the  optimal  operating  condition  has  been 
found,  the  plant is maintained  at  this  condition  and 
the  control  system  is  switched  into  a  'supervising 
mode',  ready  to  track  the  new  optimum  if  the  process 
conditions  are  changed.  Fig.2.  demonstrates  this 
adaptability,  where  at  time  instant 0, a  disturbance 
occurred  in  real  subsystem 1. Because of the  inter- 
connections  all  real  measurements  were  affected. A 
sudden  deterioration in the  performance was reported 
to  the  host  computer who restarted  the  procedure. It 
can  be  seen  from Fig.2. that, in  this case, the DIA 
again  took  only  half  of  the  time  required  by  the  SIA 
to  converge  to  the new optimum. 

To study  the  behaviour of the  algorithms  under  a 
stochastic  situation  additional  random  noise  sources, 
ranging  from -0.05 to 0.05, generated  using  the  BBC 
function  RND  were  added  to  all  real  measurements.  The 
given  noise  was  about 5% of the  normal  operating 
conditions.  The  minimum  perturbation on controller 
set  points was set as 0.06. using (171 to  calculate 
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the  derivatives  under  these  noise  conditions  gives  a 
maximumerrorof approximately 1.7, which  was  about 
150% of the  average  real  derivative. To enable  the 
application of the DIA, inner  loop  tolerance  was 
increased  to 0.06 and  a  maximum  limitation of 20 
iterations was imposed on the  inner  loop.  Fig.3.  and 
Fi9.4.  illustrate  the  serious  effect  of  the  additional 
noise on real  system  performance  during  the  course of 
the  iterations  and  the  improvement  achieved by  the  use 
of a  simple  low-pass  technique.  For  the  example 
tested,  the  DIA  seemed  to  yield  more  robust  results. 

6. Conclusions 

The practkal implementation  of  an  ISOPE 
technique  for  hierarchical  control  of  steady  state 
systems  has  been  studied  using  a  microcomputer  based 
system.  Real-time  simulation  results  demonstrate  that 
both  versions  of  the  technique  can  be  used  to  overcome 
model-reality  differences  and  to  track  slowly  changing 
optimal  operating  conditions  in  on-line  application. 
The  aim of the DIA is  to  reduce  on-line  information 
interchange  and hence, to  reduce  the  time  required  for 
determining  the  optimum  steady  state  control,  even  at 
the  cost  of  increasing  off-line  information  exchange. 
This  feature  is  well  demonstrated  by  the  results  shown 
in TABLE 2. 

The  DIA  is  particularly  desirable  for  processes 
which  have  long  settling  time  periods.  While  the  real 
process  settling  time  period is often  beyond  our 
control  using  more  powerful  computers  at  the  local 
level  and  increasing  the  efficiency  of  the 
communication  link  will  reduce  the  time  required  for 
off-line  information  interchange,  which  also  favours 
the  DIA. 

Although ir. this  small  example,  the  total  number 
of  information  interchanges  (defined  as  the  sum of 
off-line  and  on-line  information  interchanges)  needed 
by  the DIA is  slightly  greater  than  that  required  by 

the SIA, a  previous  off-line  simulation  study3  has 
suggested that, for  many  examples,  the DIA does not 
increase  the  total  number  of  information  exchanges 
and, in  larger  examples,  may  even  reduce  it  sig- 
nificantly. 

As  with  the  majority  of  decentralised  methods,  to 
guarantee  good  performance,  the  hierarchical ISOPE 
technique  requires  synchronised  operation.  Because of 
the  complexity  of  the  methol  (mainly  calculating  real 
output  derivatives)  it  is  difficult  to  choose  a 
suitable  asynchronised  operating  scheme  for  the 
technique.  If  the  measurements  are  taken  long  before 
the  process  entirely  reaches  its  steady  state,  the 
performances  of  the  technique  will  deteriorate. 

The  requirement  to  measure  first-order 
derivatives of real  outputs  imposes  an  important 
practical  limitation  to  the  technique.  To  enable  its 
application  to  stochastic  processes,  further  research 
is needed  to  investigate  the  possibility  of  in- 
corporating  filter  theory  with  the  hierarchical  ISOPE 
technique. 
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TABLE 1 Comparison of results 
x 

cll 12 c21 22 ~ 2 3  Q(c,Y 1 

real  optimum -0.72 0.12 0.90 1.00 -0.83 5.93 

SIA  -0.72 0.12 0.89 1.00 -0.85 5.93 

DIA -0.71 0.12 0.90 1.00 -0.83 5.93 

A 

,e 28 38 +e 58 

Time  (minutes) 

Fiu. 2. Adaptabilitv of SIA and  DIA 
(AQ = real  performance - 7.3 
Plant  settling  time  period = 20 seconds) 
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TABLE 2 Comparison  of   eff ic iency ( P l a n t  s e t t l i n g   t i m e   p e r i o d  = 20 seconds)  

i t e r a t i o n s   o p t i m i s a t i o n  set  p o i n t   t o t a l   i n f o r m a t i o n   c o m p u t a t i o n  
a lgor i thm o f  m o d i f i e r s   i t e r a t i o n s   c h a n g e s   i n t e r c h a n g e s   t i m e ( m i n u t e s )  

S IA 23 24 138 162 50.4 

D I A  11 11 3 66 173  27.2 
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Fig .  1. Distr ibuted  computer   network 
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Time (minutes)  

,$ 
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T i m e  (minu tes )  

F ig .  4. Performance  of D I A  i n   s t o c h a s t i c   S i t u a t i o n  
( b Q  = rea l   per formance  - 5.93 
P l a n t   s e t t l i n g   t i m e   p e r i o d  = 5 seconds 
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