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SUMMARY

A multistep nonlinear model predictive control (MPC) framework is developed to achieve steady-state offset-
free control in the presence of plant-model mismatch. Our formulation explicitly accounts for the effect of
plant-model mismatch by involving the output feedback error, which is expressed as the difference between
the measured process output and the predicted model output at the previous sampling instance, in the multi-
step model recursive prediction. The proposed scheme is capable of improving the performance of nonlinear
MPC, because the plant-model mismatch is effectively compensated through the recursive prediction prop-
agation. We prove that this formulation is able to remove the steady-state error to achieve offset-free control.
The proposed nonlinear MPC framework is applied to a highly nonlinear two-input two-output continuous
stirred tank reactor, in comparison with other MPC implementations. The results obtained demonstrate that
the proposed technique outperforms some existing popular MPC schemes and can realise offset-free control
even under significant plant—-model mismatch and unmeasured disturbances. Copyright © 2012 John Wiley
& Sons, Ltd.
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1. INTRODUCTION

Model predictive control (MPC), which is referred to as a class of control algorithms utilising an
explicit process model to predict the future response of a plant, has become popular in process
industries [1,2]. In an MPC scheme, a dynamic model is first developed to predict the future pro-
cess outputs in the prediction horizon, based on which future control actions are then computed to
minimise a prespecified cost function. Therefore, the effectiveness of MPC relies heavily on the
availability of a reasonably accurate process model [3]. MPC algorithms based on linear models
are unable to control effectively the nonlinear systems operating over a wide range of operational
conditions and with distinctly different input—output behaviours. Analysis and synthesis of MPC
schemes based on nonlinear models directly has been an important area of research over the past
decade [4]. The introduction of nonlinear models in MPC formulations may solve some problems
concerning the nonlinear nature of processes, but the mismatch between the model and the actual

*Correspondence to: Sheng Chen, Electronics and Computer Science, Faculty of Physical and Applied Sciences,
University of Southampton, Southampton SO17 1BJ, UK.

TE-mail: sqc@ecs.soton.ac.uk

Copyright © 2012 John Wiley & Sons, Ltd.



OFFSET-FREE MODEL PREDICTIVE CONTROL 445

process inevitably exists [5, 6]. Furthermore, unmeasured disturbances will widen the gap between
the model and the process which in turn may lead to degradation in MPC performance. Although
the inherent feedback mechanism can tolerate the plant—-model mismatch to a certain extent, conven-
tional MPC formulations cannot guarantee steady-state offset-free control [6-8]. The steady-state
offset error refers to a persistent discrepancy between the desired set-point value and the actual
output of the process.

To combat the offset problem caused by plant-model mismatch or unmeasured disturbances,
various methods have been proposed [9-18]. The most widely used scheme in industrial MPC
implementations [1, 3] generates the output targets by shifting the set points to compensate for
plant-model mismatch, assuming that the plant—-model mismatch is due to step disturbances in the
output and the disturbance remains constant throughout the prediction horizon. As this correcting
scheme is originally employed in the dynamic matrix control (DMC) algorithm, it is known as the
DMC-like correcting scheme for offset-free control [1,3]. This method has been shown to eliminate
steady-state offset in some cases, but it cannot effectively deal with the disturbances in the inputs.
On the basis of the steady-state target optimisation, the works [12—14] augment the plant model with
a disturbance model and use the combined model to estimate the size of the disturbance. Although
a number of studies [4-8] have shown that different disturbance models will lead to the different
levels of closed-loop performance in the presence of different unmeasured disturbances or plant—
model mismatch, there exist insufficient practical guidelines for designing nonlinear MPC (NMPC)
disturbance model [6, 10]. Using state observers in MPC formulation is another common method for
removing steady-state offset. For nonlinear process, Huang et al. [17] have proposed an offset-free
NMPC formulation that integrates both the state and output disturbances from the extended Kalman
filter. Recently, the authors of [18] have used the moving horizon estimation instead of extended
Kalman filter to deal with state inequality constraints. However, the accuracy of a state estimator
also heavily depends on the accuracy of the prediction model and, moreover, the dynamics of the
state estimator is often required to be much faster than the dynamics of the state feedback control
law, which means that the error signal between the observer and the actual system should con-
verge to zero at a much faster rate than the convergence rate of the system state. Sometimes, a state
observer may still be used even when the state itself is measurable, which will inevitably impose
some additional computational complexity in MPC implementation.

The plant-model mismatch problem is particularly critical to black-box model-based MPC
algorithms, because a black-box model may be unduly extrapolated into the regions of the state
space where identification data were scarce or nonexistent [19]. The emphasis of black-box model-
based NMPC algorithms has mainly focused on developing the models with good long-range
prediction capability and/or finding the efficient methodologies to reduce the on-line computa-
tional burden. However, there exist relatively few publications in the area of black-box model-based
NMPC that can effectively deal with the issue of plant—-model mismatch. Psichogis and Ungar [20]
have utilised a feed-forward neural network (FNN) model in the conventional MPC scheme, where
steady-state offsets are observed to exist during set-point tracking. The corrections to the output
are then made using a constant disturbance estimate to obtain offset-free tracking. The authors of
[21] have studied the effect of two common types of neural network, FNN and external recurrent
network, on the performance of multistep NMPC, and their results show that the steady-state offset
of the NMPC algorithm using FNN models will always occur when the prediction horizon is longer
than the control horizon. Lu and Tsai [22] have presented a design methodology for the generalised
predictive control via recurrent fuzzy neural network. The generalised predictive control law with
integral action is derived on the basis of the minimisation of a modified predictive performance cri-
terion, and the simulations and experiments have shown that this method is capable of controlling
the processes with satisfactory performance under set point and load changes. Zhang et al. [23] have
developed an alternative offset-free output feedback NMPC approach based on fuzzy models and
an integrating disturbance model, where an augmented piecewise observer is used to estimate the
system states and lumped disturbances. However, all the aforementioned studies rely heavily on the
special structures of predictive model and are difficult to extend to other forms of model.

Our motivation is to provide an efficient design methodology to achieve the steady-state offset-
free control in multistep NMPC. We note the fact that, for multistep prediction, the predictive model
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is recursively used and the accuracy of the previous-step predictions directly affects the quality of the
next-step prediction. Therefore, we propose a scheme in which the previous predictions are firstly
corrected by the output feedback error and then used as the input of the predictive model to provide
further prediction. The incorporation of the feedback error into multistep prediction will improve
the MPC performance, because the information about plant-model mismatch and/or unmeasured
disturbances are directly and effectively included in the MPC multistep prediction formulation.
Specifically, the plant-model mismatch and/or unmeasured disturbances, manifested as the pre-
vious output feedback error, are successively corrected or compensated in the multistep recursive
prediction propagation. The advantages of this new formulation are that the steady-state offset can
always be eliminated once the process reaches a steady state without imposing additional com-
putational complexity and the only measurement required is the process output. In addition, the
proposed offset-free MPC strategy is very practical, as it only needs slightly change to the tra-
ditional MPC formulation, and the resulting offset-free NMPC algorithm can adopt a variety of
prediction model forms. We use the highly nonlinear continuously stirred tank reactor (CSTR)
process [24-30], as a benchmark to compare the performance of the proposed multistep NMPC
strategy with the most widely adopted multistep NMPC scheme based on DMC-like correcting. Our
results obtained demonstrate that the proposed method, which offers better performance than this
existing scheme, is capable of achieving the offset-free control in the presence of significant model
mismatch and unmeasured disturbances.

Before presenting the details of our new scheme, we highlight our novel contributions and empha-
sise the differences of our method with typical related works. Various techniques for achieving
steady-state offset-free control may be divided into two classes.

(1) A classical approach to avoid steady-state offset is by introducing an integrator in the control
loop, similar to the case of PI control. For nonlinear systems, this can be realised by introduc-
ing the control variable increments and augmenting or expanding the system state variables,
for example, [9,31,32]. However, this will inevitably increase the dimension of the controlled
system and therefore significantly increases the computational complexity of NMPC on-line
optimisation. Furthermore, to ensure the closed-loop stability of the augmented system, it is
generally required to compute and set the steady-state values of the input and state variables
corresponding to the desired equilibrium (see Assumption in Lemma 2 of [9]). This is very
difficult if not impossible to achieve in the presence of plant—-model mismatch. This seriously
restricts the application of this approach to practical industrial processes. Moreover, the inte-
gral action, which is introduced in front of the plant, does not generally guarantee that the
controller can achieve the steady-state zero-error regulation if a state-feedback control law
is used [32], and therefore, an observer needs to be introduced even if the system states are
available.

By contrast, our proposed scheme does not require the computation of the steady-state
values of the input and state variables at the desired equilibrium, and the steady-state offset-
free control is achieved entirely by output feedback without the need of relying on state
observer. Moreover, our scheme is computationally more attractive than the schemes of
[9,31,32].

(2) The other approach to avoid steady-state offset in the presence of plant—-model mismatch
and external disturbance is to model the plant—-model mismatch or external disturbance and
then use the output of this model to compensate the effects of plant-model mismatch or
external disturbance to the controller. Examples of this second class include the DMC-like
correcting scheme widely adopted in practice, the work [33], the approach of [18] and our
proposed scheme. The scheme [33] is based on an adaptive disturbance estimation method
with time-varying forgetting, where the disturbance is modelled as an integrated moving aver-
age process with one lag and is estimated using an adaptive technique that discounts old
measurements. However, a linear model, namely, an integrated moving average process with
one lag, does not provide an adequate representation for the plant—-model mismatch or distur-
bance in practice, especially when the plant is nonlinear. By contrast, our proposed method is
applicable to the generic case of nonlinear plant—-model mismatch or disturbance. We use the
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plant-model mismatch or the error between the plant output and model prediction to com-
pensate the controller. However, unlike the conventional multistep prediction method that first
makes predictions and then corrects them, our method first corrects the previous predictions
by the output feedback error and then uses the compensated previous predictions as the inputs
of the predictive model to provide further prediction. This approach is very simple to imple-
ment, and our analysis and simulation results confirm that it is very effective in achieving
steady-state offset control.

The moving horizon estimation-based formulation [18] requires both nonlinear state-
space equation model and nonlinear output measurement equation model of the underlying
nonlinear process. If the state-space equation is known and is substituted into the out-
put/measurement equation, then the formulation in [18] appears to ‘reduced’ to our formula-
tion. In reality, however, our input—output model-based formulation has significant practical
and implementation advantages. Firstly, our input—output-based nonlinear auto-regressive
exogenous (NARX) model can be easily obtained with black-box data-drive identification
procedures. By contrast, it is very difficult to obtain a state-space nonlinear model with
data-drive identification algorithms. It is also very difficult to recast an identified nonlin-
ear input—output model into a state-space one. Secondly, our scheme of achieving zero offset
is computationally much simpler than the scheme of [18]. Let us assume that the state-space
model can be obtained. Every step of the on-line optimisation for the NMPC scheme of [18]
requires to solve the on-line state observer estimation optimisation, and it must wait for this
state observer to converge. This inevitably increases on-line optimisation complexity dramat-
ically, which may even make the scheme of [18] impractical, particularly if the state observer
convergence horizon is long.

Our proposed approach does have a limitation. If the plant has some physical variables
that are unmeasurable but are required to meet strict constraints, then it is difficult for our
method to guarantee that these unmeasured ‘state variables’ meet their constraints because
these variables are not presented in the input—output model. In this case, an observer-based
state estimation approach may have to be used.

The structure of this contribution is organised as follows. Multistep NMPC formulation is intro-
duced in Section 2, whereas Section 3 discusses the most widely used DMC-like correcting scheme
to deal with the offset problem and presents our new multistep NMPC scheme for offset-free con-
trol. The simulation results are shown in Section 4 to demonstrate the effectiveness of the proposed
methodology, and our conclusions are given in Section 5.

2. MULTISTEP NONLINEAR MODEL PREDICTIVE CONTROL FORMULATION

Consider the controlled nonlinear process described by the following discrete-time nonlinear
equation

Y(k) = f(y(k - l)ssy(k _”y)su(k - 1),"',11(]( _nu)) B (1)

where k denotes the sampling instant, f(e) represents the unknown 1, -dimensional nonlinear vector
mapping of the controlled process, y(k) € R™» and u(k) € R™ are the process’s m,,-dimensional
output and m,,-dimensional input variables, respectively, whereas n and n,, refer to the maximum
lags in the process output and input, respectively.

2.1. Multistep model prediction

Nonlinear MPC involves using a nonlinear model to predict future process behaviour so that the
controlled variables can be manipulated in order for the controlled process to meet the desired tar-
get. The performance of MPC relies crucially on the quality of the process model, which is used
to generate these predictions [6]. A number of researchers have developed nonlinear models using
a variety of technologies [34], including first-principle and black-box approaches. A first-principle
model can be valid globally and can predict the system dynamics over the entire operating range.
However, development of a reliable first-principle model is a difficult and time-consuming task.
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On the other hand, the nonlinear black-box models have certain advantages over the first-principle
models in terms of development time and modelling efforts. We adopt a general NARX model
structure [35,36] to model the process described in (1)

Ym(k) = fm (y(k - 1)’ T ’y(k _ﬁy)’u(k - 1)’ B ,ll(k _ﬁu)) > (2)

where f,, (o) denotes the constructed m,-dimensional model vector mapping, y,, (k) € R™> is the
model output, and 71, and 71,, denote the maximum lags of the output and input in the model, respec-
tively. Note that 71, and 71,, are not necessarily equal to n, and n,. The model structure (2) is
widely adopted in data-driven nonlinear modelling and control applications [36,37]. Many exist-
ing NMPC algorithms, which employ FNN [38] or support vector regression (SVR) [39] based
nonlinear prediction models, also adopt this model structure to model the process.

Accurate multistep prediction is essential if MPC is to be successfully executed. However, the
model (2) is identified in the form of the one-step-ahead prediction for the process output. To realise
multistep-ahead prediction, the past process output samples in the model input vector are gradually
replaced by their predicted values. That is, by feeding back the model outputs, the one-step-ahead
predictive model can be recursively cascaded to itself to generate the future predictions for the pro-
cess output [40]. This procedure is repeated until the predicted output trajectory over the whole
prediction horizon is obtained. More specifically, by defining y,,(k + i |k) as the prediction for the
process output y(k + i) based on the available measurements at the sampling instant k, then this
multistep model prediction procedure is described as follows:

Ymk +i—jlk)=y(k+i—j), Vj=i,
Ym(k +i1k) = b (Ym(k 4+ — 1K), -, ym(k +i —iy|k), 3)
uk+i—1),---,uk+i—1ny)), 1<i <P,

where P represents the prediction horizon.

2.2. Nonlinear model predictive control formulation

On the basis of the multistep prediction (3), the MPC design problem at the sampling instant k is
defined as the constrained optimisation problem whereby the future manipulated input moves are
determined by minimising the objective function:

P
T
i o —Yplk +ilk o —Yplk +ilk
Au(k\k),...glu}gc+M—1|k);(yp Yok +710)) " Q (vop —¥plh +71K)
M-1
+ Y (Aulk + j1k) T RAu(k + j k), )
Jj=0

subject to the following constraints:

Yok +ilk) =ym(k +ilk), 1<i<P,

' ; %)
ymin$yp(k+l|k)$Ymam 1<i<P,

Upin Su(k + jlk) <upax, 0 <M1,

6
Aumin$ Au(k—i_‘]|k) §Aumax, 0$‘] $M—1, ( )

where yy, € R™> is the set point of the controlled variable, Q is the m, x m, positive-definite
output error weighting matrix, M denotes the control horizon, R is the m,, x m,, positive-definite
input move weighting matrix and Au(k + j |k) = u(k + j|k) —u(k + j — 1|k) is the future control
increment, whereas u(k + j |k) denotes the control action at the future sampling instant k + j based
on the available measurements at k. It is assumed that Au(k + j|k) = 0 for j = M. The vector
inequality in (5) and (6) is defined as the element-wise inequality operation.
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Given the multistep prediction model (3), the two weighting matrices Q and R and the constraints
on the output, control input and control input move, Ymin, Ymax> Wmin> Umax> AUmin and Aup,y, the
resulting constrained nonlinear optimisation problem can be solved using standard nonlinear pro-
gramming techniques. The controller is implemented in a moving horizon framework. Thus, after
solving the optimisation problem, only the first control action, denoted as uy(k|k), is implemented
on the plant, and the optimisation problem is reformulated at the next sampling instant k + 1, based
on the updated information from the process. The weighting parameters, Q and R, and the predic-
tion and control horizons, P and M, can be tuned to achieve the desired closed-loop performance,
and different tuning criteria can be found in [1].

Under the assumption that the actual system is identical to the model used for prediction, the
asymptotic stability of the NMPC controller may be guaranteed with several techniques (see, e.g.
[41-43]). In [44], the robustness properties of the NMPC have been investigated with respect to the
process gain and additive perturbations. Assuming Lipschitz continuity of the MPC law, the authors
of [45] have investigated the perturbed asymptotic stability of the NMPC in the face of decaying
perturbations. In [46], a robust feasible NMPC is obtained for a given bound on the admissible
uncertainties. Some results have been also proposed for the solution of the tracking problem with
guaranteed stability. In [47], for example, the tracking of constant signals is solved for the system
described by an input/output NARX model. Generally, some additional stability constraints should
be introduced to ensure the stability of the closed-loop system [9, 31, 32]. However, it is noted
that the introduction of additional stability constraints would always result in some conservatism
in the design and performance of MPC controller, particularly in most real-world applications.
Comprehensive review on stability and robustness of NMPC can be found in [48, 49]. In indus-
trial applications of NMPC, however, the stability of the closed-loop system and the performance
of the control system are traditionally achieved by adjusting the prediction and control horizons
and the weighting matrices Q and R via trial and error, which is also the approach we adopted in
this work.

3. OFFSET-FREE NONLINEAR MODEL PREDICTIVE CONTROL

In the standard NMPC formulation discussed in Section 2, control feedback is manifested as
follows: the manipulated input computed for the present time step is implemented on the plant,
then the prediction horizon is moved forward one step and the problem is resolved using the new
process measurements. Although this formulation exhibits certain robustness to disturbances [7, 8],
the robustness of this NMPC does not mean that it can achieve steady-state offset-free control
in practical situations. Therefore, some form of correcting mechanism is required to improve the
closed-loop performance in the presence of plant-model mismatch and/or unmeasured disturbances.

3.1. Dynamic matrix control-like correcting scheme for offset-free control

As discussed in the Introduction section, most current NMPC implementations use a constant bias
calculated on the basis of the current measurement to correct the model—process mismatch [1, 3].
The bias is generated by comparing the measured process output y(k) and the predicted process
output y,, (k) at the current sampling instant k as

e(k) =y(k) —ym(k), (7

where y,, (k) = ymn(k|k) is the model prediction generated by (3) at k. This bias is assumed to
remain constant in the future and is utilised to correct the prediction model (3) as

Yok +ilk) = ym(k +ilk) +e(k), 1 <i < P. 8)

In other words, the NMPC algorithm based on the DMC-like correcting scheme is obtained by
simply replacing the constraints (5) in the standard NMPC algorithm with

Yplk +ilk) =ym(k +ilk) +e(k), 1si<P,

j ; ©
ymingyp(k—i_”k)gymax, 1<i<P.
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This approach is widely used in industrial MPC implementations, as it can eliminate steady-state
offset in some cases [1,3]. However, we point out that it cannot eliminate the steady-state offset in
general. This issue will be further discussed later. In the simulation study, it will also be confirmed
that this DMC-like correcting scheme cannot guarantee offset-free control in the presence of strong
plant-model mismatch and/or unmeasured disturbances.

3.2. Proposed correcting scheme for offset-free control

Because the aforementioned DMC-like correcting scheme cannot guarantee steady-state offset-free
behaviour in general, alternative correcting scheme is required to eliminate steady-state offset under
the generic plant—-model mismatch and unmeasured disturbances. Unlike the DMC-like correcting
scheme that only uses the constant bias or output feedback error (7) to correct the multistep predic-
tions generated by the multistep predictive model (3), we propose a correcting scheme in which the
previous model predictions are first corrected by the output feedback error term (7) and then used
as the input of the multistep predictive model to provide the further prediction. Specifically, given
the output feedback error (7), the multistep prediction procedure of (3) is modified as

Ymk +i—jlk)y=yk+i—j), Vj=i,
Ym(k +ilk) =t (Fm(k +i = 11k), -+ Fm(k +i =71y k), (10)
utk +i—1),---,ulk +i—1ny)) +ek), 1<i <P.

The resulting new multistep NMPC design is obtained by minimising the objective function (4)
subject to the constraints (6) and

Ypolk +ilk) =ym(k +ilk), 1<i<P, (11)
yminsyp(k+i|k)$)7max, 1$1$P

The key difference to the DMC-like correcting scheme is that the output feedback error e(k) is
incorporated into the multistep model prediction procedure. Therefore, the plant—-model mismatch
and/or unmeasured disturbances are continuously compensated in the multistep recursive model
prediction propagation (10), and this improves the accuracy of the multistep predictions which in
turn results in an enhanced performance of the NMPC algorithm. By contrast, the DMC-like feed-
back scheme only works in the situation where the plant—-model mismatch manifests as an additive
output disturbance. We now show that the NMPC algorithm with the proposed correcting scheme
can eliminate the steady-state error to achieve offset-free behaviour.

Proposition 1
Assume that

(1) The closed-loop system is stable.
(2) The set point yy, is reachable.

Then, for asymptotically constant set points and disturbances, there will be no offset.

Proof
Assumption 1 implies that the closed-loop system can reach an asymptotically stable equilibrium
point defined by

o0 [o.¢] OO)

YO =f(y®, -y uT, . u

k)

where the superscript ® denotes the steady state ,whereas y*° and u® are the process’s steady-state
output and input, respectively. From the identified model (2), the model output

y;’: =1, (yOO’-”,yOO,uOO,”-’uOO)
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is a constant at the process’s steady state {y°,u*}. Then, the bias e® = y® —y>° # 0 is
always a constant. According to the multistep prediction procedure (10), we have the one-step-ahead
prediction

=fn (¥, -, y7,u, - u®) + ¥ =y +e* =y~
the two-step-ahead prediction

Y (e +21k) = £ (F57 (k + 1]k), y%°, -y, 0%, - u™) + %
=1f, (y°, -, y°,u®, - u®) +e®° =y¥ +e* =y®,

and recursively the three or more step-ahead predictions
Yok +ilk)=y*,i=3,.--,P.
When the process reaches a steady-state,
Auk + jlk) =ulk + jlk)—utk +j—1]k) =0, Vj =0. (12)

Thus, the inequality constraints on Au(k + j |k) in (6) can be removed, and the NMPC formulation
described by (4), (11) and (6) is reduced to

P
i w— Yok +i1K))" Q (vsp — ¥p(k +i]K)),
Au(k[K). - Ak M—1]k) 2;09 Yotk +116)" Q (v — yp(k +11K)

s.t. yplk +ilk) =y, 1 <i <P, (13)
Ymingyoo§ymax,1§i$P,
umin$uoo$umAXs1§j§M—l.

Assumption 2 indicates that the set point y,, and the corresponding control input ug, asymptotically
fulfil

Ymin < Ysp < Ymax,

(14
Unin Usp < Upax-

From the solution of (13), we immediately obtain y*° = yj,. O

Remark 1

The main advantage of our approach is that the computation of the steady-state value of the con-
trol input associated with the set point can be avoided. If the set points are not reachable, then
the proposed approach minimises the steady-state output difference (ys, — y°°)T Q (yop —¥™)-
Assumption 1 indicates that the NMPC controller can asymptotically stabilise the process (1)
with the given multistep-ahead predictive model (10). This type of assumption is often seen in the
literature. For example, this assumption was also adopted in [18, 50, 51], in order to show that the
controller considered in [18,50,51] yields a zero steady-state offset.

Remark 2

Under the same assumptions as given in Proposition 1, the DMC-like method cannot guarantee the
same offset-free control performance. This may be explained as follows. When the process reaches
the steady state {y*°, u®°}, from (3) and (9), we have the error-corrected one-step-ahead prediction

yp(k + 1|k) = yfr?(k + 1|k) +eoo = fm (yoo"u’yoo’uoo"”,uOO) +e00 zy;.no +e00 = yoo’
the error-corrected two-step-ahead prediction

Yok +2[k) =5 (y0, ¥%, -, ¥, u®, -+ u®) +e® #£y™®
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and the error-corrected three or more step-ahead predictions
Yok +ilk) #y>,i =3,---, P.
Thus, the NMPC formulation described by (4), (9) and (6) is reduced to

P
i o= Yplk +ilK) " Q (v —¥pk +ik)),
Auk[k) . A+ M—1]6) ,-; (Voo =¥k +710) " Q (vip —¥plk +116))

s.t. yp(k+i|k)—ym (k+ilk)+e>®, 1<i<P, (15)
Ymin < yp(k +l|k) Ymax» 1 i <P,
umm ll <umaXa 1 < J < M —1.

It then becomes obvious that the solution of the optimisation problem (15) can only be obtained in
the sense of least-squares error, and in general, the offset will occur, namely, y*° # yqp.

Remark 3
In practical applications of MPC, if the desired set point changes significantly or large persistent
disturbances occur, the feasibility of the controller may be lost. This is because in these cases, there
may be a conflict between the constraints (6) and the constraints (11) that may turn the control prob-
lem infeasible. Two approaches can be employed to recover the feasibility of the NMPC whenever
the controller feasibility is lost due to large set-point changes or persistent disturbances.

The first approach introduces an artificial set point to the MPC problem as a new decision variable
[52]. The distance between the artificial set point ysp € R™» and the real one y, is then penalised
in the cost function, and the resulting optimisation problem is expressed as

o —Vok +ilk)) " Qe —yo(k +ilk
s s ; Yoo = ¥plk 1) Q (Jup — yplk +i1K))
M-—1 -
+ Z (All(k +J|k))T RAll(k +J|k) + (S’sp_YSp) Qs (S’sp_YSp)a (16)

J=0

subject to the constraints (11) and (6), where Qg is the weighting matrix for penalising the difference
between the artificial set point and the actual set point. The introduction of the artificial set point
as the new decision variable can explicitly address the feasibility of the controller and ensure the
convergence to the target if admissible. Furthermore, the domain of attraction of this controller is
potentially larger than those of reference governors and standard predictive controllers [53].

In the second approach, the soft constraints are introduced to extend the constraint handling capa-
bilities of MPC [54, 55]. The output predictions are softened by means of slack variables and the
MPC optimisation problem is reformulated as following

P

i o — Yok +ilk) — )" Q (ys — yplk +ilk) —
Au(kuc),...,Au(kllet?—l\k),s,emm,smax;(yw Yolk +110) =€) Qv —yplk +ilk) —)
M—-1
+ Z (Au(k + jlk)" RAu(k + j k) + eT Qe + pminlleminll® + Pmaxlemaxl®,  (17)

j=0
subject to the constraints (6) and
Yolk +ilk) =ym(k +ilk), 1<i<P,

Ymin — Emin Yp(k +ilk) < Ymax + Emax» 1 <P <P, (18)
Emin = Oa Emax = Oa

where ¢ € R™> is a slack variable, &y, and £, € R™? are the lower-bound and upper-bound slack
variables, respectively, Q. is the weighting matrix for the slack variable ¢ and py,;, and ppa.x > 0
are the two weightings for the lower-bound and upper-bound slack variables, respectively. With the
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help of the slack variables, the original hard constraint (11) posed on the magnitude of the output
variable can be temporarily violated. This enlarges the admissible set and prevents the infeasibility
of the solution from happening. The degree of output constraint violation is minimised by the last
three terms of the objective function (17). In addition, it provides a flexible mechanism for shaping
the transient response by tuning Q and Q.. The controller obtained from the solution to the prob-
lems (17), (6) and (18) shares the same properties related to the feasibility of the set-point tracking
problem as the controller defined in (16), (6) and (11).

4. SIMULATION STUDY

The CSTR [27, 29] was employed to compare the closed-loop performance of several MPC
algorithms and to demonstrate that the proposed NMPC scheme can achieve offset-free control in
the presence of significant plant—-model mismatch and unmeasured disturbances. A Van der Vusse
chemical reaction takes place in the CSTR with a cooling jacket. The main reaction is given by
the transformation of cyclopentadiene, A, to the product cyclopentenol, B, which in turn produces
cyclopentanediol, C, in an unwanted consecutive reaction. The initial reactant, A4, also reacts in an
unwanted parallel reaction to give the by-product dicyclopentadiene, D. Symbolically, this chemical
reaction is described as

AL B2 ¢
2AS D

The dynamics of the reactor can be described by the following nonlinear differential equations that
are derived from the component balances for substances .4 and 5 and from the energy balances for
the reactor and cooling jacket

Ca =q (Cao — Co) —x1(T)Cq _KS(T)C(JZ,
Cp = —qCp + k1(T)Cq — k2(T)Cp,

) 1
T=q(To—T)— C (k1(T)Ca AH1 + k2(T)Cp AHy + k3(T)CZ A Hs)
P

19)
A
WK (1 -T),
pCp VR
. 1
Tk = ———— (Qk + kwAR(T — Tk)).
mk Cpk
The reaction velocities «; are assumed to depend on the temperature via the Arrhenius law
(T) L PR (20)
K; = Kjo €X - 1 =1,2,2.
: 0P\ TR(T +273.15)

The states of the system consist of the concentrations of components A and B, C, = 0 and Cp, = 0,
as well as the temperatures, 7" and Tk, occurring in the reactor and cooling jacket, respectively.
This is a two-input two-output process. The two controlled variables are y; = Cp and y, = T, the
concentration of substance B and the temperature in the reactor, whereas the two control inputs are
u; = q and up = Qg, the flow rate (scaled to the volume of the reactor) and the cooling power,
which are subject to the constraints

q €3, 35]h7, Qk €[-9000, 0] ki/h, |Aq| <5h~", |AQKk]| <2000 kJ/h.

The values for the physical and chemical parameters in (19) and (20) are listed in Table 1.

The reactor exhibits input multiplicities, that is, more than one set of the manipulated variable
values can produce an identical steady-state output. Input multiplicities exist when the steady-state
gain matrix becomes singular in the operating region. During the actual operation of the plant, it
is always required to operate at the optimal operating point that can produce the maximum con-
centration of B. Although control at such an operating point appears to be economically the most
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Table I. Physical and chemical parameters of the CSTR process.

Name of parameter Symbol Value of parameter
Pre-exponential factor K10 1.287 x 1012 1
Pre-exponential factor K20 1.287 x 1012 p~1
Pre-exponential factor K30 9.043 x 10° p~!
Activation energy for reaction k Ey 81.1344 kJ/mol
Activation energy for reaction k» Ey 81.1344 kJ/mol
Activation energy for reaction k3 E; 71.1712 kJ/mol
Enthalpies of reaction k1 AH;p 4.2 kJ/(mol-1)
Enthalpies of reaction k2 AH» —11.0 kJ/(mol-1)
Enthalpies of reaction k3 AHj —41.85 kJ/(mol-1)
Density P 0.9342 kg/l

Heat capacity Cp 3.01 kJ/(kg-K)
Heat transfer coefficient for cooling jacket Kw 4032 kJ/(h-m2-K)
Surface of cooling jacket AR 0.215 m?
Reactor volume Ve 0.01 m3

Coolant mass mg 5.0kg

Heat capacity of coolant Cpk 2.0 klJ/(kg-K)
Universal gas constant R 8.314 J/(mol-K)
Concentration of initial reactant Cao 5.10 mol/l

Feed temperature To 104.9 °C

desirable, the resulting control problem is difficult to handle because there exists a singularity at
the optimum operating point. The existence of such singular points renders the task of controlling a
system exhibiting input multiplicities extremely difficult [56].

4.1. Modelling and model evaluation

A dynamic SVR model with the NARX structure (2) was used to model the CSTR on the basis of
an input—output data set obtained from the CSTR process. The model took the form

Ymi(k) = fmi(y1(k = 1), y2(k = D, uy(k = 1), uz(k = 1)), i = 1.2,

with the input and output lags set to /i, = 71,, = 1. The tuning parameters of the SVR model with
the Gaussian kernel were chosen as follows: the maximum tolerable error y = 0.05, the regulari-
sation parameter C = 50 and the kernel width o = 0.005 were used for identifying f,, 1, whereas
x = 0.05, C =20 and 0 = 0.01 were used for identifying f,,». In the simulation, the sampling
period was set to 18 s, and 800 input—output data were gathered by injecting the random step signals
with the uniform distributions in [3, 35]A~! and [-9000, 0] kJ/h as the control inputs ¢ and O,
respectively, with the switching probability of 0.2. The first 200 training data were used to train
the two SVR models with LIBSVM toolbox [57], which led to 43 support vectors for f,, ; and
31 support vectors for f, . The last 600 data points were employed to validate the two obtained
models.

Figure 1 compares the two process outputs with those of the two identified SVR models over
both the training and validation data sets, where it is observed that the two one-step-ahead predic-
tion curves almost coincide with the actual process outputs. The root mean squares error (RMSE)
between the actual process output y; (k) and the j-step-ahead model prediction y,; (k + j|k)

N
RMSE; (j) = | > (i(k) = ymi(k + j1k))* /N.i =1,2
k=1

was evaluated over the validation data set, and the values of RMSE obtained for the two process
outputs Cp and T, respectively, are listed in Table II. The one-step-ahead RMSE values given in
Table II together with the results of Figure 1 indicate that the two identified SVR models achieved
very small one-step-ahead prediction errors. However, the multistep predictive error accumulated
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Figure 1. Comparison of the actual CSTR process outputs (solid) and the one-step-ahead predictions from
the identified SVR models (dashed) over the training (first 200 points) and validation (last 600 points) data.
The sampling period is 18 s.

Table II. RMSE between the actual process output and the j-step-ahead model prediction for
the two process outputs Cp and T'.

J 1 2 3 4 5 6 7 8

RMSE for C;  0.0214  0.0277 0.0320 0.0353  0.0390  0.0402 0.0413  0.0422
RMSE for T 0.2220 0.4245 0.6171  0.7947 09573 1.1033  1.2355 1.3542

and increased as the prediction horizon increased. This can be clearly observed from Table II.
Figure 2 compares the steady-state behaviours of the process outputs Cp and T as the function of
the control input g, when fixing the other control input to Q x = —1118 kJ/h, with the steady-state
behaviours generated by the identified SVR model. It is observed from Figure 2 that the steady-state
operating locus of the actual plant displays a gain change at the flow rate ¢ = 14.19h~!, which
corresponds to the operation point C, = 1.09 mol/l and 7" = 114.2 °C. By contrast, the gain change
for the SVR model occurs at ¢ = 6.882~!, and the model steady-state outputs at this point are
Cp = 1.171 mol/l and T = 113.6 °C. The existence of such significant plant-model mismatch
served well our purpose of testing the performance of various NMPC schemes in the presence of
plant-model mismatch.

4.2. Set-point tracking
The three NMPC schemes implemented in the simulation study are first summarised:

e NMPCI: the NMPC algorithm based on the ‘perfect’ process model without any plant—-model
mismatch. This served as the ‘ideal” NMPC algorithm.

o NMPC2: the NMPC algorithm based on the proposed correcting scheme. This was the proposed
‘new’ NMPC algorithm.
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Figure 2. Steady-state behaviours of the actual CSTR process (solid) and the identified SVR models
(dashed) as the function of the control input ¢, when setting the other control input to Q g = —1118 kJ/h.

o NMPC3: the NMPC algorithm based on the DMC-like correcting scheme. This was the ‘most
widely’ implemented NMPC algorithm.

The identified SVR model as given in Section 4.1 was used for designing the NMPC2 and NMPC3.
The prediction horizon and the control horizon were set to P = 13 and M = 1, respectively. The
output and input weighting matrices in the cost function were chosen to be Q = diag{200, 10} and
R = diag{1,0.02}, respectively. An artificial set point y, € R? was introduced to the NMPC optimi-
sation problem to ensure the feasibility of the NMPC during the change of set point. The weighting
matrix for penalising the difference between the artificial set point and the actual set point was set
to Qs = diag{400, 50}. Ability of the proposed NMPC scheme to achieve steady-state offset-free
control was investigated when the CSTR went through a series of set-point changes:

t=0-—0.6 h:  process set point (1.09 mol/l, 114.2 °C)
t =0.6—1.2 h: process set point (1.06 mol/l, 113.0 °C)
t =12—1.8 h: process set point (1.09 mol/l, 114.2 °C)

Figures 3-5 illustrate the closed-loop performance of the three NMPC controllers for set-point
tracking, where the performance of the NMPCI serves as a lower bound. As can be seen from
Figure 5, the output feedback error e(k) = 0 for the NMPC1 because the exact process model was
used, whereas e(k) # 0 for the other two MPC systems as the plant—-model mismatch existed in
these two cases. Whereas the output feedback error is the difference between the actual process out-
put and the model output, which reflects the plant—-model mismatch, the offset error is the difference
between the actual process output and its set point, and it is highly desired that a control system
can achieve the steady-state zero offset error. From Figure 3, it can be seen that the set-point track-
ing performance of the NMPC2 with the new multistep prediction procedure (10) was very close
to the ideal performance of the NMPCI. This demonstrates that the proposed NMPC2 can effec-
tively correct the plant—-model mismatch to achieve offset-free control. By contrast, the NMPC3
with the DMC-type feedback correction could not achieve the offset-free control, as can be clearly
seen from Figure 3. Note that the steady-state gain of the CSTR reduces to zero at the set point
(1.09 mol/l, 114.2 °C), which can lead to controller output fluctuations at the neighbourhood of this
point. The ability of the proposed correcting scheme to ‘predict’ the system dynamics close to the
singular points accurately, however, ensured that the control input fluctuations were not large even
when the process’s steady-state gain was close to zero. By contrast, the controller response of the
NMPC3 exhibited large overshoot behaviour, as is clearly shown in Figure 4.

The sum of squared errors (SSE) between the desired set point and the actual process output over
the sampling interval [Ny, N,], defined as

N>
2 .
SSE; = Y (ypi —i(k))", i =1,2,
k=N
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Figure 3. Set-point tracking performance of various NMPC controllers: process output y(k).
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Figure 4. Set-point tracking performance of various NMPC controllers: controller output u(k).

was used to quantify the offset error performance of a controller. Table III compares the SSE values
over the six sampling intervals of each length 0.3 h for the three NMPC algorithms investigated. As
can be seen from Table III, the NMPC3 cannot achieve offset-free control. By contrast, the NMPC2
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Figure 5. Set-point tracking performance of various NMPC controllers: output feedback error e(k).

Table III. Comparison of the SSEs between the set point and the actual
process output for the three NMPC controllers in set-point tracking.

Sampling interval (h) SSE for Cp SSE for T
NMPCI 0-03 0.0083 15.6026
0.3-0.6 1.3689¢ — 4 1.0046
0.6-0.9 7.749% — 4 3.5356
09-12 3.7521e =7 1.8926¢ — 4
12-15 5.9986e — 4 4.0840
1.5-1.8 8.7761e — 6 0.0047
NMPC2 0-03 0.0101 29.4195
0.3-0.6 5.8316e — 4 1.2510
0.6-0.9 0.0014 7.3578
09-12 4.3571e -7 0.0025
12-15 0.0011 7.1895
1.5-1.8 6.4498e — 6 1.8934¢ — 4
NMPC3 0-03 0.0129 109.6343
0.3-0.6 6.1421e — 4 299.5152
0.6-0.9 0.0213 164.5560
09-12 0.0181 11.4718
12-15 5.3736e — 4 97.7208
1.5-1.8 1.7602¢ — 4 288.0552

can realise the offset-free control after 0.3 h of each set-point change. This again demonstrates that
the new NMPC controller can effectively utilise the available output feedback error information to
remove the influence of plant-model mismatch in the proposed multistep-ahead predictive proce-
dure. The results of Table III also confirm that the set-point tracking performance of the NMPC?2 is
close to that of the ideal NMPC1.
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4.3. Unmeasured disturbance rejection

During the operation of a chemical process, unmeasured disturbances may arise owing to var-
ious factors, such as changes in the quality of raw material or interactions between different
plant units. We evaluated the ability of the proposed NMPC formulation, the NMPC2, for dis-
turbance rejection. In the simulation, the feed of the reactor was assumed to come from an
upstream unit, and the feed temperature Ty could vary in the range [100 °C, 115°C]. The
objective of this part of simulation was to shift the process from an initial operation point
(Ca,Cp, T, Tk) = (1 mol/l,0.5 mol/l, 100 °C, 100 °C) at k = 0 to the nominal optimal oper-
ating point (2.14 mol/l, 1.09 mol/1,114.2 °C, 112.9 °C) with the set point C;; = 1.09 mol/l and
T = 114.2 °C when the process was subject to the unmeasured disturbance described by

104.9°C, k < 20,
To(k) =13 104.9+ %522 x5.1°C, 20<k <50,
110.0 °C, k = 50.

In addition, the measurements of the process outputs, Cp and 7', were corrupted by the zero-mean
Gaussian white noise signals with the standard deviations of 0.08 and 0.3, respectively. This control
problem was especially challenging, as the controller attempted to drive the reactor to the opera-
tion point that is characterised by a change of sign in the steady-state gain. Moreover, the process
suffered from unmeasured disturbance, and the measurements were corrected by noise.
Closed-loop performance of the three NMPC controllers are depicted in Figures 6-8. The tracking
results shown in Figure 6 confirm that the performance of the NMPC2 was still close to that of the
ideal NMPC1, under the unmeasured disturbance and measurement noise. It can be observed from
Figure 7 that, for the NMPC1 and NMPC2, the manipulated variables Q g decreased appropriately
in responding to the effects of the ramp disturbance Ty(k) for 20 < k < 50. For this challeng-
ing control problem, the process outputs of the closed-loop systems under the controllers NMPC1
and NMPC?2 achieved relative smooth transitions to the optimal operation point, and they remained
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Figure 6. Disturbance rejection performance of various NMPC controllers: process output y(k).
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Figure 7. Disturbance rejection performance of various NMPC controllers: controller output u(k).
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Figure 8. Disturbance rejection performance of various NMPC controllers: output feedback error e(k).

at the set point without obvious steady-state error. The NMPC3, by contrast, exhibited overshoot
behaviour and experienced clear steady-state error for the set point 7. As the process output
measurements were corrupted by the random noise, the output feedback error was no longer
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Table IV. Comparison of the SSEs between the set point and the actual
process output for the three NMPC controllers, averaged over 50 runs,
in disturbance rejection.

Sampling interval (h) SSE for Cp, SSE for T’
NMPCI 0-03 5.2780 2.2183e +3
0.3-0.6 6.0816e — 4 0.4160
NMPC2 0-03 6.1125 2.3207e + 3
0.3-0.6 6.4123¢ — 4 0.5139
NMPC3 0-03 6.2801 2.5753e +3
0.3-0.6 0.0046 192.7004

identical to zero for the ideal NMPC1, which is confirmed in Figure 8. The simulation was then
repeated for 50 runs, and the means of the SSEs over the two sampling intervals, [0, 0.3] and
[0.3, 0.6] h, are listed in Table IV for the three NMPC systems.

5. CONCLUSIONS

The performance of the standard NMPC is critically affected by the accuracy of the prediction
model employed. However, an accurate process model can rarely be found with affordable efforts.
Moreover, in practical applications, unmeasured disturbances and changes in the process param-
eters inevitably result in significant mismatch in the plant and model behaviours. Under these
circumstances, most current NMPC implementations often experience steady-state offset errors,
namely, a persistent discrepancy between the desired set-point value and the actual output of
the process, leading to a significant degradation in the closed-loop performance. In this contri-
bution, a methodology for achieving steady-state offset-free control has been proposed for the
NMPC implementation under significant plant-model mismatch and/or unmeasured disturbances.
The methodology is based on incorporating the available output feedback error in the multistep
recursive prediction propagation, which explicitly accounts for the uncertainties arising from the
plant-model mismatch and unmeasured disturbances. In the proposed multistep prediction pro-
cedure, the prediction can effectively correct itself over the prediction horizon based only on the
previous output feedback error information. We have proved that the new NMPC formulation based
on the proposed correcting scheme is capable of realising steady-state offset-free control. The effec-
tiveness of the proposed NMPC scheme has been demonstrated in the simulation study involving
control of the CSTR process. The results obtained have confirmed that the new NMPC formula-
tion with the proposed multistep prediction procedure is able to achieve the satisfactory closed-loop
performance and offset-free control even in the presence of significant plant-model mismatch and
unmeasured disturbances.
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