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Abstract

Traditional Turbo EQualization (TEQ) schemes suffer from residual bit errors due to the non-recursive nature of the
channel imposing Inter-Symbol-Interference (ISI). The performance of the traditional TEQ scheme may, however, be
improved if an intermediate recursive channel codec is invoked, which results in a three-stage serially concatenated
system. This intermediate code is necessary, especially when the inner module cannot be rendered recursive,
for example, when a Minimum Mean Square Error (MMSE) equalizer is invoked. Our EXtrinsic Information
Transfer (EXIT) chart analysis explicitly explains the performance gain, and based on this explanation IRregular
Convolutional Codes (IRCCs) are constructed to be used as the outer code for the sake of achieving near capacity
performance. Furthermore, the proposed analysis and design procedure may be applied in the context of diverse
iterative receivers employing multiple soft-in/soft-out(SISO) modules.

1 Introduction

It is widely recognized that in a serially concate-
nated code employing iterative decoding the inner code
should be recursive in order to maximize the interleaver
gain [1]. This rule may be generalized to diverse serially
concatenated systems. For example, in the classic turbo
equalization scheme [2], the dispersive channel may
be viewed as a specific non-recursive convolutional
encoder and the APP-based channel equalizer may be
regarded as the corresponding non-recursive convolu-
tional decoder, which hence limits the overall perfor-
mance. When a simple unity-rate recursive precoder is
incorporated at the transmitter, which renders the chan-
nel to appear recursive to the receiver, the attainable
performance may be further improved [3], [4]. In this
case, the precoder’s feedback shift-register model may
be combined with the feedforward shift-register model
of the dispersive channel, resulting in a single recursive
shift-register model. Based on this model, a so-called
super-trellis of the joint precoder and dispersive channel
can be constructed. Then the APP equalizer may be
used for simultaneously performing both decoding and
equalization. Hence no separate decoder is required
for the precoder and the receiver remains a two-stage
scheme. Similar schemes, invoking trellis-based APP
equalizers were studied in [7], where the author inferred
that three-stage concatenated schemes do not achieve
any additional performance gain compared to suitably
designed two-stage systems employing precoders, pro-
vided that the decoders can be chosen without any
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constraints.
However, not all inner modules of serially concate-

nated schemes can be rendered recursive. For example,
if a soft-in/soft-out (SISO) Minimum Mean Square
Error (MMSE) equalizer [5], [6] is invoked instead
of the trellis-based APP equalizer of [7] in a turbo
equalization scheme [2], the super-trellis model cannot
be adopted for the MMSE equalizer, since the structure
of the latter is not trellis-based. For these scenarios
the three-stage concatenated schemes considered in this
contribution may have to be used. To be specific,
at the transmitter an additional interleaver is needed
to separate the recursive ”precoder” and the channel,
while at the receiver the inner MMSE equalizer, the
intermediate channel decoder and the outer channel
decoder constitute a three-stage serially concatenated
system, which performs iterative equalization/decoding
across the three components.

To elaborate a little further, the broad goal of this
paper is to design three-stage concatenated schemes
for the sake of achieving near-capacity performance.
Our approach is based on EXIT chart analysis [8] and
the underlying procedures are demonstrated using the
design example of a three-stage MMSE turbo equal-
ization scheme. Specifically, IRregular Convolutional
Codes (IRCCs) [9], [10] are constructed, which are used
as the outer code for the sake of solving the EXIT curve
fitting problem of [11], i.e. that of minimizing the width
of the EXIT chart tunnel and hence the system becomes
capable of approaching the achievable capacity.

The outline of the paper is as follows. Our system
model is outlined in Section 2. The system’s conver-
gence behaviour is analyzed in Section 3 with the aid
of 3D EXIT charts and their 2D projections. Section
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Fig. 1. System diagram of two serially concatenated channelcodes and MMSE equalization.

4 describes the design procedure of IRCCs, while our
simulation results are presented in Section 5. Section 6
concludes the paper.

2 System Model
Fig. 1 shows the system model of a three-stage serial
concatenation scheme1 . At the transmitter, a block of
K information bitsu1 is encoded by channel Encoder
I first. Then the outer encoded bitsc1 are interleaved
yielding the permuted bitsu2, which are fed through
the rate-1 Encoder II. The resultant double-encoded bits
c2 are interleaved by a second interleaver, yielding the
interleaved bitsu3, which are fed to a bit-to-modulated-
symbol mapper, as seen in Fig. 1. After mapping, the
modulated signalx is transmitted over a dispersive
channel contaminated by the AWGNn. At the receiver
of Fig. 1, an iterative equalization/decoding structure
is employed, where extrinsic information is exchanged
between the three SISO modules, namely the MMSE
equalizer, APP-based Decoder II and APP-based De-
coder I in a number of consecutive iterations. To be
specific, in Fig. 1,A(·) denotesa priori information
represented in terms of Log-Likelihood Ratios (LLRs),
while E(·) denotesextrinsic information also expressed
in terms of LLRs. Note that Decoder II processes two
a priori inputs arriving from both the MMSE equalizer
and Decoder I and generates twoextrinsic outputs as
well, which is not encountered in a traditional two-stage
turbo equalization scheme.Following the last iteration,
the estimateŝu1 of the original bits are generated by
Decoder I, as seen in Fig. 1.

In our forthcoming EXIT chart analysis and in the
Monte Carlo simulations, we assume that the channel is
time-invariant and that the Channel Impulse Response
(CIR) is known at the receiver. For the sake of simplic-
ity, BPSK modulation is used.

3 EXIT Chart Analysis
Following the approach of [12], [13], we now carry
out the EXIT chart analysis of the three-stage concate-
nated system of Fig. 1. Consider a half-rate Recursive
Systematic Convolutional (RSC) code as Encoder I,
a simple rate-1 accumulator as Encoder II, described

1If an APP equalizer is invoked, the (de-)interleaver pairΠ−1

2
and

Π2 as well as Decoder II of the receiver and the interleaverΠ2 of
the transmitter are not needed. Hence we have a two-stage serially
concatenated scheme.

by the generator polynomials of (2/3) in Proakis’ octal
form (i.e. 1/(1+D)), where 3 represents the feedback
polynomial. Moreover, the ISI channel used is a simple
three-path channel adopted from [14] having the CIR
of h[n] = 0.407δ[n] + 0.815δ[n − 1] + 0.407δ[n − 2].

Let IA(x) denote the mutual information (MI) [15]
between thea priori value A(x) and the symbolx.
And let IE(x) denote the MI between theextrinsic value
E(x) and the symbolx. As seen from Fig. 1, Decoder II
has twoextrinsic MI outputs, namelyIE(u2) andIE(c2),
both of which are functions of thea priori MI inputs,
namelyIA(u2) andIA(c2). The two EXIT functions [8],
[13] are defined by

IE(u2) = Tu2
(IA(u2), IA(c2)), (1)

IE(c2) = Tc2
(IA(u2), IA(c2)). (2)

By contrast, for the MMSE equalizer and Decoder I,
only one apriori input is available in Fig. 1 and the
corresponding EXIT functions are:

IE(u3) = Tu3
(IA(u3), Eb/N0) (3)

for the equalizer and

IE(c1) = Tc1
(IA(c1)) (4)

for Decoder I. Hence two 3D EXIT charts are required
for plotting all the EXIT functions, namely one for the
EXIT functions of Eq. (2) and Eq. (3) as shown in Fig.
2(a), and another for the EXIT functions of Eq. (1) and
Eq. (4), as shown in Fig. 2(b).

The intersection of the surfaces seen in Fig. 2(a)
characterizes the best possible attainable performance
when exchanging information between the equalizer
and Decoder II of Fig. 1 for different fixed values of
IA(u2), which is shown as a thick solid line. For each
point (IA(u2), IA(c2), IE(c2)) of this line in the 3D
space of Fig. 2(a), there is a specific value ofIE(u2)

determined byIA(u2) andIA(c2) according to the EXIT
function of Eq. (1). Therefore the solid line on the
surface of the EXIT function of Decoder II seen in Fig.
2(a) is mapped to the solid line shown in Fig. 2(b). In
order to avoid the cumbersome 3D representation, we
now project the bold EXIT curve of Fig. 2(b) onto the
2D plane atIA(c2) = 0, yielding the dotted line denoted
with circles in Fig. 2(c). Let us describe this projected
EXIT curve as:

IE(u2) = T p
u2

(IA(u2), Eb/N0). (5)

This projected EXIT curve is useful in determining
the convergence threshold of the three-stage decoded
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Fig. 2. EXIT charts for the three-stage SISO system.

system. For more details on this 3D-to-2D projection
operation, please refer to [12], [13].

The EXIT curves of the MMSE equalizer and De-
coder I are also shown in Fig. 2(c), where the classic
maximum free-distance RSC(2,1,3) code [14] having
the octal generator polynomials of (5/7) was first used.
It can be seen that the projected EXIT curve intersects
with that of the RSC(2,1,3) code atEb/N0 = 4 dB.
To be specific, theEb/N0 convergence threshold is
approximately 4.1 dB for this system setup. Other RSC
codes having different constraint lengths and generator
polynomials were also searched, and the RSC(2,1,2)
code having the octal generator polynomials of (2/3)
was found to offer a lower convergence threshold of
about 2.8 dB, despite its lower complexity. The EXIT
function of this RSC(2,1,2) code is also shown in Fig.
2(c).

As for a traditional two-stage turbo equalization
scheme, the EXIT curve of the MMSE equalizer and
that of the outer code are used for analyzing the asso-
ciated convergence behaviour. As seen from Fig. 2(c),
the EXIT curve of the MMSE equalizer cannot reach
the convergence point of (1,1) and intersects with the
EXIT curve of the outer RSC code, which implies that
residual errors persist, regardless of both the number
of iterations used and the size of the interleaver. This
explains the Bit-Error Rate (BER) performance bound
of the traditional two-stage turbo equalization scheme
[2], [5], [6]. On the other hand, if the inner MMSE
equalizer and the intermediate decoder are viewed as
one joint inner SISO module, then the projected EXIT
function of Eq. (5) is the EXIT function of this module,
which is capable of reaching the convergence point of
(1,1). As long as there is an open tunnel between the
EXIT curve of this joint inner module and that of the
outer decoder, the three-stage concatenated system is
capable of converging, achieving infinitesimally BERs.

Let us now elaborate on the desired features of
beneficial EXIT characteristics and on how they can
be designed for the sake of matching those of the
other components in the system. According to the area
properties [11] of the EXIT charts, the area under the
EXIT curve of the inner MMSE equalizer is approxi-
mately equal to the channel capacity attained, when the
channel’s input is uniformly distributed. Furthermore,
the area under the EXIT curve of the outer code is
approximately equal to (1-RI ), whereRI is the outer
code rate. Although these properties were only proven
for the family of binary erasure channels (BECs) [11],
they have been observed to hold for AWGN and ISI
channels [7], [10], too. More explicitly, letAI and
ĀI be the areas underTc1

(i) and its inverseT−1
c1

(i),
i ∈ [0, 1], respectively, which are expressed as:

AI =

∫ 1

0

Tc1
(i)di, ĀI =

∫ 1

0

T−1
c1

(i)di = 1 − AI .

(6)
Similarly, we define the areasAII andĀII for T p

u2
(i),
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AIII and ĀIII for Tu3
(i). Then we have,

ĀI ≈ RI , (7)

and for BPSK modulation

AIII ≈ CUI , (8)

whereCUI is the uniform-input capacity of the com-
munication channel in Fig. 1. Since the intermediate
code has unity rate, the area under the projected EXIT
curve AII is also approximately equal to the above-
mentioned uniform-input channel capacityCUI . As
seen from Fig. 2(c), even if the RSC(2,1,2) code is
invoked, there is space between the projected EXIT
curve and the EXIT curve of the outer RSC code at
the convergence threshold ofEb/N0 = 2.8 dB, i.e.,
AII − ĀI > 0, which means the channel capacity
cannot be reached. More explicitly, the area under
the projected EXIT curve atEb/N0 = 2.8 dB is
AII ≈ 0.56, which is larger than the outer code rate
of RI = 0.5. Therefore a lowerEb/N0 convergence
threshold may be attained, provided that the EXIT
curve of the outer code matches the projected EXIT
curve more closely. An IRCC [9], [10] constitutes a
code that exhibits flexible EXIT characteristics, which
can be optimized to match the projected EXIT curve,
in order to create an appropriately shaped EXIT-chart
convergence tunnel.

4 Design of Irregular Convolutional
Codes

Tüchler and Hagenauer [9], [10] proposed the employ-
ment of IRCCs, which are constituted by a family of
convolutional codes having different code rates. They
were specifically designed with the aid of EXIT charts
[8], for the sake of improving the convergence be-
haviour of iteratively decoded systems. To be specific,
an IRCC is constructed from a family ofP subcodes.
First, a rate-r convolutional mother codeC1 is selected
and the(P − 1) other subcodesCk of raterk > r are
obtained by puncturing. LetL denote the total number
of encoded bits generated from theK uncoded infor-
mation bits. Each subcode encodes a fraction ofαkrkL
of the original uncoded information bits and generates
αkL encoded bits. Given the target overall average code
rate of R ∈ [0, 1], the weighting coefficientαk has to
satisfy:

1 =

P∑
k=1

αk, R =

P∑
k=1

αkrk, and αk ∈ [0, 1], ∀k. (9)

Clearly, the individual code ratesrk and the weight-
ing coefficientsαk play a crucial role in shaping the
EXIT function of the resultant IRCC. For example, in
[10] a family of P = 17 subcodes were constructed
from a systematic, rate-1/2, memory-4 mother code
defined by the generator polynomial(1, g1/g0), where

g0 = 1 + D + D4 is the feedback polynomial and
g1 = 1 + D2 + D3 + D4 is the feedforward one.
Higher code rates may be obtained by puncturing, while
lower rates are created by adding more generators and
by puncturing under the constraint of maximizing the
achievable free distance. The two additional generators
used areg2 = 1 + D + D2 + D4 and g3 = 1 + D +
D3 + D4. The resultant17 subcodes have coding rates
spanning from0.1, 0.15, 0.2, · · ·, to 0.9.

The IRCC constructed using this procedure has the
advantage that the decoding of all subcodes may be
performed using the same mother code trellis, except
that at the beginning of each block ofαkrkL number of
trellis transitions/sections corresponding to the subcode
Ck, the puncturing pattern has to be restarted. Trellis
termination is necessary only after all of theK uncoded
information bits have been encoded.

The EXIT function of an IRCC can be obtained from
those of its subcodes. Denote the EXIT function of the
subcodek as Tc1,k(IA(c1)). Assuming that the trellis
segments of the subcodes do not significantly interfere
with each other, which might change the associated
transfer characteristics, the EXIT functionTc1

(IA(c1))
of the target IRCC is the weighted superposition of the
EXIT function Tc1,k(IA(c1)) [10], yielding,

Tc1
(IA(c1)) =

P∑
k=1

αkTc1,k(IA(c1)). (10)
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Fig. 3. EXIT functions of the 17 subcodes in [10].

For example, the EXIT functions of the 17 subcodes
used in [10] are shown in Fig. 3. We now optimize the
weighting coefficients,{αk}, so that the IRCC’s EXIT
curve of Eq. (10) matches the projected EXIT curve
of Eq. (5). The area under the projected EXIT curve
of Eq. (5) atEb/N0 = 1.8 dB is AII ≈ 0.51, which
indicates that thisEb/N0 value is close to the lowest
possible convergence threshold for a system having an
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outer coding rate ofRI = 0.5. We optimizeTc1
(IA(c1))

of Eq. (10) atEb/N0 = 1.8 dB by minimizing the
square of the error function

e(i) = [T p
u2

(i, Eb/N0) − T−1
c1

(i)] (11)

subject to the constraints of (9) ande(i) > 0 over all
i:

J(α1, · · · , αP ) =

∫ 1

0

e(i)2di, e(i) > 0,∀i ∈ [0, 1].

(12)
In tangible physical terms we minimize the area be-
tween the projected EXIT curve and the EXIT curve
of the outer code as seen in Fig. 2(c). This results in a
good match between the two curves, ultimately leading
to a narrow EXIT-chart tunnel, which implies a near-
capacity operation attained at the cost of a potentially
high number of decoding iterations. The associated
high complexity is characteristic of schemes operating
beyond the Shannonian cut-off rate. In order to solve
the curve-fitting problem portrayed in Eq. (12), an
iterative solution was proposed in [9]. With the aid of
this algorithm [9], the optimized weighting coefficients
are obtained as:

[α1, · · · , α17] = [0 0 0 0.317294 0.04734 0

0.0530961 0.0934305 0.113418 0 0

0.0951124 0.129086 0.0118142

0 0 0.138448]. (13)

The resultant EXIT curve of the optimized IRCC is
shown in Fig. 4.
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5 Simulation Results
Monte Carlo simulations were performed for character-
izing both the IRCC design of Section 4 and the con-
vergence predictions of Section 3. As our benchmarker

scheme, the RSC(2,1,2) code having octal generator
polynomials of (2/3) is employed as Encoder I of Fig.
1. As our proposed scheme, the IRCC designed in
Section 4 is used as Encoder I. The rest of the system
components are the same for both schemes and all the
system parameters are listed in Table I. Fig. 5 depicts
the BER performances of both schemes. Also shown

TABLE I

SYSTEM PARAMETERS

Encoder I Half-rate RSC code
or Half-rate IRCC

Encoder II Generator Polynomials 1/3

Modulation BPSK

CIR [0.407 0.815 0.407]T

Block Length K = 10 000 bits

Overall Coding Rate 0.5
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Fig. 5. BER performances for three-stage serial concatenation
schemes using both regular RSC code and IRCC.

in Fig. 5 is the performance bound for a traditional two-
stage turbo equalization scheme using a RSC(2,1,3)
code having the octal generator polynomials of (5/7)
as the outer code. It can be seen from Fig. 5 that both
three-stage serially concatenated schemes are capable
of outperforming the traditional two-stage turbo equal-
ization scheme. Furthermore, the three-stage scheme
employing an IRCC is capable of achieving a BER
of 10−5 at aboutEb/N0 = 2.5 dB, while the three-
stage scheme using a regular RSC code achieves a
similar BER at aboutEb/N0 = 3.5 dB. Hence, an
approximately 1 dBEb/N0 gain is achieved by using
the optimized IRCC. Note that owing to the limited
interleaver size, both schemes fall short of converging
at the thresholds predicted by the EXIT chart analysis,
which are 1.8 dB and 2.8 dB, respectively.

The decoding trajectory recorded during our Monte
Carlo simulations using the optimized IRCC is de-
picted in Fig. 6. It can be seen that the recorded
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trajectory matches the EXIT chart prediction quite
closely. Furthermore, since the tunnel between the two
EXIT curves is very narrow, a significant number of
iterations are required for enabling the iterative receiver
to converge at the point of (1,1). When approaching the
channel capacity, the tunnel becomes even narrower,
therefore more iterations will be needed, resulting in
a drastically increased complexity. At the same time,
even longer interleavers will be required to ensure
that the soft information exchanged between the SISO
modules is uncorrelated, so that the trajectory will
follow the EXIT curves. This is another manifestation
of Shannon’s channel capacity theorem [15].
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6 Conclusion

We advocate three-stage serial concatenated schemes
when the inner SISO module cannot be rendered recur-
sive. The advocated system design principle was exem-
plified by an iterative three-stage MMSE equalization
scheme, where the iterative receiver was constituted
by three SISO modules, namely the inner MMSE
equalizer, the intermediate channel decoder and the
outer channel decoder. Furthermore, the convergence
behaviour of our design example was analyzed using
3D EXIT charts and their 2D projections. It has been
pointed out that although the EXIT function of the inner
MMSE equalizer cannot reach the convergence point of
(1,1), the joint EXIT function (obtained by projection)
of the inner MMSE equalizer and the intermediate
channel decoder can. Therefore the three-stage system
is capable of eliminating the residual BER encountered
in the conventional two-stage system [5], [6]. With the
advent of 2D projection, an IRCC was constructed to
be used as the outer code whose EXIT function was

matched to the joint EXIT function, and, as a result,
the channel capacity may be closely approached.

Furthermore, the analysis and design procedure ad-
vocated here may be applied in the context of diverse
iterative receivers, employing multiple SISO modules,
such as the jointly designed source coding and space-
time coded modulation schemes of [16], [17]. The
design of further such systems constitutes our future
research.
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[10] M. Tüchler, “Design of serially concatenated systems depending
on the block length,”IEEE Transactions on Communications,
vol. 52, no. 2, pp. 209–218, February 2004.

[11] A. Ashikhmin, G. Kramer, and S. ten Brink, “Extrinsic informa-
tion transfer functions: model and erasure channel properties,”
IEEE Transactions on Information Theory, vol. 50, no. 11, pp.
2657– 2673, November 2004.

[12] F. Brännstr̈om, L. K. Rasmussen, and A. J. Grant, “Optimal
scheduling for multiple serially concatenated codes,” inInter-
national Symposium on Turbo Codes and Related Topics, Brest,
France, September 2003, p. 383386.

[13] ——, “Convergence analysis and optimal scheduling for mul-
tiple concatenated codes,”IEEE Transactions on Information
Theory, vol. 51, no. 9, pp. 3354–3364, September 2005.

[14] J. Proakis,Digital Communications, 4th ed. New York:
McGraw-Hill, 2001.

[15] C. E. Shannon, “A mathematical theory of communication,”
Bell Systems Technical Journal, vol. 27, pp. 379–423, 623–656,
1948.

[16] S. X. Ng, J. Wang, M. Tao, L.-L. Yang, and L. Hanzo, “Iter-
atively decoded variable-length space-time coded modulation:
code construction and convergence analysis,”accepted by IEEE
Transactions on Wireless Communications.

[17] S. X. Ng, J. Y. Chung, and L. Hanzo, “Turbo-detected unequal
protection MPEG-4 wireless video telephony using multi level
coding, trellis coded modulation and space-time trellis coding,”
IEE Proceedings on Communications, vol. 152, no. 6, pp. 1116–
1124, 2005.

Turbo – Coding – 2006    ·    April 3–7, 2006, Munich


	Back to Contents
	Near-Capacity Three-Stage MMSE Turbo Equalization Using Irregular Convolutional Codes
	Abstract
	1 Introduction
	2 System Model
	3 EXIT Chart Analysis
	4 Design of Irregular Convolutional Codes
	5 Simulation Results
	6 Conclusion
	References


