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ABSTRACT

A novel Radial Basis Function Network (RBFN) as-
sisted Decision-Feedback aided Space-Time Equalizer
(DF-STE) designed for receivers employing multiple an-
tennas is introduced. The proposed receiver structure
outperforms the linear Minimum Mean-Squared Error
benchmarker and it is less sensitive to both error propa-
gation and channel estimation errors.

1. INTRODUCTION

The capability of receivers employing multiple antennas to
increase the achievable system capacity and to suppress the
effects of co-channel interference has motivated intense re-
search in the field of space-time equalization [1]. Most con-
tributions however focus on sub-optimal linear receivers or
investigate the performance of Maximum-Likelihood Se-
quence Estimators (MLSE), which suffer from an expo-
nentially increasing complexity as a function of the delay-
spread encountered. Owing to encountering non-minimum
phase channels the received signal constellation may be-
come linearly non-separable and in order to counteract this
problem we introduce a novel non-linear Radial Basis Func-
tion Network (RBFN) [2] assisted Space-Time Equalizer
(STE) for uplink communication scenarios. For the sake
of complexity reduction an RBF-aided decision feedback
(DF) structure is used, which necessitates the detection
of all users. The investigated scenario assumes the pres-
ence of multiple users communicating with the Base-Station
(BS) over Single-Input Multiple-Output (SIMO) correlated
Rayleigh fading channels, which are generated employ-
ing a procedure based on the Third Generation Partnership
Project’s (3GPP) Spatial Channel Model (SCM) [3].

2. SYSTEM MODEL

The system considered consists ofQ number of Binary
Phase Shift Keying (BPSK) modulated sources and a BS re-
ceiver, which is assumed to employL antennas. The chan-
nel output signal of thelth antenna element at time instantt
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can then be written as

xl(t) =
Q∑

q=1

K∑
k=0

hlq,ksq(t− k) + η(t), (1)

wherehlq,k is the complex valued channel gain of thekth

multi-path component describing the channel between the
qth source and thelth receiver antenna,K is the number
of multi-path components andη(t) is the complex valued
Additive White Gaussian Noise (AWGN) having a variance
of E

[
|ηl(t)|2

]
= 2σ2. Each of the receiver’s antenna ele-

ments is followed by a tapped delay line of lengthm, which
is also referred to as the feed-forward section of the RBF-
aided STE as shown in Figure 1. In vectorial notation,
the channel output can be expressed by the super-vector

x(t) =
[
x(t)T , . . . , x(t−m + 1)T

]T
, wherex(t) is a col-

umn vector hosting theL number of antenna-element output
signalsxl(k) given in (1). The relation between the sig-
nal transmitted by theQ sources and the channel output for
channel tapk is described by a(L × Q)-dimensional ma-
trix Hk where the(lq)th element of the matrix is given as
hlq,k. The super-matrixH representing the total system can
then be obtained by concatenating the (L×Q)-dimensional
matricesHk, yielding:

H =

 Hk · · · Hk−m+1 0 · · · 0
...

...
0 · · · 0 Hk · · · Hk−m+1

 .

The channel output vectorx(t) can now be expressed as

x(t) = H
[
s(t)T , . . . , s(t−m + 1)T

]T
+
[
η1(t)

T , . . . ,ηL(t)T
]T

= Hs(t) + η(t)
= x(t) + η(t), (2)

wheres(t) = [s1(t), . . . , sQ(t)]T is a column vector con-
taining the symbols transmitted by theQ sources and
ηl(t) = [η1(t), . . . ηl(t−m + 1)]T . Assuming that all
sources transmit with identical power, the Signal to Noise
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Ratio (SNR) of userq is given as

SNRq =
∑L

l=1

∑K
k=0 E

[
|hlq,k|2

]
2σ2

. (3)

3. RECEIVER

The proposed receiver structure consists of two parts,
namely the RBFN assisted DF-STE and a Kalman filter
based channel estimator. The RBFN parameters may be
estimated directly but this approach has the drawback that
it requires a long training period and has a poor tracking
performance. By contrast, the cost function that is more
straightforward to minimize for the channel estimator is the
MMSE and the RBFN may be constructed based on the
MMSE-optimized channel estimator, as it will be shown in
the next sub-section.

3.1. DF-STE

The performance of both linear and non-linear equalizers
can be enhanced by incorporating a decision feedback struc-
ture in the receiver [2], as shown in Figure 1. In addition to
the feed-forward section, the DF-STE is then characterized
by the decision delay∆ and the decision feedback ordern.
Note that the oldest symbol vector, which still influences the
detected symbol̂sq(t−∆) is s(t−m+1−K). Furthermore,
the oldest feedback symbol vector iss(k−∆−n). Without
loss of generality we therefore chosen = m+K−1−∆ for
the derivation of the proposed DF-STE. In order to describe
the feedback structure, we first divide the system matrixH
into two sub-matricesH = [H1 H2], whereH1 hosts the
first Q(∆+1) columns ofH andH2 represents the lastQn
columns inH. The array output can then be written as

x(t) = H1s1(t) + H2s2(t) + η(t), (4)

wheres1(t) =
[
s(t)T . . . s(t−∆)T

]T
indicates the sym-

bols in the feed-forward shift register ands2(t) =[
s(t−∆− 1)T . . . s(t−∆− n)T

]T
denotes the symbols

in the feedback register. Under the assumption that the feed-
back vector is correct, (4) can be re-written as

r(t) = x(t)−H2s̃2(t) = H1s1(t) + η(t), (5)

wherer(t) is the observation space owing to the decision
feedback. For a given feedback vector the possible noise-
free channel output states in this new observation spacer(t)
may assumens = 2Q(∆+1) different values, depending on
the transmitted symbol vectors(i), 1 ≤ i ≤ ns, yielding
r(i) = H1s

(i)
1 . The set of all possible desired output states

in the translated spacer(t) can be partitioned into two sub-
setsR±

q , depending on the binary value of the transmitted

symbols(i)
q (t−∆) of the desired userq as

R±
q =

{
r(i,±)

q = H1s
(i)
1 if s(i)

q (t−∆) = ±1
}

. (6)
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Figure 1: General structure of a decision feedback aided space-
time equalizer employingL receive antennas with feed-
forward orderm and feedback ordern. The signals
sq(k) of all Q users are detected.

Based on the space translation given in (5), the decision
function of the filter depicted in Figure 1 can be written as

ŝq(t−∆) = sgn (fB,q(r))

=
{

+1 if fB,q (r(t)) ≥ 0
−1 if fB,q (r(t)) < 0 , (7)

where the optimal Bayesian decision function [2]fB,q(·)
based on the difference of the associated conditional density
functions is given as

fB,q (r(k))=P (x(t) | sq(t−∆) = +1)
−P (x(t) | sq(t−∆) = −1)

=
∑

r
(i,+)
q ∈R+

q

p
(
r(t)− r(i,+)

q

)
−
∑

r
(i,−)
q ∈R−q

p
(
r(t)− r(i,−)

q

)

=
∑

r
(i,+)
q ∈R+

q

α(i,+)exp

(
−
||r(t)− r(i,+)

q ||2

2σ2

)

−
∑

r
(i,−)
q ∈R−q

α(i,−)exp

(
−
||r(t)− r(i,−)

q ||2

2σ2

)
,

wherexq,±
i ∈ Rq,±, α(i,±) = p(i,±)

(2πσ2
n)−Lm with the a-priori

probabilitiesp(i,±)of r(q,±)
i .

The Bayesian DF-STE can be realized using a RBFN em-
ploying a Gaussian kernel. The response of such a RBFN is
given as

fRBF (r(k)) =
Nc∑
i=1

wiφ(r(k), c(i)) (8)

with

φ(r(k), c(i)) = exp
(
−||r(k)− c(i)||2

ρ

)
, (9)
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where the RBF centersc(i) are set to the possible noise-free
channel output states determined by the Channel Impulse
Response (CIR), the radiusρ is chosen to be2σ2 and the
weightswi are set to+1, if we havec(i) ∈ Rq,+ and to−1
if c(i) ∈ Rq,−. For the detection of̃sq(t−∆) the received
signal vectorx(t) is transformed into the translated space
r(k) by subtracting the product of the feedback sequence
s̃2(t) andH2, given in (5). In the translated space the signal
is detected using the RBFN given in (8).

3.2. Kalman Estimator

The Kalman filter based channel estimator employed was
originally proposed in [4]. For the sake of deriving the
estimator, the channel output vector of Equation (2) is re-
written as

x(t) = S(t)[vec{H0(t)} . . . vec{HK(t)}]T

= S(t)hvec

= ([s(t)T . . . s(t−K)T ]⊗ IL)hvec, (10)

where⊗ is the Kronecker product,IL is the (L × L)-
dimensional identity matrix andvec{} is the column-wise
vector operator. Based on this formulation, the time-domain
evolution of the vector channelhvec, may be expressed us-
ing an Auto-Regressive (AR) model of orderp, as follows:

hvec(t) =
p∑

i=1

A(p)hvec(t− i) + G0w, (11)

wherew is a zero-mean i.i.d circular complex Gaussian
vector process. The entries of the diagonal matricesA(l)
andG0 can be calculated using the Yule-Walker method [5]
in order to match the auto-correlation of the p-th oder AR
model and the true auto-correlation of the channel. The pa-
rameters required for the construction of the estimator are
the Doppler frequencies of the users and the delays asso-
ciated with the different taps of the CIR. From the above
model the Kalman filter equations can be constructed as
proposed in [4].

4. CHANNEL MODEL

The channel model is based on the Power Delay Profiles
(PDPs) proposed for link level simulations modeling differ-
ent environments [3].

In the model used the channel between all users and all
antennas is assumed to have an identical PDP. The instan-
taneous CIRs of the users are different due to the differ-
ent complex fading experienced by the different channels.
Note that the spacing of thẽK number of taps of the PDP is
not necessarily an integer multiple of the symbol periodTs.
Hence, in our forthcoming discourse the variables associ-
ated with the fractionally spaced PDP are therefore marked
by the tilde sign. The properties of the CIRs are best ex-
plained by considering the single tap of the PDP at index
k̃ associated with userq, which may be written as̃hq,k̃ =
[h̃1q,k̃ . . . h̃Lq,k̃]. The channel gainE[h̃lq,k̃(t)h̃lq,k̃(t)∗] is

given by thẽkth tap of the PDP.

Assuming that we have a correlated Rayleigh fading
channel model, the CIR may be written as

h̃q,k̃(t) =
√

PDP(k̃)R− 1
2

q,k̃
gq,k̃(t), (12)

wheregq,k̃ is a vector of complex Gaussian coefficients hav-
ing zero mean and unity variance,Rq,k̃ represents the spa-

tial covariance matrices at the receiver andPDP(k̃) is the
k̃th tap of the PDP.

Under the assumption of the underlying channel
model [3] each CIR tap̃k is associated with a cluster of
scatterersCk̃ of the physical propagation environment which
results in a cluster of propagation paths. These path in our
case result in a single, faded CIR tap since they are added
up according to their phase. Each scattering cluster is char-
acterized by the angular spreadσ2

PAS of its Power Azimuth
Spectrum (PAS) and the angleθk̃, in which the cluster is
located with respect to the perpendicular of the antenna ar-
ray. Given these two parameters and the antenna spacingd
spanningλ

2 , 4λ or 10λ at the base-station antenna array, the
correlation matrix can be generated using the approximate
method proposed in [6].

The remaining question is now how to determine the clus-
ter parameters. In the 3GPP-SCM [3], a number of clear
strategies have been defined on how to generate the cluster
parameters for given environments, which can be associated
with the PDPs defined for link-level simulations. For the ur-
ban micro-cell environment of [3] for example the angular
spread is fixed to5◦ and the cluster angles are drawn from
a uniform distributionδ spanning the range of(−40◦, 40◦).
For other specified environments the method is somewhat
more complicated but follows the same principle.

The procedure of generating a channel matrix associated
with correlated fading may be summarized as follows:

1. Generate one cluster for each of theQK̃ number of
CIR taps according to the procedure outlined in the
3GPP-SCM [3].

2. Calculate theQK̃ number of correlation matrices as
proposed in [6].

3. Correlate the uncorrelated fading coefficientsgq,k̃(t)
using Equation (12).

The CIR created with the aid of the above-mentioned
procedure is fractionally spaced. The DF-STE however re-
quires a symbol-spaced CIR for its construction. Let us de-
notehlq = [hlq,0 . . . hlq,K ]T and h̃lq = [h̃lq,0 . . . h̃lq,K̃ ]T ,
then the symbol-spaced CIR is simply obtained with the aid
of the following operationhlq = Ph̃lq, where the(K×K̃)-
dimensional pulseshaping matrixP is defined as

P =


g(−τ1) . . . g(−τK̃)

g(Ts − τ1) . . . g(Ts − τK̃)
...

...
g(KTs − τ1) . . . g(KTs − τK̃)

 , (13)

whereg(t) is the impulse response of the plusshaping filter.
Note that the channel estimator only has to track theK̃ frac-
tionally spaced channel taps. This may be readily achieved
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Urban Micro Urban Macro

g(t) Raised Cosine Raised Cosine
K̃ 4 6
K 8 14

σPAS 5◦ 2◦

AoA Uniform N (0, σAoA)
δ(−40◦, 40◦)

Table 1: Simulation parameters for the generation of the correla-
tion matrices based on the 3GPP-SCM.

by replacingS(t) with S(t)(P ⊗ ILQ), whereILQ is the
(LQ× LQ)-dimensional identity matrix.

5. RESULTS

Our initial study was carried out for two different types
of Non-Line-Of-Sight (NLOS) environments, namely the
urban-micro and the urban macro-cell environment [3]. The
important parameters are summarized in Table 1. The sys-
tem was assumed to support two users received at an equal
power and employing a two-element array at the BS re-
ceiver. The normalized Doppler frequency of all users was
chosen to befD = 0.0005. The DF-STE parameters were
set tom = 2 and∆ = 1. The channel estimator used 100
training symbols and tracked the channel over the 400 pay-
load symbols in decision directed mode.

In Figure 2 the simulation results are shown for the
micro-cellular urban environment using an inter-element
spacing ofd = λ

2 . When comparing the MMSE-based re-
ceiver and the RBFN based receiver both benefiting from
perfect channel knowledge, it can be seen that the RBFN-
based receiver outperforms its linear counterpart by more
than 10 dB in terms of the required SNR. Considering the
effect of imperfect channel estimation, it can be observed
that the first order Kalman filter exhibits tracking problems
even in conjunction with correct feedback. This is due to
the miss-match of the AR(1) model and the true Rayleigh
fading. By contrast, the second order Kalman filter is capa-
ble of tracking the channel perfectly and is only marginally
affected by error propagation.

In Figure 3 the simulation results are shown for both the
micro-cellular urban and the macro-cellular urban environ-
ment for an inter-element spacing ofd = 4λ at the base-
station which resulted in a CIR exhibiting richer scattering.
It can be observed that the BER performance of the MMSE
based receiver recorded in conjunction with perfect channel
knowledge is similar for both environments. The same can
be observed for the RBFN assisted DF-STE.

Comparing the graphs associated with the micro-cellular
environment at an inter-element spacing ofd = 4λ in Fig-
ure 3 and the corresponding graphs in Figure 2 ford = λ

2 ,
it can be seen that the performance difference between the
MMSE and the RBFN based receiver became significantly
smaller for the higher antenna spacing.

The effect of error-propagation on the channel estima-
tor is also highlighted. More explicitly, the reason of er-
ror propagation is that the micro-cellular urban environment
has only one dominant CIR path whereas the power of all
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Figure 2: Average BER of a two-user beamformer versus SNR for
both detected and correct feedback, when communicat-
ing in micro-cellular urban environment. A normalized
Doppler frequency offd = 0.0005 was used for both
users and the two users transmitted at an equal power.
The receiver parameters were chosen to beL = 2,
m = 2, ∆ = 1 and the inter-element spacing was set
to d = λ

2
. The label ‘CF‘ indicates correct feedback ,

‘DF‘ indicates detected feedback and ‘p‘ indicates the
order of the Kalman channel estimator. If no order is
specified, perfect CIR knowledge was assumed.

other paths is relatively low. By contrast, the macro-cellular
urban environment consists of two strong paths each having
almost identical power, which results in the error propaga-
tion observed.

Note that in fact the RBFN-assisted equalizer with perfect
channel information reaches the single user performance for
both the micro- and the macro-cellular urban environment
and for different element spacings. By contrast, the MMSE
BER performance observed for two users does never ap-
proach the single-user bound.

6. CONCLUSIONS AND FUTURE WORK

Our simulation results have shown that the non-linear DF-
STE outperforms the linear receiver in systems supporting
the same number of users as the number of antenna elements
if the channel is not rich in scattering. For scattering-rich
channels a significant performance difference is achieved
only in over-loaded systems supporting more users than the
number of antenna elements. This fact will be further high-
lighted in the final version of the paper along with a range
of performance bounds including the single-user bound and
achievable capacity in order to portray the results in a wider
context.
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