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Abstract - A new approach is proposed to design optimal
finite word length (FWL) realizations of digital controllers
implemented in fixed-point arithmetic. An analytical
method is first formulated to obtain a global optimal
controller realization that optimizes an FWL closed-loop
stability measure. A dynamic range measure is next
derived for the implemented controller realization, and
a numerical optimization method is developed to make
the controller realization having the smallest dynamic
range without sacrificing any FWL closed-loop stability
robustness.

Index Terms - Finite word length, digital control, optimiza-
tion

I. INTRODUCTION

Due to the finite word length (FWL) effect, a fixed-point
controller implementation may degrade the designed closed-
loop performance or even destabilize the designed stable
closed-loop system, if the controller implementation structure
is not carefully chosen. There exist an infinite number of
different realizations corresponding to a control law. Subject to
the FWL effect, certain controller realizations exhibit superior
“robustness” of closed-loop stability, compared to others. This
observation can be utilized to select “optimal” realizations
that optimize some given FWL closed-loop stability measures.
All the previous FWL closed-loop measures [1]–[5] have
a limitation in that they are only linked to the fractional
part of fixed-point representation. Optimizing these measures,
while minimizing the bits required for the fractional part, may
actually affect the integer part or dynamic range of fixed-
point representation. This paper proposes a novel approach
for designing optimal fixed-point controller realizations by
simultaneously optimizing both a precision or FWL closed-
loop stability measure and a dynamic range measure.

II. NOTATIONS AND THE PROBLEM FORMULATION

Let R denote the field of real numbers, C the field of
complex numbers, and ei the ith real coordinate vector. For

any z ∈ Cn, define Υ(z)
�
= [�(z) �(z)], where �(z) and �(z)

denote the real and the imaginary parts of z, respectively. For

U ∈ Cm×n with elements uij , define

‖U‖M
�
= max

i∈{1,···,m}
j∈{1,···,n}

|uij |, ‖U‖F
�
=

√√√√ m∑
i=1

n∑
j=1

|uij |2. (1)

Let Vec(·) be the column stacking operator such that Vec(U)
is an mn-dimensional vector. As usual, UT is the transposed
matrix of U, UH is the Hermitian adjoint matrix of U, and U∗

is conjugate to U. For a real-valued square matrix M ∈ Rn×n,
let {λi(M), 1 ≤ i ≤ n} denote its eigenvalues, and let xi(M)
be the right eigenvector corresponding to λi(M). If M is

diagonalizable, the matrix Mx
�
= [x1(M) · · · xn(M)] is in-

vertible. Define My = [y1(M) · · · yn(M)]
�
= M−H

x , where
yi(M) is called the reciprocal left eigenvector corresponding
to xi(M).

Consider the discrete-time closed-loop control system con-
sisting of a plant P̂ and a controller Ĉ. The plant P̂ is
described by the state-space description{

x(k + 1) = Ax(k) + Be(k)
y(k) = Cx(k) (2)

with A ∈ Rn×n, B ∈ Rn×p and C ∈ Rq×n. The generic
controller Ĉ is described by the state-space description{

v(k + 1) = Fv(k) + Gy(k) + He(k)

u(k) = Jv(k) + My(k)
(3)

with F ∈ Rm×m, G ∈ Rm×q, J ∈ Rp×m, M ∈ Rp×q

and H ∈ Rm×p. Let e(k) = r(k) + u(k) where r(k) is
the exogenous input. Then P̂ and Ĉ form the closed-loop
control system. The state-space descriptions or realizations
(F,G,J, M,H) of the controller Ĉ are not unique. If
(F0,G0,J0,M0,H0) is a realization of Ĉ that has been
designed using a standard controller design procedure, all the
realizations of Ĉ form a realization set

S �
= {(F,G,J,M,H) : F = T−1F0T,G = T−1G0,

J = J0T,M = M0,H = T−1H0} (4)

where T ∈ Rm×m is any real-valued nonsingular matrix,
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called a transformation. Define

w
�
=




Vec(F)
Vec(G)
Vec(J)
Vec(M)
Vec(H)


 , w0

�
=




Vec(F0)
Vec(G0)
Vec(J0)
Vec(M0)
Vec(H0)


 . (5)

The stability of the closed-loop control system depends on the
eigenvalues of the transition matrix

A(w) =
[

A + BMC BJ
GC + HMC F + HJ

]

=
[

I 0
0 T−1

]
A(w0)

[
I 0
0 T

]
(6)

where I and 0 denote the identity and zero matrices of
appropriate dimensions, respectively. As the closed-loop sys-
tem is designed to be stable, 1 − |λi(A(w))| > 0, ∀i ∈
{1, · · · ,m+n}, which implies that all the realizations w ∈ S
have the same set of the closed-loop eigenvalues if they are
implemented with infinite precision.

When w is implemented using a fixed-point processor of
the bit length b, the b bits are assigned as follows: One bit is
used for the sign, bg bits are used for the integer part of the
representation, and the remaining bf = b−bg−1 bits are used
for the fractional part of the representation. To avoid overflow,
bg should be sufficiently large such that

‖w‖M ≤ 2bg . (7)

‖w‖M represents the dynamic range of w in fixed-point
format. Even without overflow, w is perturbed into w + ∆
due to the finite bf bits in the fractional part representation.
Each element of ∆ is bounded by ±2−(bf +1), i.e. ‖∆‖M ≤
2−(bf +1). With the perturbation ∆, λi(A(w)) is moved to
λi(A(w+∆)). If an eigenvalue of A(w+∆) crosses over the
stability boundary, the closed-loop system becomes unstable.
Under the condition of no overflow, it can be seen that the
closed-loop stability depends only on the fractional part repre-
sentation. Finding an optimal realization with maximum FWL
closed-loop stability robustness however is a multi-objective
optimization. Firstly, an optimal realization should optimize
some FWL closed-loop stability measure, whose value only
depends on the precision or fractional part of a controller
realization. Secondly, a desired realization should also have
the smallest dynamic range, since this will require the smallest
number of bg bits to avoid overflow and in turn leaves the
largest bf bits to achieve the highest possible precision. We
propose an efficient two-step approach to tackle this multi-
objective problem.

III. OPTIMIZING AN FWL STABILITY MEASURE

We shall use λi to replace λi(A(w)) when doing so does
not cause ambiguity. Under the condition of no overflow, how
easily the FWL error ∆ can cause a stable control system
to become unstable is determined by how large the stability
margin each eigenvalue λi has and how sensitive the closed-
loop eigenvalues are to the controller parameter perturbations.

The following FWL closed-loop stability measure, defined by
[1], is considered in this study

f(w)
�
= max

i∈{1,···,m+n}

∥∥∂λi

∂w

∥∥
F

1 − |λi|
. (8)

It is natural to search for “optimal” controller realizations
that minimize the measure defined in (8). This leads to the
following optimal FWL controller realization problem

υ
�
= min

w∈S
f(w). (9)

Given the realization w0, from the definition of S (4), w
depends on the transformation matrix T. Thus the optimization
problem (9) is equivalent to

υ = min
T∈Rm×m

detT �=0

f(w(T)). (10)

We have developed an analytical global optimal solution for
the optimization problem (10), which is outlined here.

A. Optimizing single-pole FWL stability measure

Define the following function linked to λi

g(w, i)
�
=

∥∥∂λi

∂w

∥∥
F

1 − |λi|
(11)

and the single-pole FWL stability measure related to λi as

ηi
�
= min

w∈S
g(w, i) = min

T∈Rm×m

detT �=0

g(w(T), i). (12)

It is easy to show that υ ≥ max
i∈{1,···,m+n}

ηi. Thus the maximum

of all the single-pole measures provides a lower bound of the
optimal value υ. To attain the single-pole measure ηi for the
eigenvalue λi is equivalent to solve the minimization problem
of the single-pole sensitivity

min
T∈Rm×m

detT �=0

∥∥∥∥∂λi

∂w

∥∥∥∥
F

. (13)

Lemma 1: (See [1]) Let the square matrix Z = M1 +
M2XM3 be diagonalizable where the real-valued matrices
M1, M2 and M3 have appropriate dimensions and are inde-
pendent of the real-valued matrix X. Then

∂λi(Z)
∂X

= MT
2 y∗

i (Z)xT
i (Z)MT

3 . (14)
From (6), it can be seen that

A(w) =
[

A + BMC BJ
GC + HMC HJ

]
+

[
0
I

]
F [0 I ] , (15)

A(w) =
[
A + BMC BJ

HMC F + HJ

]
+

[
0
I

]
G [C 0 ] , (16)

A(w) =
[

A + BMC 0
GC + HMC F

]
+

[
B
H

]
J [0 I ] , (17)

A(w) =
[

A BJ
GC F + HJ

]
+

[
B
H

]
M [C 0 ] , (18)

A(w) =
[
A + BMC BJ

GC F

]
+

[
0
I

]
H [MC J ] . (19)



∀i ∈ {1, · · · ,m + n}, partition the eigenvectors of A(w0),
xi(A(w0)) and yi(A(w0)), into

xi(A(w0)) =
[
xi,1

xi,2

]
, yi(A(w0)) =

[
yi,1

yi,2

]
, (20)

where xi,1,yi,1 ∈ Cn and xi,2,yi,2 ∈ Cm. It is easy to see
from (6) that, ∀i ∈ {1, · · · ,m+ n},

xi(A(w)) =
[

xi,1

T−1xi,2

]
, yi(A(w)) =

[
yi,1

TT yi,2

]
. (21)

Applying Lemma 1 and (21) to (15)–(19) results in

∂λi

∂F
= TT y∗

i,2x
T
i,2T

−T ,
∂λi

∂G
= TT y∗

i,2x
T
i,1C

T , (22)

∂λi

∂J
=

(
BT y∗

i,1 + HT
0 y∗

i,2

)
xT

i,2T
−T , (23)

∂λi

∂M
=

(
BT y∗

i,1 + HT
0 y∗

i,2

)
xT

i,1C
T , (24)

∂λi

∂H
= TT y∗

i,2

(
xT

i,1C
T MT

0 + xT
i,2J

T
0

)
. (25)

Let

α2
i

�
= ‖Cxi,1‖2

F + ‖M0Cxi,1 + J0xi,2‖2
F , (26)

β2
i

�
= ‖BT yi,1 + HT

0 yi,2‖2
F , (27)

τ2
i

�
= ‖BT yi,1 + HT

0 yi,2‖2
F ‖Cxi,1‖2

F . (28)

Then∥∥∥∥∂λi

∂w

∥∥∥∥
2

F

= ‖T−1xi,2‖2
F ‖TT yi,2‖2

F + α2
i ‖TT yi,2‖2

F

+β2
i ‖T−1xi,2‖2

F + τ2
i . (29)

In order to attain ηi, one needs to minimize the function

ξ(T, α, β,q, z)
�
= ‖T−1q‖2

F ‖TT z‖2
F + α2‖TT z‖2

F

+β2‖T−1q‖2
F (30)

where nonsingular T ∈ Rm×m, positive α, β ∈ R, and q, z ∈
Cm are nonzero vectors. For the different cases of q and z, the
results on minimizing ξ(T, α, β,q, z) are given in [6]. Based
on these results, all the solutions to (12) can be specified. The
following Theorem lists the result for one case of q and z to
illustrate how the problem is solved.

Theorem 1: Given positive α, β ∈ R, q, z ∈ Cm and
det((Υ(z))T Υ(q)) > 0, we have

min
T∈Rm×m

detT �=0

ξ(T, α, β,q, z) = (|zHq| + αβ)2 − α2β2, (31)

and ξ(T, α, β,q, z) achieves the minimum if and only if

T = Q
[

Φ1/2 0
Λ(Φ1/2)−T Ω

]
V (32)

where the orthogonal matrix Q can be obtained from the QR
factorization of Υ(z):

Υ(z) = Q



γ11 γ12

0 γ22

0 0
...

...
0 0


 (33)

with nonzero γ11, γ22 ∈ R; Ω ∈ R(m−2)×(m−2) is an
arbitrary nonsingular matrix; V ∈ Rm×m is an arbitrary
orthogonal matrix;

Φ =
β

α
Γ−T (Υ(z))T Υ(q)

[
cos θ sin θ
− sin θ cos θ

]
Γ−1 (34)

Λ =
β

α


 eT

3
...

eT
m


QT Υ(q)

[
cos θ sin θ
− sin θ cos θ

]
Γ−1 (35)

with

Γ =
[
γ11 γ12

0 γ22

]
, (36)

θ is the solution of

tan θ =
a21 − a12

a11 + a22
, a11 cos θ − a12 sin θ > 0 (37)

with [
a11 a12

a21 a22

]
= (Υ(z))T Υ(q). (38)

B. Global optimal controller realizations

Define i1
�
= arg max

i∈{1,···,m+n}
ηi. Without the loss of gener-

ality, it is assumed that i1 = m+n−1, λi1 is a complex-valued
eigenvalue, λi1+1 = λ∗i1 and det((Υ(yi1,2))T Υ(xi1,2)) > 0.
From Theorem 1, all the transformation matrices achieving ηi1

form the set

T �
=

{
T

∣∣∣∣T = Q
[

Φ1/2 0
Λ(Φ1/2)−T Ω

]
V

}
(39)

under α = αi1 , β = βi1 ,q = xi1,2 and z = yi1,2. Note that
ηi1 is a lower bound for the optimal value υ, i.e. υ ≥ ηi1 .
When the equality holds, i.e. υ = ηi1 , all the global optimal
solutions to the optimization problem (10) lie in T . This allows
us to search in T for a global solution. Define

f1(w)
�
= max

i∈{1,···,m+n−2}
g(w, i) (40)

and
υ1

�
= min

T∈T
f1(w(T)). (41)

It is straightforward to verify the following sufficient and
necessary condition for υ = ηi1 .

Proposition 1: υ = ηi1 if and only if υ1 ≤ ηi1 .
Thus, any T ∈ T which satisfies f1(w(T)) ≤ ηi1 is a

global optimal solution of the optimization problem (10). In
the previous work [6], an algorithm was developed to con-
struct a global optimal Topt. Here, we present an alternative
algorithm to compute a Topt.



Initialization: Arbitrarily select the positive scalar weightings
σi, i ∈ {1, · · · ,m+ n− 2}.
Step 1: Solve the weighted eigenvalue sensitivity minimization
problem

min
T∈T

m+n−2∑
i=1

σi (g(w(T), i))2 (42)

to obtain a solution T+.
Step 2: If max

i∈{1,···,m+n−2}
g(w(T+), i) ≤ ηi1 , set the global

optimal transformation Topt = T+, and terminate the algo-
rithm. Otherwise, find the index

i+ = arg max
i∈{1,···,m+n−2}

g(w(T+), i). (43)

Properly increase σi+ to a new value, and go to Step 1.
Comment 1: The minimization problem (42) can be solved
using the gradient flow technique [7]. The work [4] discussed
the detailed method for a similar problem to (42).

IV. OPTIMUM WITH THE SMALLEST DYNAMIC RANGE

We consider how to modify the optimal controller realiza-
tion obtained in Section III to achieve the smallest dynamic
range under the constraint that it remains to be a global
minimum solution of the optimization problem (10). From the
discussion in Section II, ‖w‖M indicates the dynamic range
of w. Therefore, it is appropriate to use it as the dynamic

range measure of a realization, that is, d(w)
�
= ‖w‖M . From

the definition of f(w) and (29), it is straightforward to prove
the following proposition.

Proposition 2: For two realizations w1 and w2 (or equiv-
alently (F1,G1,J1,M1,H1) and (F2,G2,J2,M2, H2)), if
there exists an orthogonal transformation Ψ ∈ Rm×m such
that {

F2 = Ψ−1F1Ψ, G2 = Ψ−1G1,
J2 = J1Ψ, M2 = M1, H2 = Ψ−1H1.

(44)

then f(w1) = f(w2).
Given wopt obtained in Section III, define

Sopt
�
=




(F,G,J,M,H)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

F = Ψ−1FoptΨ
G = Ψ−1Gopt

J = JoptΨ
M = Mopt

H = Ψ−1Hopt

Ψ ∈ Rm×m

ΨT Ψ = I



. (45)

Denote the generic realization in Sopt as wopt(Ψ). It can be
seen from Proposition 2 that, for any orthogonal Ψ ∈ Rm×m,
the realization wopt(Ψ) remains to be a global minimum
solution of the optimization problem (10). Thus, we can search
in Sopt for an optimal realization with the smallest dynamic
range

µ
�
= min

Ψ∈Rm×m

ΨT Ψ=I

d(wopt(Ψ)). (46)

In order to remove the constraint ΨT Ψ = I in the opti-
mization problem (46), we derive a method for representing

an orthogonal Ψ parameterized by its independent parameters.
Firstly, when m = 2, it is plain to see that any orthogonal Ψ
can be written as

Ψ =
[

cos θ1 −κ sin θ1
sin θ1 κ cos θ1

]
, θ1 ∈ [−π, π), κ ∈ {−1, 1}. (47)

Next, for m = 3, constructing an orthogonal Ψ with its
independent parameters can follow the following steps.
Step 1: Construct the first column [ψ11 ψ21 ψ31]T of Ψ. Since
ψ2

11+ψ2
21+ψ2

31 = 1, let ψ11 = cos θ1 and ψ2
21+ψ2

31 = sin2 θ1,
where θ1 ∈ [−π, π). Further let ψ21 = cos θ2 sin θ1, ψ31 =
sin θ2 sin θ1, where θ2 ∈ [−π, π). Thus the first column of Ψ
is defined by

ψ11

ψ21

ψ31


 =


 cos θ1

cos θ2 sin θ1
sin θ2 sin θ1


 , θ1, θ2 ∈ [−π, π), (48)

which is an arbitrary unit vector in R3.
Step 2: Construct an orthonormal basis of the subspace P0

that is perpendicular to [ψ11 ψ21 ψ31]T .
Step 2.1: Construct the first column [ψ12 ψ22 ψ32]T of the
orthonormal basis.
(a) θ1 �= 0 or −π. Let P1 be the span of [ψ11 ψ21 ψ31]T

and [1 0 0]T . Construct [ψ12 ψ22 ψ32]T ∈ P1 as a unit vector
perpendicular to [ψ11 ψ21 ψ31]T , which means that




ψ12

ψ22

ψ32


 = k1


 cos θ1

cos θ2 sin θ1
sin θ2 sin θ1


 + k2


 1

0
0




ψ2
12 + ψ2

22 + ψ2
32 = 1

ψ12 cos θ1 + (ψ22 cos θ2 + ψ32 sin θ2) sin θ1 = 0

(49)

Solving the above equations, we obtain

k1 = −cos θ1
sin θ1

, k2 =
1

sin θ1
, (50)

or

k1 =
cos θ1
sin θ1

, k2 = − 1
sin θ1

. (51)

As only one orthonormal basis is needed, without the loss of
generality, we adopt (51) and set

ψ12

ψ22

ψ32


 =


 − sin θ1

cos θ2 cos θ1
sin θ2 cos θ1


 . (52)

(b) θ1 = 0 or −π. As [− sin θ1 cos θ2 cos θ1 sin θ2 cos θ1]T

remains to be perpendicular to [ψ11 ψ21 ψ31]T , [ψ12 ψ22 ψ32]T

can always be constructed using (52).
Step 2.2: Construct the other column [ψ13 ψ23 ψ33]T of the
orthonormal basis. Denote P2 the span of [ψ11 ψ21 ψ31]T

and [ψ12 ψ22 ψ32]T . [ψ13 ψ23 ψ33]T is perpendicular to P2

and hence perpendicular to [1 0 0]T ∈ P2. This means that
ψ13 = 0 and [ψ23 ψ33]T is perpendicular to both [ψ21 ψ31]T

and [ψ22 ψ32]T . Noting [ψ21 ψ31]T = [cos θ2 sin θ2]T sin θ1
and [ψ22 ψ32]T = [cos θ2 sin θ2]T cos θ1, we can see that
[ψ23 ψ33]T is the orthonormal basis of the subspace perpen-
dicular to [cos θ2 sin θ2]T . From the formula (47) for the case



of m = 2, we know that it can be chosen as [ψ23 ψ33]T =
[− sin θ2 cos θ2]T .
Step 3: Rotation of the orthonormal basis in P0. Now, an
orthogonal matrix

 cos θ1 − sin θ1 0
cos θ2 sin θ1 cos θ2 cos θ1 − sin θ2
sin θ2 sin θ1 sin θ2 cos θ1 cos θ2


 (53)

has been constructed. Its first column is arbitrary, but its
second and third columns (the orthonormal basis of P0) are
not arbitrary. In order to represent an arbitrary orthogonal
Ψ ∈ R3×3, it is only needed to rotate the orthonormal basis
in P0. This means that, from (47) and (53), we have

Ψ =


 cos θ1 − sin θ1 0

cos θ2 sin θ1 cos θ2 cos θ1 − sin θ2
sin θ2 sin θ1 sin θ2 cos θ1 cos θ2




×


 1 0 0

0 cos θ3 −κ sin θ3
0 sin θ3 κ cos θ3


 ,

θ1, θ2, θ3 ∈ [−π, π), κ ∈ {−1, 1}. (54)

In the similar way, the formula representing an arbitrary
orthogonal Ψ ∈ Rm×m with its independent parameters can
be derived for m > 3. Define r = m(m−1)

2 . In general, Ψ ∈
Rm×m is parameterized by θ1, · · · , θr ∈ [−π, π) and κ ∈
{−1,+1}. Following from a simple observation:

d

(
wopt

([
cos θ1 − sin θ1
sin θ1 cos θ1

]))

= d

(
wopt

([
cos θ1 − sin θ1
sin θ1 cos θ1

] [
1 0
0 −1

]))
, (55)

it can be seen that κ can be neglected in optimizing
d(wopt(Ψ)). Thus we can represent an orthogonal Ψ ∈
Rm×m with only r independent parameters θ1, · · · , θr. Let

d1(θ1, · · · , θr)
�
= d(wopt(Ψ)). (56)

Then the optimization problem (46) is equivalent to the
unconstrained optimization problem

µ = min
θ1,···,θr∈[−π,π)

d1(θ1, · · · , θr). (57)

This kind of optimization problem can be solved using a nu-
merical optimization algorithm that relies only on the function
value to do search. With the optimal solution θ1opt, · · · , θropt,
we can obtain the optimal orthogonal transformation Ψopt

and hence the optimal realization wopt1 = wopt(Ψopt) of
the smallest dynamic range.

V. A DESIGN EXAMPLE

The example considered in [8] was used to illustrate the
proposed design procedure for obtaining optimal FWL fixed-
point controller realizations. Given the discrete-time plant
model (n = 4, p = 1, q = 1) and the initial realization of
the digital controller (m = 4), the algorithm presented in

TABLE I

COMPARISON OF VARIOUS CONTROLLER REALIZATIONS

Realization f(w) d(w) bmin
f bmin

g bmin

w0 3.9697e + 6 1.0959e + 6 20 21 42

wopt 2.4246e + 3 1.9673e + 2 8 8 17

wopt1 2.4246e + 3 1.1799e + 2 8 7 16

Section III-B was first used to obtain an optimal transfor-
mation matrix Topt. The realization wopt = w(Topt) was
a global optimal realization that minimized the FWL closed-
loop stability measure. In order to obtain an optimal realization
with the smallest dynamic range, the optimization problem
(57) was formed given the dimension r = 6. The MATLAB
routine fminsearch.m was used to solve this optimization
problem numerically, and the global optimal realization with
the smallest dynamic range, wopt1 = wopt(Ψopt), was then
calculated.

Table I lists the values of the FWL stability measure f(w)
and the dynamic range measure d(w) together with the related
minimum bit lengths bmin, bmin

g and bmin
f for the realizations

w0, wopt and wopt1, respectively. It can be seen that the
fixed-point implementation of w0 needs at least 42 bits, while
the implementation of wopt needs at least 17 bits. The latter
achieved a reduction of 25 bits in the required bit length. As
expected, f(wopt1) = f(wopt) but d(wopt1) is smaller than
d(wopt), giving rise to further one bit reduction in bmin

g for
wopt1.
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