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ABSTRACT: Linear-scaling quantum mechanical density functional theory calculations
have been applied to study the rearrangement of chorismate to prephenate in large-scale
models of the Bacillus subtilis chorismate mutase enzyme. By treating up to 2000 atoms at a
consistent quantum mechanical level of theory, we obtain an unbiased, almost parameter-
free description of the transition state geometry and energetics. The activation energy
barrier is calculated to be lowered by 10.5 kcal mol−1 in the enzyme, compared with the
equivalent reaction in water, which is in good agreement with experiment. Natural bond
orbital analysis identifies a number of active site residues that are important for transition
state stabilization in chorismate mutase. This benchmark study demonstrates that linear-
scaling density functional theory techniques are capable of simulating entire enzymes at the
ab initio quantum mechanical level of accuracy.

SECTION: Biophysical Chemistry and Biomolecules

Accurate computational prediction of activation energy
barriers and mechanisms of rate enhancement in enzymes

could contribute significantly to pharmaceutical inhibitor
development and biomimetic catalyst design. In this context,
combined quantum mechanical/molecular mechanical (QM/
MM) simulations, in which the substrate is treated with a QM
method and the surrounding enzyme and water molecules are
treated with classical point charges, are an invaluable tool.
Indeed, recent advances in the treatment of electron correlation
provide a well-established methodological hierarchy, which has
been shown to reproduce activation energy barriers to chemical
accuracy (within 1 kcal mol−1) as part of the QM/MM
framework.1 With these advances, the focus in computational
enzymology now is on testing and improving the QM/MM
methodology itself, rather than the level of QM theory.1,2 It is
clear that a MM treatment does not include electronic effects,
such as charge transfer between the substrate and protein, and
the QM/MM partitioning could potentially suffer from the so-
called electron leakage effect, whereby point charges over-
polarize the electron density.3 The classical force field may also
correspond to an incorrect description of the electrostatic
environment4 or intramolecular strain, or, in cases of covalent
bonding between the QM and MM regions, the method may
be sensitive to the link algorithm employed. It has been
suggested that such effects may limit the accuracy of QM/MM

modeling of enzyme-catalyzed reactions.2 There is a clear need
for methods capable not only of incorporating and analyzing
electronic effects on the large scale in proteins5 but also of
optimizing transition state (TS) structures in this context. In
this regard, promise is shown by large-scale density functional
theory (DFT), which is capable of providing an accurate QM
description of molecular systems comprising thousands of
atoms,6−8 thus making it particularly suited to the study of the
function of biomolecular systems.9−18 Comprehensive reviews
of (N) DFT methods and their applications can be found
elsewhere.19,20 These techniques can be used to investigate the
physical nature of interactions in proteins and enzyme catalysis
and also provide a benchmark for hybrid or empirical methods.
Here, we demonstrate that TS optimization is now possible in
large-scale QM calculations on enzyme-catalyzed reactions. To
show this, we employ the linear-scaling density functional
theory (LS-DFT) code, ONETEP,21 to perform fully quantum
mechanical TS searching calculations in large-scale models (up
to 2000 atoms) of the chorismate mutase (CM) enzyme and in
water.
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Situated at a branch point in the shikimate pathway, which is
crucial for generating aromatic amino acids, CM catalyzes the
Claisen rearrangement of chorismate to prephenate (Figure 1).
Due to (i) the lack of covalent bonding between the substrate
and enzyme active site,22 (ii) the fact that the reaction also
occurs in water with a similar mechanism, and (iii) the
availability of experimental data,22−24 this has become a model
system for benchmarking computational methodologies.1,25,26

In the present work, we have performed LS-DFT structural
optimizations of CM with the PBE exchange−correlation
functional27 to demonstrate the feasibility of performing large-
scale TS searching in enzymes, with every atom treated at the
QM level. Initial reactant state (RS) and product state (PS)
structures, both in CM and in water, were generated via
semiempirical QM/MM molecular dynamics, followed by
B3LYP/MM optimization,26 from which spherical clusters
were extracted and reoptimized using the ONETEP LS-DFT
code.21,28 TS searching was initially performed according to a
modified linear and quadratic synchronous transit (LST/QST)
pathway approach,29 in combination with conjugate gradient
optimization. The LST/QST algorithm takes as input only the
optimized coordinates of the beginning and end states and does
not require any a priori knowledge of the TS structure, as is
often the case in reaction-coordinate-based methods. Extensive
convergence tests were performed to determine the reliability
of the results. Refinement of the TS for the chorismate to
prephenate rearrangement in vacuum generated by the LST/
QST algorithm using the gradient-only version of hybrid
eigenvector-following30 reduced the activation energy barrier by
less than 0.1 kcal mol−1 (Supporting Information (SI) section
S2.3). This small change upon precise optimization probably
reflects the relatively straightforward nature of the pathway in
this case. Table 1 demonstrates convergence of the activation
energy barrier and reaction energy with respect to the size of
the system and the number of mobile and frozen atoms for
clusters comprising up to 1999 atoms. The maximum change in
energy is just 0.3 kcal mol−1. Similar results were obtained for
the reaction in water, although a larger mobile region was
required (SI section S1.3).

Our convergence tests indicate that for CM, a computational
model comprising a ∼100 atom mobile region within a larger
∼1000 atom cluster, in vacuum, provides an accurate
description of the energetics of this system. This model was
therefore used to compute the energetics of the chorismate to
prephenate rearrangement in CM, and the results were
averaged over five different pathways to account for temper-
ature-induced fluctuations.26 Figure 2 shows exemplar geo-
metries of the optimized RS and PS structures, as well as the TS
generated from LS-DFT, all of which are in excellent agreement
with B3LYP/MM geometries.26 Table 2 shows the final
averaged activation and reaction energies for the chorismate
to prephenate rearrangement in both CM and water. The
barrier height in the enzyme is in good agreement with
experiment, while in water, both the activation and reaction
energies are too positive by about 4 kcal mol−1. The change in
the activation barrier in CM is predicted to be −10.5 kcal
mol−1, while the reaction energy is similar in the two
environments (difference of 1.6 kcal mol−1). The former
value is in agreement with experiment (−8.0 kcal mol−1), while
the lack of experimental data regarding the reaction enthalpy in
CM precludes any conclusions to be drawn from the latter
result. For comparison, use of a Boltzmann-weighted averaging
procedure31,32 to compute the average activation energy from
the five pathways (SI section S2.5) leads to a reduction in the
barrier of between 2 and 3 kcal mol−1 in both environments.
The computed results do not include zero-point energy (ZPE)
and enthalpic temperature corrections nor the energetic cost of
forming the reactive conformation of the substrate in
solution.1,26 B3LYP frequency calculations by Claeyssens et
al. indicate that these ZPE and enthalpic effects reduce the
barrier height in a small model of CM by 1.5 and 0.1 kcal
mol−1, respectively.1 Adding these corrections to the computed
barriers in Table 2 would slightly improve the agreement
between our LS-DFT results and experiment. It should be
noted that the reactant conformation of the substrate found in
this investigation, which is based on the global minimum in the
enzyme, is likely to be one of many local minima present in
water. Indeed, the global minimum-energy structure in solution
(pseudodiequatorial) has previously been found to occupy a
different conformation to the optimal structure in the enzyme
(pseudodiaxial).33 Thus, an associated free-energy difference,
estimated to lie between 0.9 and 3.6 kcal mol−1, is likely to
contribute to the overall activation and reaction energies in
solution.26,33−35 The remaining discrepancies between compu-
tation and experiment are expected to be dominated by
inaccuracies in the treatment of electron exchange and
correlation; here, we have employed the PBE functional,
augmented by damped London energy expressions, to account
for dispersion interactions.36 Currently, these methods
represent the state-of-the-art in LS-DFT simulations of enzyme

Figure 1. Rearrangement of (a) chorismate, via (b) the TS, to (c) prephenate.

Table 1. Energy Difference Convergencea

mobile frozen Δ‡E ΔE

98 901 13.4 −7.7
211 788 13.5 −8.0
98 1901 13.3 −7.9

aConvergence of the activation (Δ‡E) and reaction (ΔE) energies
(kcal mol−1) in CM for a number of model systems with different
numbers of mobile and frozen atoms. Mobile atoms are allowed to
relax during optimization and TS searching, while frozen atoms are
fixed to the B3LYP/MM geometry.
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reactions, though, in the future, it will be possible to use more
rigorous treatments of electron exchange and correlation.37

While a standard LS-DFT calculation has the potential to
improve the accuracy of TS searching in enzymes, it is not
immediately clear how to determine the contribution of
individual active site residues to TS stabilization. In this
respect, it is instructive to transform the nonorthogonal
generalized Wannier functions (NGWFs) that are used to
describe the electronic structure of the active site of CM into a
set of natural bond orbitals (NBOs).38,39 The resulting NBOs
may then be categorized into chemically intuitive Lewis-type
bonding and lone pair orbitals, as well as their antibonding
counterparts. Electronic delocalization from filled to vacant
NBOs causes a variational lowering of the total energy, which
can be estimated from second-order perturbation theory
(ΔE(2)). This stabilization energy is strongly correlated with
the strengths of hydrogen bonds in simple systems,39,40 and we
can therefore use it as a qualitative estimate of the importance
of active site residues in the catalytic rate enhancement in CM.
Figure 3 shows the four pairs of NBOs that are responsible for
the strongest enzyme−substrate charge-transfer interactions.
The residues involved are Arg 90 (in agreement with
mutagenesis experiments41 following theoretical predic-
tions42,43 and experimental proposals24,44), Glu 78 (in agree-
ment with other computational studies45), Arg 7 (in agreement
with previous calculations46), and a water molecule. Also shown
in Figure 3 are the changes in charge-transfer energetic
contributions at the TS (ΔΔ‡E(2)) and the PS (ΔΔE(2))
relative to the RS. In all cases, electronic delocalization acts to
stabilize the TS and (apart from Glu78) destabilize the PS. It
can be useful to compare the interactions in the enzyme with
those in solution when discussing the contributions to
catalysis.47 In contrast with our findings in CM, in solution, it
is found that interactions with water may either stabilize or
destabilize the substrate at the TS, relative to the RS, because
contributions to ΔΔ‡E(2) from individual water molecules vary
in the range of +4.2 to −4.6 kcal mol−1. The observation of

strong stabilization interactions in the presence of the enzyme
suggests that the structure has evolved to provide more
significant orbital overlap between charged residues and the
substrate at the TS, thus lowering the activation energy barrier.
This picture is supported by previous calculations that have
demonstrated that the catalytic effect of the enzyme is
dominated by electrostatic TS stabilization.1,25,48

This Letter demonstrates the feasibility of modeling
reactions, including optimizing TS structures, in enzymes by
quantum mechanical treatment of the substrate and a large
portion of its environment. The activation and reaction
energies are in good agreement with experiment and, more
importantly, are shown to be converged with respect to system
size and virtually independent of computational parameters.
Although the five reaction pathways considered in this relatively
simple reaction have similar energies of activation and reaction,
for more flexible proteins, it is likely that a larger number of
pathways would need to be considered and that alternative
averaging schemes, such as Boltzmann-averaging,31,32 would
become more important.49 Calculations such as those
presented in this Letter will be an important test of QM/
MM modeling, they will help identify cases in which MM
treatments of the protein environment may fail, and they will
allow analysis of large-scale electronic effects. In CM, the
excellent structural agreement between DFT-based QM/MM
and linear-scaling QM results is very encouraging, and the

Figure 2. Rearrangement of the substrate (magenta) from chorismate to prephenate within the CM active site (yellow) and surrounding protein
(gray). (a) RS, (b) TS, and (c) PS conformations obtained from LS-DFT structural optimization.

Table 2. Energy Difference Comparisona

Δ‡E ΔE

enzyme ONETEP 13.6 ± 1.3 −7.8 ± 0.5
experiment24 12.7 ± 0.4

water ONETEP 24.1 ± 1.1 −9.4 ± 2.2
experiment23 20.7 ± 0.4 −13.2 ± 0.5

aComparison of averaged activation (Δ‡E) and reaction (ΔE) energies
(kcal mol−1) in CM and water with experiment.

Figure 3. NBOs participating in enzyme−substrate interactions at the
TS. Lone pairs (n) are shown as blue/yellow isosurfaces, while
antibonding (σ*) orbitals are in red/green. Electronic delocalization
energetic contributions (kcal mol−1) to the stabilization of the TS
(ΔΔ‡E(2)) and the destabilization of the product (ΔΔE(2)), relative to
the reactant, are also shown.
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methods concur in showing that stabilization of the TS in the
enzyme is at the root of catalysis.

■ COMPUTATIONAL METHOD
In this Letter, computational TS searching in the CM enzyme
has been performed using the ONETEP DFT code.21 By
making use of a minimal set of strictly localized NGWFs which
are optimized in situ, ONETEP combines a computational cost
that scales linearly with the number of atoms in the system50

with the accuracy of more conventional plane wave DFT codes.
The NGWFs are further expanded in a basis set of periodic sinc
(psinc) functions,51 which may be systematically improved
through varying a single kinetic energy cutoff parameter. All
calculations were performed using the PBE generalized gradient
approximation27 and norm-conserving pseudopotentials. van
der Waals interactions were approximated by augmenting the
DFT energy with damped London potentials.36 Interactions
between molecules and their periodic images were eliminated
through the use of the spherical cutoff Coulomb approach.52

Ionic forces in ONETEP28 are calculated by an application of
the Hellman−Feynman theorem,53,54 including Pulay correc-
tions,55 and, during geometry optimization, are minimized in a
quasi-Newton scheme56 using the Broyden−Fletcher−Gold-
farb−Shanno (BFGS) algorithm.57 Full details of the
implementation and comparison with plane wave pseudopo-
tential approaches can be found in ref 28. Geometry
optimization requires a number of evaluations of the potential
energy surface, and this number is expected to increase with the
number of atoms in the system.58 Initial steps toward reducing
this computational burden within a large-scale simulation
framework have been taken by other authors.10,59−61 It has
been argued that, in practical terms, it is sufficient to only relax
a smaller subregion of a larger system, introducing a level of
tractability into the optimization, especially when studying the
effect of a localized change of conformation on an otherwise
relaxed system.28 It has also been shown there are no large-scale
conformational changes during enzymatic activity in CM;62−64

therefore, the enzyme lends itself naturally to this type of
optimization procedure. However, it is also important to show
that the calculated properties of interest are converged with
respect to the size of the optimization region used (see Tables 1
and S1, SI).
TS searching calculations were performed according to a

modified linear synchronous transit (LST) and quadratic
synchronous transit (QST) pathway approach65 in combination
with the conjugate gradient (CG) optimization implemented in
ONETEP.29 In the LST approach, a set of structures
connecting the reactant and product is obtained by linearly
interpolating internuclear distances between the two BFGS-
optimized end points. The tangent to the trajectory at the
energy maximum of this path defines the direction of negative
curvature. CG optimizations are then performed at the energy
maximum, and the resulting structure is used as a TS guess in a
new QST path connecting the reactant and product. CG and
QST cycles are subsequently repeated until convergence has
been achieved, which in principle should result in the true TS
connecting the minima, which is defined as the configuration
yielding a single negative Hessian eigenvalue.66
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Herrero, P.; Baro,́ A. M.; Ordejoń, P.; Soler, J. M.; Artacho, E. Absence
of dc-Conductivity in λ-DNA. Phys. Rev. Lett. 2000, 85, 4992−4995.
(15) T, T. O.; Miyazaki, T.; Ohno, T.; Bowler, D. R.; Gillan, M. J.
Accuracy of Order-N Density-Functional Theory Calculations on
DNA Systems Using CONQUEST. J. Phys.: Condens. Matter 2008, 20,
294201.
(16) Bondesson, L.; Rudberg, E.; Luo, Y.; Sałek, P. A Linear Scaling
Study of Solvent−Solute Interaction Energy of Drug Molecules in
Aqua Solution. J. Phys. Chem. B 2007, 111, 10320−10328.
(17) Ozaki, T. Efficient Low-Order Scaling Method for Large-Scale
Electronic Structure Calculations with Localized Basis Functions. Phys.
Rev. B 2010, 82, 075131.
(18) Todorovic,́ M.; Bowler, D. R.; Gillan, M. J.; Miyazaki, T.
Density-Functional Theory Study of Gramicidin A Ion Channel
Geometry and Electronic Properties. J. R. Soc., Interface 2013, 10,
20130547.
(19) Goedecker, S. Linear Scaling Electronic Structure Methods. Rev.
Mod. Phys. 1999, 71, 1085−1123.
(20) Bowler, D. R.; Miyazaki, T. O(N) Methods in Electronic
Structure Calculations. Rep. Prog. Phys. 2012, 75, 036503.
(21) Skylaris, C.-K.; Haynes, P. D.; Mostofi, A. A.; Payne, M. C.
Introducing ONETEP: Linear-Scaling Density Functional Simulations
on Parallel Computers. J. Chem. Phys. 2005, 122, 084119.
(22) Kast, P.; Tewari, Y. B.; Wiest, O.; Hilvert, D.; Houk, K. N.;
Goldberg, R. N. Thermodynamics of the Conversion of Chorismate to
Prephenate: Experimental Results and Theoretical Predictions. J. Phys.
Chem. B 1997, 101, 10976−10982.
(23) Andrews, P. R.; Smith, G. D.; Young, I. G. Transition-State
Stabilization and Enzymic Catalysis. Kinetic and Molecular Orbital
Studies of the Rearrangement of Chorismate to Prephenate.
Biochemistry 1973, 12, 3492−3498.
(24) Kast, P.; Asif-Ullah, M.; Hilvert, D. Is Chorismate Mutase a
Prototypic Entropy Trap? − Activation Parameters for the Bacillus
Subtilis Enzyme. Tetrahedron Lett. 1996, 37, 2691−2694.
(25) Crespo, A.; Scherlis, D. A.; Marti, M. A.; Ordejon, P.; Roitberg,
A. E.; Estrin, D. A. A DFT-Based QM−MM Approach Designed for
the Treatment of Large Molecular Systems: Application to Chorismate
Mutase. J. Phys. Chem. B 2003, 107, 13728−13736.
(26) Claeyssens, F.; Ranaghan, K. E.; Lawan, N.; Macrae, S. J.;
Manby, F. R.; Harvey, J. N.; Mulholland, A. J. Analysis of Chorismate
Mutase Catalysis by QM/MM Modelling of Enzyme-Catalysed and
Uncatalysed Reactions. Org. Biomol. Chem. 2011, 9, 1578−1590.
(27) Perdew, J. P.; Burke, K.; Enzerhof, M. Generalized Gradient
Approximation Made Simple. Phys. Rev. Lett. 1996, 77, 3865−3868.
(28) Hine, N. D. M.; Robinson, M.; Haynes, P. D.; Skylaris, C.-K.;
Payne, M. C.; Mostofi, A. A. Accurate Ionic Forces and Geometry
Optimization in Linear-Scaling Density-Functional Theory with Local
Orbitals. Phys. Rev. B 2011, 83, 195102.
(29) Govind, N.; Petersen, M.; Fitzgerald, G.; King-Smith, D.;
Andzelm, J. A Generalized Synchronous Transit Method for
Transition State Location. Comput. Mater. Sci. 2003, 28, 250−258.
(30) Munro, L. J.; Wales, D. J. Defect Migration in Crystalline
Silicon. Phys. Rev. B 1999, 59, 3969−3980.

(31) Lonsdale, R.; Harvey, J. N.; Mulholland, A. J. Compound I
Reactivity Defines Alkene Oxidation Selectivity in Cytochrome
P450cam. J. Phys. Chem. B 2010, 114, 1156−1162.
(32) Lonsdale, R.; Houghton, K. T.; Žurek, J.; Bathelt, C. M.;
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(56) Pfrommer, B. G.; Côte,́ M.; Louie, S. G.; Cohen, M. L.
Relaxation of Crystals with the Quasi-Newton Method. J. Comput.
Phys. 1997, 131, 233−240.
(57) Nocedal, J.; Wright, S. J. Numerical Optimization; Springer-
Verlag: New York, 2006.
(58) Goedecker, S.; Lanco̧n, F.; Deutsch, T. Linear Scaling
Relaxation of the Atomic Positions in Nanostructures. Phys. Rev. B
2001, 64, 161102(R).
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