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The spread of the SARS-CoV-2 has led to a global 

pandemic. With the origin of the virus still unknown, 

some fundamental questions about the it remain 

open. Traditional methods to identify reservoir hosts 

involve the analysis of the phylogenetic relationships 

among viruses. Our approach to achieve this goal in 

this work is based on using machine learning and 

natural language processing techniques to predict 

SARS-CoV-2 genome sequences. The training of our 

model is done on data sets made of RNA sequences 

whose reservoirs are known. Term Frequency 

Inverse Document Frequency (TF-IDF), dinucleotide 

biases, and codon pair scores techniques are used to 

generate features from the sequences. These 

features are then used in the training process of 

multiple machine learning models. The resulting 

method could then be used for the effective and 

time-efficient discovery of reservoirs of unknown or 

new viruses, which could subsequently help in a 

better understanding of the virus and support 

further vaccine development.  

OBJECTIVE

Babayan Et. al [1] collected reservoir hosts for 
known  RNA sequences of viruses. Another 
dataset that we used which was collected by 
Brieley L consists of host categories of RNA 
virus sequences collected from NCBI 
database. Genomic traits in the sequences 
was quantified by calculating the Dinucleotide 
bias for each of the 16 possible dinucleotides
And codon pair score for each of the 4,096 
possible codon-codon pairs. 64 tri-mers of the 
RNA sequences were used to generate term 
frequency inverse document frequency 
features as well. Phylogenetic neighbourhood 
traits for the sequencing were also obtained 
by blasting the sequnces and by calculating 
the relative support for the reservoirs. Using 
XGBoost [5] classifier most select the 
important features. The number of features to 
be selected was also optimised using cross 
validation. These selected features were then 
used to train different machine learning 
models like extra tree classifiers, gradient 
boosted machines, XGBoost classifiers and 
random forests. The best model among them 
was selected by performing cross validation. 
These models could then be used to predict 
the reservoir hosts for new RNA virus 
sequences.  The features generated from 
SARS-COV-2 sequences collected was then 
given to the model to predict their Reservoirs.

MATERIALS AND METHOD

Among the features generated from the RNA 
sequences the Phylogenetic neighbourhood 
traits was ranked the highest. Some of the  
TFIDF features were also ranked among top 
10 important features. Fig 2 shows the 
comparison between different models for 
selected 25 important features. The Extra 
trees[4] classifier model was found to have 
the highest performance. Fig 3. Compares the 
accuracies of different number of selected 
features for extra tress classifier. Model 
trained with 25 most important features was 
found to have the highest accuracy. 

RESULTS CONCLUSION

The proposed techniques for reservoir 
prediction and feature extraction is proved to 
be very effective. Machine learning based 
reservoir prediction could help in the time-
efficient discovery of reservoirs of unknown 
or new viruses. This could further help in the 
spread of viral diseases and also in the 
development of vaccine. 
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This work aims at developing a novel natural 
language processing based technique for 
extracting features from RNA sequences. 
These feature along with other Genomic and 
Phylogenetic Neighbourhood features was 
used to train robust machine learning 
algorithms to predict Reservoir-host of 
SARS-COV -2 sequences. 
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Fig 1. Feature generation and model training testing workflow.

Fig 2. Comparison of different models with 25 selected 
features

Fig 3. Comparison of extra trees classifier for different 
number of selected features
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