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ABSTRACT 
 
Product returns is a huge challenge for retailers as it causes huge 

financial loss and concerns related to resource and inventory 

management. Returns cannot be abolished altogether as it will 

negatively impact the overall sales but certainly using technology can 

help to mitigate the challenge to certain extent. The purpose of the 

analysis implemented is to classify whether product will be returned or 

not based on characteristics of product, identify probability of 

classification, identifying potential parameters influencing model’s 

outcome, and to develop insights in return data of products. The data 

used for analysis is provided by Appriss Retail Limited which stores and 

manages data of its retailer clients, data comprises product description, 

purchase behaviour, return’s data, transaction level data and others 

over a period of 4-5 years. Relevant data is identified and collected at 

product-level in a table which will be pre-processed and once ready is 

fed into machine learning (ML) models. Three supervised learning 

classification algorithms are used in this dissertation (project) namely, 

LightGBM, RandomForest, and Logistic Regression. Out of the three 

algorithms, LightGBM fits data most appropriately and can predict with 

greater accuracy and with probability of predicted outcome and enables 

feature selection. 
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1 Introduction 
 

1.1  Significance of Project Topic 
 

In today’s emerging market, retailers and wholesalers are crucial links 

in a modern economy where people can access goods at competitive 

prices (Telma, no date). The exponential growth in retail has brought 

pace in economy, employment growth, and enhanced customer 

experience across regions, for e.g., UK’s retail output in 2020 was 97 

billion pounds with 3 million employed in 2019(Georgina, 2021). As per 

the article published in 2021, online sales alone is expected to be worth 

$6.5 trillion by 2022 (Frei and Jack, 2021).  The recent pandemic event 

has changed purchasing behaviour and preference for online channels 

is higher than before the pandemic (Sides and Lupine, 2022). 

The digital revolution has given modern consumers access to 

unparalleled convenience and tailored engagements which will bring 

exponential growth in online retail (dataclarity, 2021).  

 

With growing multichannel retail sector there is a huge competition 

among retailers to benefit from this market, attract and retain 

consumers and one such attempt is ‘product return policy’. Product 

return is not a new concept, in-store retailers had to deal with these 

returns earlier too, which in return developed customer satisfaction and 

loyalty. But with emergence of online stores (e-tailers) predicted to be 

95% by 2040 (Frei and Jack, 2021), the huge competition between 

omnichannel retailers dominated by online retailers has led to lenient 

return policies in order to expand customer base and promote customer 

loyalty and satisfaction. These generous policies resulted in 

extraordinary financial losses for retailers as mentioned by Miao Sun 

and colleagues in one of the journal article (Sun et al., 2021). In an 
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article Guangzhi Shang and colleagues recorded that retailers offered 

full refund return policy even after couple of months, which is not optimal 

way of operating as suggested by multiple analytical models and 

theoretical studies which went unheard by decision-drivers (Shang et 

al., 2017). This led to eruption in product returns and outburst of 

financial losses for retailers and environmental damage due to the 

product returns. 

 

 

 

 

 

 
 

Figure1.1: Global Ecommerce Sales 

(Morgan Stanley, 2022) 

Figure1.2: Blended Return Rate 

(Dopson, 2021) 
  

 

The dissertation focuses on measures to curb the product returns by 

predicting returns, identifying product characteristics causing returns, 

and developing insights and suggest measures to mitigate the 

challenge of abusive or fraudulent product returns. To perform 

aforementioned tasks, real-world industrial data of retailer is being 

analysed in dissertation. Access to data has been provided by Appriss 

Retail Limited, which manages data of different retailers which are 

Appriss’s clients. 
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The high motivation factor behind this analysis is to curtail undue 

financial losses of retailers, contribute to identify fraudulent returns, also 

reduce environmental damage. Retailers deal with buying, selling, 

inventory, supply chain, and returns management (Fig 1.3) for every 

return which involves huge finances and other significant resources. 

The inefficient and greater volume of returns can equate to more than 

30% of carbon emission of initial deliveries(Tian and Sarkis, 2021) as 

shown in Fig 1.4. Protecting environment with financial benefits would 

give the required nudging force to initiate efforts and impetus to 

sustainable policy designing. A small reduction in rate of returns and 

additional costs can improve profitability, as per a research five percent 

improvement in return rates has the potential to improve 200 basis 

points in net margin (Regina Frei and Lisa Jack, no date). 

  

       
 

 
Figure1.3: Return Order Process- Without Quality Check step 

(Microsoft Dynamic 365, 2022) 
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Figure1.4: Environmental Impact of Product Returns 

 (Tian and Sarkis, 2021) 

 

 

 

Identifying characteristics of products influencing these returns would 

empower to take corrective actions and enable to protect genuine 

returns. The findings and outcomes of analysis will help to understand 

what type of products are being returned frequently and parameters that 

are causing these returns. The project output can be used to minimise 

the returns of products under certain categories which could shrink the 

losses being incurred by retailers and enable to curb the environmental 

damage at large. 
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1.2 Background 
 

This project is carried out in association with Appriss Retail Limited, an 

organisation working with advanced technologies like artificial 

intelligence to detect and minimise product returns. One of the survey 

showed that 52% of consumers won’t buy product again from same 

retailer if it charges for returns (Popkin, no date). However, the policy 

has led to increase in fraud returns, Appriss has developed four 

modules to identify and curb fraud returns and increase sales and 

customer retention with returns. Brief description of the modules are as 

follows:  

 

- Verify uses statistical and machine learning algorithms to predict 

real-time returns of product by customers, therefore allowing 

smooth buying experience without any hassle to customers. 

(Appriss Retail, no date c) 

- Secure module uses artificial intelligence to identify in-store 

frauds, tracks employees, creates reports, etc. based on 

requirements of clients. (Appriss Retail, no date d). 

- Engage uses artificial intelligence to identify pattern and 

recognise consumer’s preferences and history and recommend 

enhancements based for customer’s journey, provides 

enhanced method to deal with returns and refunds (Appriss 

Retail, no date a).  

-  Incent aims to increase revenue of retailers, increase loyalty of 

customers, and bring customers in-store by providing intelligent 

incentives to customers. Appriss claims retailers using this 

solution has noticed an increase in revenue of 34% after a return 

(Appriss Retail, no date b). 
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These modules developed by Appriss is used by its retail clients to 

avoid in-store employee frauds related to cashier, coupons, cashbacks, 

optimising returns and refunds, increased revenue by providing 

incentives to customers on return of selected products and curb 

customer frauds related to product returns and other fraudulent 

behaviours. 

 

The outcome of this project related to product returns will be aligned 

with the verify module of Appriss as it would help retailer to identify the 

products which are vulnerable for returns. Specifications of products 

that are influencing returns. It would provide them the probability of 

return of the product therefore, retailers can design customised policies 

for products with current high return rate and high probability of getting 

returned in future. It would also promote sensible purchase by 

customers. 

Retailers can design policy or amend the existing return policies to 

manage the risks associated with certain products. The outcome can 

also be used with modules designed by Appriss to curb returns. 

Corrective actions at product level for respective products with high 

return history and/or high predicted returns policies would reduce 

returns and enhance customer experience and loyalty. 
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1.3 Aim and Objectives 
 

The project’s aim is to classify product return using product 

characteristics and identify probability of classification and 

characteristics influencing returns. The pivotal idea is related to study 

on returns linked to product specifications like description, colour, size, 

online purchase, receipted returns, return rate, quantity, and price. The 

results can help to detect characteristics of products influencing returns 

This would enable to identify product specific details causing financial 

losses and reduce the negative environmental impacts of product 

returns, thus enabling to achieve sustainable solution. 

 
Objectives: 

 
Build a classification model to classify product returns: 

▪ Model must be able to predict whether respective product 

will be returned (return rate equal to or more than median 

value) or not (return rate less than median) along with 

probability of prediction.  

▪ The model must be analysed further to find key 

parameters causing returns.  

▪ Model must calculate probability of classified outcome. 

▪ Developed model must be validated and verified with 

available data, accuracy scores, and related plots to 

measure model’s performance enabling to decide which 

model suits data best. 

▪ Some insights using visualisations for better 

understanding of insights would be created. Advanced 

visualisations cannot be created as implementation of 

analysis is done in virtual environment of Appriss. 
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2 Literature Review 
 

 

2.1 Overview 
 

With emerging online retailers, product returns increased and other 

mode of retailers had to adopt it to sustain in the market i.e., around 

49% retailers started to offer product return service to customers (Saleh 

Khalid, May 16). However, one report in 2016 mentioned that around 

30% merchandise and 40% of clothing products purchased online were 

returned, in USA alone in 2015 customers returned products worth 

whooping $260 billion as per the National Retail Federation, USA 

(Courtney Reagan, 2016). American consumers returned a whopping 

$428 billions of goods in 2020, a return rate of 10.6 percent, with e-

commerce returns accounting for nearly a quarter of returns volume but 

still many retailers believe they need a generous returns policy to grow 

financially (Ader et al., 2021). The environmental impact of product 

returns is that 4.7 million metric tonnes of CO2 is emitted annually as 

per the report published in 2019 (Khusainova Gulnaz, 2019). US alone 

create 5 billion pounds of landfill waste and 15 million tonnes of carbon 

emissions annually (Regina Frei and Lisa Jack, no date). Product 

returns is a real problem and highly underestimated by retailers, if 

managed appropriately by retailers, changes in product returns 

management can significantly reduce financial burden and negative 

environmental effects. 

 

Rise in omnichannel retail, specifically with dominance of online retail 

in recent times has led to many research and studies are being carried 

out related to product returns- how returns volume can be reduced, how 

returns can be predicted before purchase, enhanced or customised 
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returned policies based on customer’s past purchase behaviour and 

others. These ongoing studies are important with exploding online retail 

sales in 2019 and 2020 (Bauer, Downs and Speights, 2021b) and 

returns along with it supplemented by the environmental concerns 

linked to returns.  
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2.2 Literatures:  
 

Definition: 

 

Predictive Analytics is branch of advanced analytics which as name 

suggests is used to make predictions based on available or past data. 

It uses statistical modelling including ML algorithms and sophisticated 

predictive modelling to study historical data and predict likelihood of 

event in future (SAP, no date).  

 

Machine Learning (ML) is a branch of artificial intelligence which is used 

to build a model so that when applied to a dataset the model learns the 

data on its own and can be used to make predictions on unseen data. 

It is a method to automate model building for analytics which can learn 

from data, identify patterns, and make predictions or decisions on its 

own (SAS, no date). 

 

2.2.1 Prediction using Advanced Analytics: 
 

Role of ML as Predictive Analytics in Returns Handling: 

 

Rooderkerk and colleagues observed that traditionally prescriptive and 

diagnostic analytics have been playing significant role in retail analytics, 

however from 2014 there has been growth in usage of advanced 

analytics. Predictive analytics has been widely used to forecast 

demands; however recent efforts have also contributed to returns 

handling in retail analytics. Retailers are adopting advanced analytics 

but authors also noted that to harness the power of analytics retail 

industry needs to invest in data management systems, analytics 
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solutions, and expertise (Rooderkerk, DeHoratius and Musalem, 2022). 

Fig 2.1 explains recent publications and studies related to retail 

analytics and areas where still there are gaps: 

 

 

 

Figure 2.1: Recent publications and opportunities in Retail Analytics 

 (Rooderkerk, DeHoratius and Musalem, 2022) 

 

 

The author highlights benefits and barriers to adopt advanced analytics 

in retail industry and opportunities that usage of technology can bring 

in retail. In dissertation, the focus is on using advanced analytics in 

return handling and classifying returns based on product’s 

characteristics which is in line with the author’s idea. 

 

Customer classification using ML Classification algorithm: 

 

Authors have analysed data from retail firm to classify customers as 

satisfied or dissatisfied using classification algorithm namely, Support 
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Vector Machines (SVM) and decision tree classification technique. The 

author claims that identifying customers is important to design 

customised marketing policies for different group of customers and how 

it can help to scale and increase relevance. On comparing both the 

classification techniques it was deduced that SVM performed better in 

classification (Sreekumar et al., 2020). 

 

In dissertation, methodology is similar of using ML Classification 

algorithm, but the focus is on returns and analysis is based upon 

characteristics of products but the however insights developed in paper 

by authors can be helpful to study classification algorithms. Fig 2.2 

highlights steps involved in literature similar to the implementation in 

dissertation is same except the ML algorithms used. 

 

 

Figure2.2: Overview of Methodology process  

(Sreekumar et al., 2020) 

 

Predict returns using ML and importance of product category: 

 

In this literature authors used data of a company selling car accessories 

to predict volume of goods that were returned and their conditions, they 

considered four factors- sales volume, time, product category, retailer, 

and calculated return rate based on return numbers and sales data. 
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They used predictive machine learning algorithm like LASSO, SCAD, 

LARSOLS and Elastic Net and to capture non-linear structure and 

reduce bias, RandomForest and GBM has been used to improve 

predictive accuracy and develop model. (Cui, Rajagopalan and Ward, 

2020).  

The literature focuses on returns of products based on parameters 

related to retailers, however, it highlights significance of product 

category in returns. Product category is one of the parameters in 

models implemented in dissertation, the literature helps to understand 

implementation approach of ML algorithms. The below image highlights 

effect of product category and retailers on returns of product. 

 

 

 

 

Figure2.3 : Effect of product category and retailer on returns  

(Cui, Rajagopalan and Ward, 2020) 

 

 

 

 

 

 

 



 24 

Proposed generic framework to predict returns 

 

The authors propose a generic framework to predict product returns 

before customers make any purchase- HyperGo. The returns will be 

predicted based on the basket and product level where the historical 

basket composition and products will be analysed like same product in 

multiple colours and sizes in a basket. The HyperGo framework uses 

Hypergraphs, Local cut hypergraph, JacWght, JacNorm and k-NN 

techniques to analyse basket composition and products in basket. The 

methods make pairwise similarities and then make prediction of returns 

at product level (Li, He and Zhu, 2018). 

 

Literature makes prediction using product and basket parameters both. 

In dissertation, only product characteristics are considered in model to 

classify products.  

 

AI and Analytics for forecasting returns: 

 

Karabulut in his blog explains how advanced forecasting capabilities 

using AI and analytics will be able to predict returns based on past 

behaviours and insights focusing on planning to optimise inventory 

based on returns, as returns were sometimes damaged, need repairing 

and some can be put on shelf for sell again. The forecasting of product 

return was calculated based on three parameters: customer score 

basket score, and product score. Author emphasises on adopting return 

handling through advanced analytics (Karabulut, 2022). 
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Figure2.4: Predicting returns based on three scores  

(Karabulut, 2022) 

 

Author’s holistic approach can be used in future research as many 

factors are included in model. In dissertation, similar real industrial data 

has been collected however, focus is only on product and its 

characteristics in classifying returns using advanced analytics. 

 

Product returns comparison online and offline using ML: 

 

In their literature Dzyabura and others, conducted analysis on a large 

retailer having online and offline presence and compared rate of online 

and offline sales and returns of goods. They suggested product’s return 

behaviour must be studied initially in offline sales and they put on online 

market to understand return behaviour. The study involved Gradient 

Boosting Machine (GBM) regressor to predict returns and highlighted 

how usage of image of products in online sales reduces returns and 

image parameter improved prediction accuracy of model (Dzyabura, El 

Kihal and Ibragimov, 2018) . 
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The analysis done by authors involves parameters such as online and 

offline sales, product category and predicting return using GBM 

algorithm which is similar to implementation in dissertation. However, 

unlike dissertation, the study does not include multiple algorithms in 

analysis to make comparative study of models. The below figure shows 

rate of returns differs across product categories and depending on 

mode of sales: 

 

 

 

 

Figure2.5: Online vs Offline return rate based on product category  

(Dzyabura, El Kihal and Ibragimov, 2018)  

 

 

Predicting product returns based on product’s characteristics: 

 

Eroglu in a literature found out that due to mistakes in production, 

packaging, transportation, forecasting, stock planning, etc. and when 

identified by customers it leads to initiation of reverse logistics and this 
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consumes resources, energy, and capital. The study claims that 

machine learning algorithms can make faster and accurate predictions 

of return rate in case of such complex datasets. Author used Linear 

Regression (LR), Support Vector Regression (SVR) and Artificial 

Neural Networks (ANN) from functional algorithms, M5Rules, M5P, 

REPTree, Random Tree, and many others but M5P and M5Rules to 

provide better performance and thus used as model to make predictions 

for data under study (Eroglu, 2019). 

 

The analysis done by authors focuses on predicting product returns 

using ML algorithms,however, in dissertation, classification algorithm is 

used to classify return and non-return using multiple machine learning 

algorithms and the one with best verification scores will be considered 

for outcome of analysis.  

 

Product returns prediction using advanced analytics: 

 

The authors implemented decision support system which would predict 

the chances of product being returned in real time when put in basket 

by customer based on previous history of high-risk products. Mulitple 

algorithms were tested, however Mahalanobis Feature Extraction in 

combination with adaptive boosting algorithm provided highest 

accuracy and logistic regression can be used as classifiers (Kranz, 

Urbanke and Kolbe, 2015). 

 

In dissertation multiple machine learning classifier algorithms are 

compared to provide better accuracy and enabling feature extraction 

which cause product returns which is similar approach as in paper. 
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Forecasting returns and analysis of return quantity using Holts and 

ARIMA: 

 

In a working paper, authors conducted research on group of products 

from Singapore’s multinational company involved in remanufacturing 

industry. The authors created a forecasting model to predict when 

(time) and how many (quantity) of products would be returned using 

Holts and ARIMA algorithm for prediction. The prediction was made 

based on the past sale data of products. Algorithm with better 

performance to make forecasts was decided on basis of following-  

MAE, MAPE, and RSME (Canda, Yuan and Wang, 2015). The below 

figure shows the scores of both models used for analysis: 

 

 

Figure2.6: Comparison of scores of two algorithms  

(Canda, Yuan and Wang, 2015) 

 



 29 

The author concluded that return quantity was intermittent sometimes it 

is zero and sometimes very large. The gap in the study is it did not 

identify parameters which are influencing the returns which is 

implemented in dissertation. Similar approach of using multiple 

predictive models and deciding final model based on multiple validation 

scores will be used in dissertation.  

 

Predicting returns using LightGBM and RandomForest: 

 

Authors developed a decision support system using Machine Learning 

algorithms like LightGBM, RandomForest and DART to predict product 

returns. The research was not limited to any particular industry like 

fashion, sports, electronics goods, etc. it was a general system 

developed for all category of goods (Hofmann et al., 2020). 

The same approach as mentioned in literature by authors is followed in 

dissertation of using same algorithms as in literature on same kind of 

dataset.  

 

Below is the approach in literature and dissertation: 
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Data Collection and 

Extraction 
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Predicting product returns using RandomForest and Boosting 

Algorithms: 

 

The authors implement a Forecasting Support System (FSS) to forecast 

returns using advanced analytics cloud-based ensemble approach. In 

this paper, authors state the parameters based on which model can be 

selected for prediction like high accuracy, scalability, and adaptability. 

Multiple algorithms were tried for designing FSS like Boosting- 

AdaBoost, Ensemble Selection, RandomForests, Logistic Regression, 

SVM, CART, and MLP (Heilig et al., 2016). 

 

In dissertation, prediction of product returns is being implemented using 

some of the above mentioned algorithms- Logistic Regression and tree-

based algorithms like Boosting and RandomForest. 

 

2.2.2 Evaluating Model Performance 
 

Understanding of Confusion Matrix: 

 

Confusion matrix is visualisation of counts of values from actual dataset 

and the one’s predicted using model. Accuracy of a model which is 

mostly used to measure performance of classification model takes 

same values as displayed in confusion matrix. Confusion matrix is used 

to evaluate performance of classification models with binary or 

multiclass levels in outcome/dependent variable (Kulkarni, Batarseh 

and Demir, 2020). 
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As three classification models are implemented in dissertation, the 

literature highlights importance of confusion matrix in evaluating 

performance of models. 

 

Understanding of Classification report: 

 

The critical aspect involved with growing implementation of machine 

learning (ML) models is to measure the performance of model. There 

are multiple techniques to evaluate performance, however, as per 

author’s research F1-score and area under precision-recall curve are 

significant in ML applications (Orozco-Arias et al., 2020). 

 

Similar approach has been implemented in dissertation along with other 

techniques to measure model’s performance in dissertation. 

 

Understanding of ROC Graphs: 

 

Receiver Operating Characteristics (ROC) graphs are used in 

measuring and comparing performances of classification machine 

learning algorithms. It is used to visualise performance of models which 

are simple to interpret and make comparison. While plotting curves, 

ROC technique de-couples class skew and error cost which is a great 

advantage as it is not affected by majority class (Fawcett, 2006). 

 

ROC curve and accuracy score to quantify the outcome both have been 

used in dissertation to evaluate performance of models. 
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Use of SHAP values and plot: 

 

Datasets with highly dimensionality is common phenomenon these 

days which increases it redundancy. Techniques like tSNE and UMAP 

can be applied to reduce dimensionality, but they make feature 

interpretation worse, other traditional algorithms raise explainability 

concerns. Therefore, authors tried the novel approach of SHAP values 

on multiple datasets with regression and classification models both and 

after thorough experimentation concluded that SHAP values are the 

best method to detect feature importance and selection (Marcilio and 

Eler, 2020). 

 

In dissertation, SHAP values and plots are used to explain feature 

selection of predictive model. Below figures show comparative analysis 

of feature selection techniques: 

 

 

Figure2.7: Performance of TreeSHAP 

 (Marcilio and Eler, 2020) 

 



 33 

 

 

 

Figure2.8: Time complexity comparison in feature selection 

(Marcilio and Eler, 2020) 
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2.2.3 Predicting product return based on different product 
characteristics: 

 

Effect of price of product on returns: 

 

Thomas conducted statistical equation modelling and conducted 

analysis to identify causes of product returns and concluded that price 

of product and customer expectation not met are two primary reasons. 

Author used two sets of retail customers from Target and Walmart for 

analysis. To test the statistical validity of data and handling covariation, 

tests of normality, skewness, and kurtosis were performed. Partial 

Least Square (PLS) technique was used to test model and hypotheses 

involved. Thomas also observed that emotional dissonance is 

significantly greater than the product dissonance (Powers and Jack, 

2015). 

 

The literature did not involve identifying parameters that cause returns 

and was more of descriptive nature. In dissertation, focus will be on 

product characteristics and identifying parameters under analysis which 

cause returns and predicting returns. 

 

Effect of average price of product on returns: 

 

Michele in his paper has tried to establish relationship between average 

price of product and its return rate using data analytics on data obtained 

from electronics retailer. He described concept of product return 

episode and concluded that products with higher price tend to be 

returned frequently but customer completes the episode and purchases 

alternative product as customers try to find right product which fits 

choice and needs (Samorani and Messinger, 2016). 
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Product Return episode: “An episode begins with an initial purchase in 

a certain product subcategory, and continues with subsequent 

replacements (i.e., returns followed by purchases) with other items in 

the same subcategory. Each episode can end after a purchase or a 

return transaction” (Samorani and Messinger, 2016). 

 

In research, author analysed and concluded the positive correlation 

between average price of product and return rate but did not make any 

predictions on return of product and did not analyse how significant is 

average price in return of a product. In dissertation, average product 

price is a parameter used in model to predict returns of product and its 

importance in return is also analysed. 

 

The below image compares the rate of returners who complete return 

episode and non-keepers are abusers who return product and opt out 

of product return episode. 

 

 

 

Figure2.9: Comparison of product returners and non-keepers 

 (Samorani and Messinger, 2016) 
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Effect of size and quality of product on returns: 

 

In this literature data is obtained via customer survey with motive to find 

reasons for product returns associated with apparel goods. The primary 

reason for returns was the size and customer dissatisfaction as product 

does not match the online image displayed which can include quality, 

colour, manufacturing defects, etc. Authors performed descriptive 

analysis to develop insights and conducted univariate and bivariate 

analysis to understand reasons. Chi-square test was performed to 

detect if any relationship exists and if any, then it is by chance or 

statistically significant (Backegren, Lonnstrom and Zetterberg, 2020). 

 

Authors used descriptive tests to find characteristics of products (fig 

2.10) that influence returns and deduced that size or fit and quality are 

considerable reasons of product returns. Size is analysed in model 

created in dissertation and quantitative score is calculated to identify 

parameters causing returns.  

 

 

 

 

Figure2.10 :Return reasons of products  

(Backegren, Lonnstrom and Zetterberg, 2020) 
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Effect of mode of shopping and product category on returns: 

 

Author highlights the high adoption of online shopping after pandemic 

hit in 2020 and 2021. Author claims that return rate of a product is 

around 5-10% when a product is purchased in-store while return rate is 

around 25% for same product in online sales. The author also highlights 

rise in sales and return rates of certain product categories for e.g., 

loungewear, garden, and homeware (Zigzag Global, 2021).  

 

The blog compares the online and offline sales and returns, and 

underlines increase in return rates in online sales. It also points certain 

product categories that have increase sales and return rates. In 

dissertation, both parameters i.e., mode of sale- ecommerce or offline 

and product category has been used in the model for analysing and 

predicting returns using advanced analytics.  

 

2.2.4 Other researches related to product returns 
 

Impact of return policies on product returns: 

 

Authors study return policies of retailers and analyse how it affects the 

purchase and return behaviour. Return policies are measured on 

certain leniency dimensions i.e., time (deadline to return), effort (forms 

or other formalities), money. The study is based on analysis of 

combination of these parameters and how the positively or negatively 

impact the purchase and return of products. The study involves 

multivariate analysis using HLM concludes that return policies with 

some tweak in parameters under study can impact purchases and 

returns in both ways (Janakiraman, Syrdal and Freling, 2016). 
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Product Specific Pick-up and Return policy: 

 

In this literature, Appriss tried to focus on difference between rates of 

online returns and in-store returns based on product description. 

Exploratory Data Analysis was used in this literature for analysis and 

the outcome of analysis concluded that certain products are frequently 

purchased in multiple numbers in single order with intention to try at 

home and return most of them. Such products must be incentivised and 

promoted for pick-up of order from store and in-store returns. This 

would bring down losses to great extent and more flexible and 

enhanced approach toward such products (Bauer, Downs and 

Speights, 2021a). 

 

Significance of online reviews on product purchase and returns: 

 

Authors propose a duopoly model where they study influence of online 

reviews on purchasing and returning products. Study is carried 

considering products of different qualities and having varied return 

policies. They have used game theory to conclude their research and 

the outcome is that quality of product along with reviews- positive and 

negative do impact purchase and return of product. As online reviews 

reduce risk of pre-purchase dissatisfaction majority customers in online 

retail rely on reviews (Sun et al., 2021). 

 

Promote BORIS:  

 

To mitigate challenges linked to reverse logistics, Appriss proposed to 

promote BORIS i.e., online and return in-store rather than BORO i.e., 
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buy online and return online. This can help to reduce the extra burden 

on supply chain and minimise financial losses drastically (Bauer, Downs 

and Speights, 2021b). The paper suggested that how financial losses 

can be minimised by providing incentives to customers who purchase 

online but return in-store (Bauer, Downs and Speights, 2021b). The 

analysis used XGBoost algorithm claiming it to predict better than other 

machine learning algorithms like logistic regression and 

RandomForest. The outcome was that customers staying in 10-mile 

radius of in-store retailer will opt for in-store returns looking at 

incentives. 

 

Product returns challenge: 

 

Product returns in one of the huge challenges being faced by retailers, 

even after all time high consumption retail shops are getting closed, 

jobs lost, towns losing their liveliness and with growing online retail, 

retailers are trying to adopt omnichannel retail (Frei, Jack and Brown, 

2020). A newspaper article mentioned explosion of online retail has 

started the process of reverse logistics, it claims some online retailers 

face as high 30% return rate, creating extra burden of recycling and 

refurbishing products (Paul, 2015). Retailers need to build digital 

infrastructure to improve the situation. Below mentioned literatures 

highlight use of analytics in forecasting returns and how it can help to 

reduce returns: 

  

In one paper Venky described use of advanced analytics in retail sector 

where he defined data science as heart of the framework which 

includes descriptive, prescriptive, or predictive analytics. Predictive 

analytics is being used predominantly to forecast in retail analytics. He 

emphasises on predictive analytics, artificial intelligence, and big data 
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as future of retail analytics (Shankar, 2019). Fig 2.11 depicts sequence 

of advanced analytics techniques that can be implemented in retail.  

 

 

 

 

Figure2.11: Big data and advanced analytics in retail  

(Shankar, 2019) 

 

Another author used Bayesian estimation technique to predict product 

returns and claims to be 50% more accurate than traditional 

approaches like Moving Averages and Holt’s Approach, he suggests 

that returned products on damage can be recycled or redeveloped 

(Krapp, Nebel and Sahamie, 2013). In a literature, authors conducted 

survey of electronic retailers and conducted statistical analysis and 

developed a measurement model for prediction, it concluded that there 

is a positive corelation in forecasting product returns and operations 

performance of reverse logistics (Agrawal and Singh, 2019). In 

research conducted by Brito and Van, they highlighted method to 

predict returns if data collected is not accurate and defined four 

methods to compare and study using mean and variance and analytical 

techniques and concluded ‘return distribution and tracked individual 
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returns’ method is more appropriate for prediction. It tracks individual 

returns and perform well in predicting future returns (de Brito and van 

der Laan, 2009). 

 

2.3 Conclusion: 
 

Predicting product returns using advanced analytics has been 

performed in multiple above-mentioned literatures using algorithms like 

LightGBM, logistic, SVM, LASSO, Halts, RandomForest, ARIMA, etc. 

however the most popular ones are not used together in one analysis 

for classification prediction along with other expected outcomes that are 

to be implemented in this dissertation. In this dissertation, three popular 

and efficient algorithms- LightGBM, RandomForest, and Logistic 

Regression will be implemented and compared to find the most efficient 

one in terms of model accuracy, prediction accuracy, identifying feature 

importance and providing probability of predictions.  

 

After analysing multiple literatures to decide on product characteristics, 

some characteristics from literatures like- online sales rate, price, 

quantity, size, etc.  has been taken into consideration. 
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CHAPTER 3  

MODEL SELECTION, 

OVERVIEW OF MODELS AND 

INTRODUCTION TO DATA 
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3 Model Selection and Overview of Models 
 

3.1  Model Selection 
 

Selecting algorithm to create model for any project is a challenging task 

as it cannot be directly deduced which one model is best in terms of 

fitting the data and providing accurate classifications or predictions. 

Recently, the retail industry has begun adopting advanced analytics in 

retail industry and Fig 3.1 highlights use of different types of analytics 

that has been traditionally adopted and what is being adopted by retail 

analytics (Rooderkerk, DeHoratius and Musalem, 2022). 

 

 

 

 

Figure3.1: Overview of use of different types of analytics  

(Rooderkerk, DeHoratius and Musalem, 2022) 

 

To decide on which type of analytics and further which algorithm is to 

be implemented depends on understanding data, business context, and 

expected outcomes. Based on data, like if input and output variables 
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are available then supervised learning can be used, if input data is 

available but output is not available then unsupervised learning must 

be used (Lee and Shin, 2020). To classify output variable classification 

algorithm must be used and to make prediction regression algorithms 

must be used. Fig 3.2 provides overview of steps involved in modelling: 

 

 

  

 

Figure3.2: Flow diagram of ML algorithm selection based on data  

(Lee and Shin, 2020) 

 

Considering dataset available and expected outcome in dissertation 

supervised classification algorithms has been implemented. Out of the 

implemented algorithms in dissertation, one with better performance will 
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be selected to predict outcomes. Description of three algorithms 

implementation are as follows: 

 
 

3.2 Modelling using LightGBM:  
 
Gradient boosting machines build sequential decision trees and 

previous tree’s error is used to build further trees, later sum of these 

tress will be used to make predictions (Serengil, 2018). Gradient 

Boosting Machine (GBM) is a boosting algorithm which significantly 

manages both the aspects- variance and bias and is considered to be 

very efficient.  

 

To overcome this, LightGBM algorithm was introduced, a tree-based 

learning algorithm. It was designed by Microsoft Research Asia using 

GBDT framework to improve computational efficiency(Liang et al., 

2020). LightGBM can be used on large dataset and uses low memory 

to work. The name includes ‘Light’ highlighting the great speed at which 

algorithm runs. It adopts two novel techniques Gradient-based One-

Side Sampling (GOSS) and Exclusive Feature Bundling (EFB), using 

GOSS, it can train each tree with only a small fraction of the full dataset 

while with EFB, LightGBM handles high-dimensional sparse features 

much more efficiently (Yan Liu et al., 2016). 

 

LightGBM grows tree vertically as compared to other tree based 

algorithms which develop horizontally, leaf with maximum delta loss is 

chosen to grow (Banerjee, 2020a). It provides lot of flexibility in terms 

of tuning and adjusting hyperparameters based on requirement. The 

growing size of big data has led to increase in demand of algorithms 

that can simultaneously train and process data. LightGBM framework 

was designed for distributed training, supports large-scale datasets and 
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training on GPU, the boosting trains models sequentially where the 

upcoming model learns from errors of previous model (van wyk, 2018).    

   

 

 
 

Figure3.3 Working of LightGBM algorithm  

(Liang et al., 2020) 

 

 

 

 

 

Figure3.4: Generic workflow of LightGBM algorithm  

(Mingzhu and Ding, 2020) 

  

The equation in below figure is in a literature where author explains how 

leaf-wise strategy works on same layer. They argue it is favourable and 

optimal with control mode complexity. Leaves on same layer are 

managed differently as they have different information gain. Information 

gain indicates decrease in entropy caused by splitting nodes based on 

attributes of nodes: 
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Figure3.5: Equation of information entropy in LightGBM 

 

Advantages of LightGBM: 

 

Faster training and higher efficiency: LightGBM deals with continuous 

features values as discrete value bins resulting into faster training 

procedure and comparatively greater efficiency (Khandelwal, 2017). 

 

Low memory consumption: Replacing continuous values with discrete 

ones enables lower memory usage (Kasturi, 2019). 

 

Better accuracy than other boosting algorithm: It uses complex trees 

with leaf level split approach compared to level-wise approach which is 

used to achieve greater accuracy. Chances of overfitting can be 

controlled by ‘max_depth’ parameter tuning (Kasturi, 2019). 

 

Compatibility with Large Datasets: It is compatible with large datasets 

and displays good performance taking significantly lesser time to train 

compared to XGBOOST (Khandelwal, 2017). 

 

Parallel learning: It supports parallel learning and GPU learning, 

increasing its usability and takes lesser time comparatively (Saha, 

2022). 
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Disadvantages: 

 

Overfitting: LightGBM supports leaf-wise approach which may lead to 

overfitting as it produces complex trees (Surana, no date). 

 

Compatibility with datasets: It is sensitive to overfitting and thus can 

easily overfit small data (Surana, no date).  
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3.3 Modelling using RandomForest: 
 

RandomForest is a supervised machine learning algorithm and can be 

used for both regression and classification problems. One of the 

important part of Machine Learning is Classification, it enables to find 

the class to which a data record belongs to. RandomForest algorithm is 

built using collection of decision trees, each tree is comprised of data 

sample from training set with replacement, called the bootstrap 

sample(IBM Cloud Education, 2020b). RandomForest algorithm does 

not consider all attributes/features together, each feature has different 

tree which reduces risk of dimensionality. It creates different sample 

subset from training dataset through replacements and then every tree 

votes for the outcome, this process is known as bagging. 

RandomForest is an ensemble of decision trees created on random 

dataset, this group of trees perform bagging process and the class with 

most votes is considered as final outcome of the model (datacamp, no 

date).  

  

 

Figure 3.6: RandomForest Classifier 

(E R, 2021) 
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Figure3.7: Working of Bagging Process   

(E R, 2021) 

 

 
Advantages of RandomForest: 

 

- In RandomForest algorithm, large number of decision trees 

participate which provides high accuracy and robustness 

(datacamp, no date). 

- It can handle missing values by replacing missing continuous 

values by median or calculate proximity weighted average value 

of missing values (Vadapalli, 2021). 

- RandomForest enables to identify relative feature importance 

which helps in identifying features which influence the outcome 

(datacamp, no date). 

 

Disadvantages of RandomForest: 

 

- One of the greatest disadvantage is computational complexity, it 

is very slow in making in predictions because of large number of 
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decision trees and voting process involved in prediction 

(Banerjee, 2020b). 

- Interpretation of the model is difficult as compared to decision 

trees where decision can be made following the tree’s path 

(Banerjee, 2020b). 

 

 

 

3.4 Logistic Regression: 
 

Logistic Regression is a supervised machine learning classification 

algorithm. It’s outcome is an estimation of probability of an event based 

on independent variables in a dataset, the outcome being a probability 

so it always lies between 0 and 1(IBM, no date). The logistic regression 

model passes the outcome of a linear function (which is a type of 

sigmoid) of features through a logistic function to calculate the 

probability of an occurrence and then maps the probability to binary 

outcomes (Naeem, no date). 

- Sigmoid: Sigmoid is a mathematical function that takes any real 

number and maps it to a probability between 1 and 0 (Naeem, 

no date). 
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Figure3.8: Representation of Logistic Regression  

(Swaminathan, 2018) 

 

 

 

Figure3.9: Representation of Sigmoid Function  

(Swaminathan, 2018) 

 

If ‘Z’ goes to infinity, Y(predicted) will become 1 and if ‘Z’ goes to 

negative infinity, Y(predicted) will become 0 (Swaminathan, 2018). 
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Advantages: 

 

- In a low dimensional dataset having a sufficient number of 

training examples, logistic regression is less prone to over-fitting 

(Grover, no date). 

- Logistic regression is less prone to over-fitting but it can overfit 

in high dimensional datasets (i2 tutorial, 2019). 

- Easy to implement and does not take long time and high 

computation power to get trained (Berke and Colakoglu, 2019). 

 

Disadvantages: 

 

- Does not work well when there are correlated attributes (Berke 

and Colakoglu, 2019). 

- Logistic Regression assumes linearity between dependent and 

independent variables which is very rare in real world scenario 

(i2 tutorial, 2019). 
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3.5 Introduction to Data: 
 

Data of multiple retailers which are Appriss’s clients is stored and 

managed by Appriss Retail Limited. Access to data has been provided 

by Appriss to perform analysis and derive outcomes based on the 

agreed problem statement i.e., the objective of this dissertation. Raw 

data from multiple retailers are wrangled and processed by Appriss 

before loading it in data warehouse. The processed data is stored in 

well-structured format in data warehouse in different tables and views 

based on the schema designed by Appriss. There are millions and 

billions of records stored for each retailer in warehouse which is used 

for analysis. These data are stored based on type of records like client 

details, product description, transaction level details, store details and 

others. Data from different tables which are frequently used is clubbed 

and stored in a view for better and quick access. The data maintained 

in data warehouse is pulled to perform analysis. 

 

Data used for analysis in this project is of a retailer dealing in range of 

sports goods. Goods of different sports like football, golf, lawn bowls, 

mountaineering, running, and many others which included clothes, 

footwears, gloves, sunglasses, and other goods linked to respective 

sports, sports specific goods like golf balls, golf clubs, golf shoes, 

footballs, cleats, apparels, etc. Goods were for all range of customers 

like kids, adults, senior citizens and available in different sizes and 

colours. Goods of multiple major and medium sized brands were 

available with the retailer. 

 

The table created specifically for this project is created by extracting 

relevant data from multiple tables and views in data warehouse. The 
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data is processed and stored at level of unique product description i.e., 

each record in created table contained unique products and its 

characteristics. Product characteristics included parameters like 

product description, return rate, online sales rate, average price of 

product, size, colour, and other relevant parameters. Each unique 

product was denoted by ‘sku_key’, if any parameter specific to product 

is changed like descriptions, colour, size, etc. ‘sku_key’ gets changed 

accordingly. 

 

  



 56 

 

 

 

 

 

 

 

 

 

CHAPTER 4 

METHODOLOGY 

  



 57 

4 Methodology: 
 

The overview of steps involved in from collecting datasets, cleaning, 

and creating model to make predictions and verifying predictions is 

implemented in dissertation as shown in below image. Each step is 

explained in detail further how data has been collected, source of data, 

details of pre-processing, splitting of dataset, model creation and 

validating and explaining model and outcome with relevant scores and 

plots. 

 

  

 

Figure4.1: Overview of steps in Model Creation  

(Sailasya and Kumar, 2021)  
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4.1 Data Collection 
 

Raw data consisting of details of product, customer, transactions, etc. 

is provided by retailers which is stored and managed by Appriss. Data 

is cleaned, formatted, pre-processed, and then stored in data 

warehouse. As many significant and relevant tables, schemas, views 

present in warehouse are investigated, to find relevant parameters for 

analysis considering dissertation objectives. Once data from 

warehouse is identified, merged, and cleaned, it is put into tables and 

views created in schema for this project. 

 

- Data warehouse is a system that stores structured and semi 

structured data. Data warehouse provides an enterprise level 

solution to an organisation where it can store data from multiple 

departments like marketing, CRM, sales, transaction level 

structured and semi structured data (Google Cloud, no date). 

 

- Data Cleaning is a process to remove or treat the irrelevant data 

present in dataset. It comprises removing duplicate or irrelevant 

entries, fix structural errors, filter unwanted outliers, handle 

missing data, validate and check the quality of data after 

performing cleaning operations (Tableau, no date). 
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4.2 Data Cleaning using PostgreSQL 
 

After data collection, data is processed to fit the requirements of model. 

The analysis is to be performed at product level using machine learning 

(ML) models therefore, all relevant parameters i.e., characteristics of 

product are identified and processed to fit the data at product level. It 

means that every single record in table must contain unique product 

(‘sku_key’) and its characteristics like colour, size, price, etc. The 

processed data is then used as input to model. Below data processing 

steps are performed in this dissertation: 

 

The below code shows column ‘return_rate’ is created using data in 

return column, as rate of positive return (return=Y) to total count 

(return= Y and N) for respective sku_key. Using, return column, 

‘return_rate’ is calculated which helps to identify products with high 

return rates (returns with respect to sales). A blog briefly described in 

section 2.2 highlights importance of return rate in product return 

prediction using advanced analytics (Karabulut, 2022).  

 

Similarly, columns ‘receipted_rate’ and ‘ecom_rate’ are created where 

‘Y’ is replaced by 1 and ‘N’ by 0 and then average rate is calculated. 

Importance of ‘ecom_rate’ i.e., online sales rate in product returns is 

mentioned in a literature in section 2.2 (Dzyabura, Kihal and Ibragimov, 

2018). 
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Input: Return, receipted, ecom columns  

 

1. Transforms and replaces ‘Y’ with 1 and ‘N’ with 0 values 

- CASE WHEN return = 'Y' THEN 1 
          WHEN return = 'N' THEN 0 END        AS return, 
 

- CASE WHEN receipted = 'Y' THEN 1 
          WHEN receipted = 'N' THEN 0 END     AS receipted, 
 

- CASE WHEN ecom = 'Y' THEN 1 
          WHEN ecom = 'N' THEN 0 END          AS ecom 

-  
2. Calculate rate of return using average function and storing 

it in column ‘return_rate’ 
- AVG(return)    AS return_rate, 

 
- AVG(receipted)    AS receipted_rate, 

 
- AVG(ecom)          AS ecom_rate 

 
Output: Newly created columns ‘return_rate’, ‘receipted_rate’, and 
‘ecom_rate’for each unique product were created in table mapped 
against ‘sku_key’ 

 

‘Quantity’ is total number of respective products sold when ‘sale’=1 i.e., 

sale was positive. Sum of quantity sold in dataset is calculated against 

‘sku_key’ as explained in below pseudo code:  

 

Input: Quantity column  

 

1. Sum of values in quantity column when sale is positive 

SUM(CASE WHEN sale = 1 THEN quantity END)   AS quantity 
 
Output: Values in column quantity are added when sale is ‘1’ 

 

Authors in two papers have explained how average price of product 

effects product returns and is therefore, included for analysis in the 

project (Samorani and Messinger, 2016), (Powers and Jack, 2015). 

Price (plu_amt) being paid by consumer for a product (‘sku_key’) across 
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dataset is averaged using function in PostgreSQL as shown in below 

pseudo code:  

 

Input: Plu_amt column  

 

1. Sum of values in quantity column when sale is positive 

AVG(CASE WHEN sale = 1 THEN plu_amt END)   AS avg_price_product 
 
Output: New column named ‘avg_price_product’ containing average 

price of each unique product 

 

Authors in a literature highlighted importance of product description as 

parameter in predicting product returns (Cui, Rajagopalan and Ward, 

2020), similarly it has been used in model in dissertation. 

‘Product_desc’ column is created by combining values of two columns 

‘class_desc’ and ‘department_desc’ as shown in below pseudo code: 

 

Input: ‘class_desc’ and ‘department_desc’ columns  

 

1. Both columns are combined to form ‘product_desc’ column 

- class_desc || ' ' || b.department_desc AS product_desc 
 

Output: New column named ‘product_desc’ containing information 

related to product 

 

In a literature, authors conducted data analysis and concluded that size 

and quality of product are primary reasons for returns of product 

(Backegren, Lonnstrom and Zetterberg, 2020). Below pseudo code 

shows how colour (sku_color) and size (sku_size) of products are 

identified from ‘sku_desc’ column which will be used as parameters in 

model for analysis. 

 

Input: ‘sku_desc’ column  
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1. colour and size of product is detected by using split 

function on ‘sku_desc’ column. 

- split_part(b.sku_desc, '/', 2)           AS sku_color 

- split_part(b.sku_desc, '/', 3)           AS sku_size 

 
Output: Two new column named ‘sku_color’ and ‘sku_size’ containing 

colour and size related information about product 

 

To map all the above processed columns against unique product 

(sku_key), all columns must be grouped against sku_key. To ensure 

that data doesn’t get skewed or imbalanced which can lead to algorithm 

predicting majorly the larger class with greater model accuracy 

(Hofmann et al., 2020) only those products are selected for analysis 

whose total sales in dataset is more than 100. The final table containing 

data related to product needs to be processed in certain format so that 

the records (rows) are as follows: 

- Each record must describe unique product (sku_key). 

- Each record i.e., every ‘sku_key’ in table must have been sold 

more than 100 times. 

- Each record must contain unique product with its features like 

colour, description, average price, etc.  

 

Input: All relevant parameters (after data processing) selected for 

analysis 

1. To group all processed data against ‘sku_key’ and select 
products with sales greater than 100: 
 

- SELECT sku_key, other parameters as above FROM 
TABLE_NAME 

             GROUP BY sku_key HAVING SUM(sale) > 100 
 

Output: All data in table is stored at ‘sku_key’ level with sales 

not less than 100 
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4.3 Establishing connection with IDE  

 

Once data is cleaned and processed using PostgreSQL, a database 

connection is established between the DBeaver (PostgreSQL scripting 

platform) and PyCharm (Python scripting IDE). Connection between 

both the platforms is established using python’s psycopg2 library and 

providing relevant credentials like dbname, username, schema, and 

other details. After setting up the environment, installing the library, 

importing the library, and providing connection details as per the syntax, 

the IDE attempts to make a connection with DBeaver and if credentials 

are validated successfully then connection is established and relevant 

data from DBeaver is pulled in DataFrame, as in below pseudo code: 

 

Input: Schema, user, database name, table name 

 

- Establishing connection with DBeaver: 

 

schema = 'schema_name' 

user = 'user_name' 

gp = greenplum.GPConnect(schema=schema_name, 

user=user_name, dbname=dbname) 

gp.connect() 

 

- Executing query to fetch data in DataFrame ‘df’ 

 

df = pd.read_sql_query(f'SELECT * FROM {schema}.table_name, 

con=gp) 

 

Output: DataFrame ‘df’ 
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4.4 Data Pre-processing using Python 
 

‘Return’ column is added to the dataframe and is binarised based on 

the median value of return_rate i.e., value in return column would be ‘1’ 

if ‘return_rate’ in corresponding record is greater than or equal to 

median value otherwise, it would be ‘0’. It is assumed that value ‘1’ as 

it has return rate greater thatn median value would represent return and 

‘0’ would represent non-return of respective product. The operation was 

performed as shown in below code: 

 

Input: ‘return_rate’ column 

 
1. Creating return column based on values in return_rate 

column:  
 

- df['return'] = (df['return_rate']> median of return_rate. 
astype(int) 
 

Output: New column ‘Return’ in dataframe 

 

Encoding: 

 

Variables that contain string and categorical values are label 

transformed which is part of pre-processing data as some ML models 

cannot handle or performance varies with string values (Garg, 2022). 

Label encoding has been performed on two such columns- ‘sku_color’ 

and ‘sku_size’ using ‘labelEncoder’ function as shown below: 

 

Input: ‘sku_color’ and ‘sku_size’ columns 

 
1. creating object of the function:  

 

- lab_size = LabelEncoder() 
lab_color= LabelEncoder() 
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2. transforming the column values: 

- df['sku_size'] = lab_size.fit_transform(df['sku_size']) 
- df['sku_color'] = lab_color.fit_transform(df['sku_color']) 

 
Output: Transformed values of both input columns 

 

‘sku_cost’ and ‘return_rate’ columns were dropped from dataframe as 

two other columns- ‘avg_price_product’ and ‘return’ were created 

based on earlier mentioned two columns. 
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4.5 Exploratory Data Analysis 
 

Exploratory Data Analysis (EDA) is performed by professionals to 

understand and get an overview of the dataset which is under analysis. 

It is used by data scientists to investigate dataset and summarise its 

characteristics using visualisations, spot anomalies, or check 

assumptions (IBM Cloud Education, 2020a). Below are the steps 

performed in EDA 

 

4.5.1 Data Exploration 
 

 

The ‘dtypes’ function is used to identify the data type of each parameter 

stored in dataframe and accordingly corrective actions can be taken as 

necessary. If any data typecasting is performed the results can be cross 

verified using ‘dtype’ function. Below figures show data types of 

columns before and after transformation: 

 

Cleaning and Transformation is implemented in Section 4.5.2 and 4.5.3 
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Figure4.2: Data types before label 
encoding 

Figure 4.3: Data types after label 
encoding 

 

 

The data sample is checked using ‘head’ function of Python which 

displays top 5 records of data. The sample helps to understand the 

parameters (columns) and records (rows) of data stored in dataframe 

as shown in Fig 4.2 and Fig 4.3 displays sample of data after cleaning. 

 

 

 

Figure 4.4: Sample of data before cleaning 
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Figure 4.5: Sample of data after cleaning 

 

The ‘isnull’ function is used to identify any parameter/column contains 

null values and it is summed up to calculate the total null values count 

in that respective column. Below figures show null values count before 

and after cleaning. 

 

 

 

 

 

 

Figure4.6: Null values count before data 

cleaning  

Figure4.7: Count of Null values after 
data cleaning 

 

‘Info’ function is used to identify counts of records with data type of each 

parameter as many pre-processing is performed over parameters. The 

components of info function include the number of columns, column 

labels, column data types, memory usage, range index, and the number 
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of cells in each column (non-null values) (W3schools, no date, p. 3). 

Below figures show data type of columns before and after 

transformations: 

 

 

 

 

 

 

Figure4.8: Data Info before 

transformation 

Figure4.9: Data Info after 

transformation 

 

Python’s ‘describe’ function is one of the useful functions which 

provides complete descriptive statistics summary with significant details 

just by calling the function. It helps to understand the distribution and 

variation in parameters of dataframe. The components in describe 

function include mean, count, standard deviation, percentile, and min-

max features of all the parameters (pandas, no date). It helped to 

identify parameters with large number of outliers, distribution of 

parameters and count of records in each parameter in this project. 
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Figure 4.10: Output of ‘describe’ function on dataset 

 

 

 

Figure4.11: Output of ‘Describe’ function after data transformation 

 

4.5.2 Data Transformation 
 

- ‘Describe’ function output after cleaning shows mean and 50% 

of quantity (sku_color is discrete variable so it is not considered) 

value has significant difference, therefore needs to be 

transformed. Log transformation is arguably the most popular 

among different types of transformations (Feng et al., 2014). 

Different transformations like log, standard scaler, cube root, and 

boxcox were tried on but log transformation showed better 

results and thus it is used for transforming the column as in below 

pseudo code: 
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Input: Column which need to be transformed 

 
1. ‘quantity’ column is log transformed 

 
o df['quantity']= np.log(df['quantity']) 

 
Output: Transformed ‘quantity’ column 

 

 

 

 

Figure 4.12: Output of ‘Describe’ function after transformation 

 

 

4.5.3 Data Cleaning: Outlier Detection, Treatment, and 
Verification: 

 

Outliers are data points which are significantly different from the rest of 

the data points in dataset, outliers are often abnormal observations that 

skew the data distribution, and are present in data due to inconsistent 

data entry, or erroneous observations (Bala, 2022). Outliers are 

abnormal values which have negative impact on the results of model or 

trying to run statistical tests and therefore, must be removed so that 

model’s performance is not impacted. Methods used to detect and treat 

outliers in this dissertation are as follows: 
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Outlier Detection: 

 

- Boxplot: Boxplot enables to visualise distribution of data by 

plotting data into quartiles which helps to identify data points 

near mean and detect outliers (Microsoft, no date). Boxplots in 

this project enables to identify the parameters/columns that 

contains outliers. Fig 4.13 shows the boxplots of each column in 

dataset before removing outliers. Post removal, boxplot is plotted 

again to verify the outcome of outlier treatment. 

 

User-defined function ‘data_cleaning’ has multiple steps, first step in 

function is to boxplot each of the independent variables which is 

implemented using ‘for loop’ and ‘boxplot’ function as shown below: 

 

Input: Dataset for which boxplot is to be plotted 

 
1. User-defined function ‘data_cleaning’ with parameter 

 

- def data_cleaning(): 
 

2. Box plot for each continuous variable is plotted 

- for col_names in predictors: 
         df.boxplot(col_names)       #plot for each predictor 

 
Output: Boxplot of each predictor variable 
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Figure4.13: Boxplots of independent variables before data cleaning 

 

- Z-score: Z-score of ‘1’ for a data point indicates that particular 

data point is one standard deviation away from the mean. In 

most datasets, 99% of values have z-score between 3 and -3 

(Hayes, 2022). Positive and negative scores indicate that points 

lie on either side of the mean. In this project, Z-score is used 

detect records which are outliers based on their Z-scores. Z-

score is calculated for each record in the dataframe, and a 

threshold of Z-score 3 and -3 is set, records with beyond the 

threshold values are considered as outliers and must be treated. 
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Figure4.14: Representation of Z-score 

 (Suresh, 2020) 

 

 

After plotting boxplot, z-scores of predictor continuous variables are 

calculated (second step in ‘data_cleaning’ function) as shown below: 

 

 

 

 

Input: Dataset for which Z-score is to be plotted 

 
1. After boxplot, z-score is calculated for independent 

continuous variables 

- for col_names in z_predictors: 
         np.abs(stats.zscore(col_names)).   #z-score calculation 

 
Output: Z-score for each record of continuous predictor variables 
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Z-score of quantity 

 

Z-score of receipted rates 

 

Z-score of average prices 

 

Z-score of online sales rates 

 

Figure 4.15: Z-scores of continuous parameters before data cleaning 

 

 

Outlier Treatment using IQR: 

 

- Inter Quartile Range (IQR) is used to measure variability by 

dividing dataset into quartiles, complete data is sorted in 

ascending order and split into four quartiles- Q1representing 25th 

percentile of data , Q2- 50th percentile of data, Q3- 75th percentile 

of data, and Q4 (Maini, 2020). In the project, a function is created 

to calculate IQR which is the difference between Q3 and Q1. 

Data points which lie below Q1- 1.5*IQR or above Q3+ 1.5*IQR 

are considered as outliers and same has been implemented to 
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detect and remove outliers (third step in ‘data_cleaning’ function) 

in this project as below:  

 

Input: columns which need to be cleaned 
 

1. Calculate 25th(Q1),75th(Q3) percentiles. IQR (Q3-
Q1), upper and lower bounds are calculated. 

for col_name in predictors: 
 
- Q1 = np.percentile(col_name, 25) # similarly Q3 with 

parameter as 75 
 
- upper_bound = values in column_name greater than 

(Q3 + 0.5 * IQR) 

 
- lower_bound = values in column_name less than (Q1 - 

0.5 * IQR) 
 

2. Records beyond upper and lower bounds are dropped 
 

- df.drop(indexes in upper_bound, inplace=True) 
#similarly for lower bound 
 

Output: Records (indexes) which contained 
outliers are removed from dataset.  
 

 

 

Treatment Verification:  

 

Boxplot is used to identify columns containing outliers and then Z-score 

is used to identify the values which are outliers in respective columns 

and IQR is performed to remove the respective outliers based on 

calculated IQR values and transformation is done to normalise the data 

points. The outlier detection and treatment are verified again using the 

boxplot and Z-scores on processed dataset after outlier removal and 

data transformation, z-scores between +3 and -3 are acceptable. 
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Figure 4.16: Boxplots of independent variables of model after data cleaning 

 

 
 

 

Figure4.17: Combined plot of all 

independent variables before cleaning 

Figure4.18: Combined plot of all 

independent variables after cleaning 

 

 

 

 



 78 

 

Z-score of quantity 

 

Z-score of receipted rates 

 

 

Z-score of average price 

 

 

Z-score of online sales rates 

 

Figure4.19: Z-scores of continuous parameters after data cleaning  
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4.6 Model Creation and Evaluation 
 

Post outlier detection and treatment processed data can be used to fit 

in the model. In this project, one function has been created to evaluate 

three models on same dataset namely, Light Gradient Boosting 

Machine (LightGBM), RandomForest Classifier, and Logistic 

Regression. The function involves multiple steps which are described 

as below: splitting of data into training and testing sets, fitting data in 

models, making predictions, identifying important features influencing 

outputs, and calculating different scores to validate model like cross 

validation score, testing and training accuracy, model accuracy, roc 

score and curve plot, plotting confusion matrix, and classification report. 

 

4.6.1 Splitting data: 
 

Data is split into training and testing sets to prevent overfitting 

and to accurately evaluate the model’s prediction and efficiency. 

Train and test split is simple and quick method to train algorithm 

and compare prediction results of algorithm with the testing 

dataset (Isitapol, 2022). Data splitting is used in data modelling 

where models are created to make predictions using advanced 

analytics (Gillis, no date). The data has been split in ratio of 

70:30, where 70% data is used as training set and remaining 

30% as testing set, so that both datasets created are of 

significant size. Split has been performed using ‘train_test_split’ 

function. 

- Overfitting: 

Overfitting is a concept in data science, which occurs 

when a statistical model fits exactly against its training 

data and the algorithm unfortunately cannot perform 
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accurately against unseen data, defeating its purpose 

(IBM Cloud Education, 2021). 

 

Function ‘model_eval’ is defined with parameter as ‘ml_model’ which 

splits data into training and testing dataset: 

 

Input: Processed final dataset which is used to train model and 
make predictions.  

 
1. Splitting data in training and testing dataset 

 
- def model_eval (ml_model): 

 
                      x_train, x_test, y_train, y_test= train_test_split(df[predictors],                                                

df[dependent/outcome],  test_size=0.3, random_state=10) 

 

Output: Training dataset with 70% size and testing dataset with 

30% size are created 

 

Other predictor variables after transformation can be added in 

predictors list to carry analysis specific to any product e.g., footwear or 

specific brands as it has been implemented in dissertation. Below 

pseudo code explains same: 

Input: Transformed column with values and then add to predictors  

 
1. Transforming values in column before adding to dataframe: 

 
- if (pred== 'Footwear'): 

        df['footwear'] = df['col_name']contain ('shoes|cleats|footwear')        

- if (pred== 'Brand'): 

        df['brand'] = df[‘col_name']contains('NIKE| ADIDAS') 

 

2. Defining predictors list based on new transformed columns 
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- predictors= ['receipted_rate', 'sku_color', 'sku_size', 'avg_price_product', 

'quantity', 'ecom_rate', 'footwear' ] 

- predictors = ['receipted_rate', 'sku_color', 'sku_size', 'avg_price_product', 

'quantity', 'ecom_rate', 'brand'] 

 

Output: New predictor list which can be used in analysis for 

specific product or brands and any other parameters. 

 

4.6.2 Model fitting and prediction: 
 

After splitting data, training data is fed into model to train it. In this 

project, three models have been fed same training dataset to make 

better comparison among the model’s performance. Training data is fed 

into the model using ‘fit’ function. Once model fitting is done 

successfully, the model can learn about the data and make predictions. 

 

Fitting data to model:  

 

Once model is initialised ‘fit’ method trains the algorithm on the training 

data (Ebner, 2022). Models have different hyperparameters to tune the 

model, an improper fitted model doesn’t provide expected outputs and 

can be less helpful in deriving insights and expected outcomes. A 

properly fitted model must capture complex relationship between 

independent and dependent variables. 

 

- Models have different data requirements like LightGBM model 

can learn and handle null values in training dataset itself. In 

LightGBM, three hyperparameters are used in fit function, 

namely, learning rate, max depth, and random state (second 

step in ‘model_eval’ function) as shown in below code: 
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Input: Training dataset and defining model with 
hyperparameters  

 
1. Defining model: 

 

- if (ml_model== 'LGBM'): 
  mod = LGBMClassifier(learning_rate=0.09, max_depth=3,       
random_state=42) 
 

2. Fitting the model using training data and 
hyperparameters: 
 

- mod.fit(training dataset, (testing dataset)], 
categorical_feature=[col_names]) 

 
Output: LightGBM model is defined and is trained with 
training dataset 

 

- While RandomForest and Logistic Regression cannot handle 

null values which makes it necessary to treat the null values and 

has been treated using ‘SimpleImputer’ class. 

‘SimpleImputer’ provides basic strategies for imputing missing 

values like imputing with a provided constant value, or using the 

statistics (mean, median or most frequent) of each column in 

which the missing values are located (scikit learn, no date). After 

replacing null values, both the algorithms are defined and trained 

using training dataset. RandomForest has been tuned using two 

hyperparameters in ‘fit’ function- number of estimators and 

maximum depth as shown in below pseudo code: 

 

Input: Replacing null values in columns, training dataset, 
and defining model with hyperparameters 

 
1. Replacing null values using Imputation technique: 

- elif (ml_model== 'RF'): 
 
        imp = SimpleImputer(replace ‘NaN’ with mean) 
 
        imp_train = imp_train = imp.fit(df['col_name] 

https://scikit-learn.org/stable/modules/generated/sklearn.impute.SimpleImputer.html#sklearn.impute.SimpleImputer
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2. Defining model: 

 
- mod = RandomForestClassifier(n_estimators=100, 

max_depth=3) 
 

3. Fitting the model using training data and 
hyperparameters: 
 

- mod.fit(predictor, independent- train set) 
 
 

Output: RandomForest model is defined and is trained with 
training dataset 

 

Input: Replacing null values in columns, training dataset, 
and defining model with hyperparameters 

 
1. Replacing null values using Imputation technique: 

o elif (ml_model== 'LR'): 
 
                  imp = SimpleImputer(replace ‘NaN’ with mean) 
 
                   imp_train = imp.fit(df['col_name] 
 
 

2. Defining model: 

 
o mod= LogisticRegression() 

         
3. Fitting the model using training data and 

hyperparameters: 
 

- mod.fit(predictor, independent- train set) 
 

Output: Logistic Regression model is defined and is trained 
with training dataset 
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4.6.3    Prediction 
 

After training data has been fit into the model successfully then the 

model can be used to make predictions on unseen data and the 

predictions can also be validated using the model on testing dataset. 

Predictive analytics comprises many statistical techniques 

including machine learning, predictive modelling and data mining and 

uses statistics (both historical and current) to estimate, or ‘predict’, 

future outcomes (Wakefield, no date). Predictions on existing data is 

performed on testing dataset using ‘predict’ function and of respective 

models and same can also be used to predict new instances (Brownlee, 

2020).  

 

Model can make predictions on testing dataset of predictor variables 

(third step in ‘model_eval’ function) as below: 

 

Input: Testing dataset 

 
1. Prediction using model: 

 

o mod.predict(testing dataset) 

     
Output: Prediction data is available which is made using predictors 

in testing dataset. 

 

 

4.6.4 Important Features 
 

One of the objectives of project is to identify features or dependent 

variables which influence the outcome of model based on scores. 

Models have attribute ‘feature_importances_’ which assigns score to 

features of machine learning model that defines how “important” is a 

feature i.e., enabling feature selection (Bonaros, 2021).  It measures 

https://www.sas.com/en_gb/insights/analytics/machine-learning.html
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contribution of each feature on the outcome of the classifier regardless 

of shape, direction of effect, or relationship (Saarela and Jauhiainen, 

2021).  

The below grid explains how important features are identified (fourth 

step in ‘model_eval’ function): 

 

Input: Calling inbuilt function of model 

 
1. Identifying important features using inbuilt function of 

model: 
 

o feat_importances = pd.Series(mod.feature_importances_, 
index=training dataset columns) 
     

Output: Series with predictor name and importance score. 

 

 

4.6.5  Cross-validation score 
 

Cross-validation (CV) is used to quantify generalisation ability of 

predictive models and restricts overfitting using data resampling 

method, CV belongs to family of Monte Carlo methods (Berrar, 2018). 

Cross-Validation is a powerful tool and understand data and provides 

information about algorithm’s performance (Shulga, 2018). It partitions 

data into defined number of partitions or folds, predictive analytics is 

implemented on all the folds and the average of error estimate is 

considered as CV score.  

 

‘Kfold’ function is used to define number of folds and other relevant 

parameters which are used to calculate CV score. Average, minimum, 

maximum and standard deviation (summary) among the CV scores 

across folds have also been calculated to get better understanding of 

overall CV score. 
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- Kfold: In this method, dataset is divided into ‘k’ number of folds, 

for each model build model on ‘k-1’ folds and test model’s 

performance on kth fold. This process needs to be repeated until 

each fold in ‘k’ folds becomes test set. Finally average of 

accuracies of model is called as CV score and serve as 

performance metric for the model (Goyal, 2021). 

 

- CV score was calculated (fifth step in ‘model_eval’ function) in 

project as shown in below pseudo code: 

 

Input: Calling inbuilt function of model 

 
1. Defining method to perform cross-validation: 

o cv1 = KFold(number of splits, random_state=1, 
shuffle=True) 
 

2. Calculating CV score: 
 

o cv_score= cross_val_score(mod, predictor_vars, 
dependent_var , cv=cv1, scoring='accuracy')     

 
3. Summary of CV score: 

 

o np.mean(cv_score), np.std(cv_score), np.min(cv_score), 
np.max(cv_score) 
 

Output: CV scores of datasets with its summary 

 

4.6.6 Model Accuracy (Training and Testing Accuracy) 
 

A model’s accuracy is based on correct predictions that are made 

based on the columns in training dataset, training files are bundled and 

then verified against algorithms to predict accuracy (IBM, 2022). 

Training accuracy means how much of identical data are used for both 

training and testing and training, whereas test accuracy explains how 
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trained model is able to identify data which were not included in training 

dataset (Jeon et al., 2020).  

 

 

 

Figure4.20: Representation of Training and Testing Accuracy  

(Jeon et al., 2020) 

 

‘model_name.score’ function is used calculate model score with inputs 

as independent and dependent variables as shown in below pseudo 

code: 

 

Input: Predictor and Independent Variables 

 
1. Calculating model score:  

 

o mod.score(predictor_vars, dependent_var))     

 
Output: Overall score of respective model 
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4.6.7 AUC Score 
 

The ‘metrics.accuracy_score’ function accepts two arguments- 

predicted values using model and testing dataset, each pair of testing 

and predict labels is compared in iterations to record correct 

predictions then the number of correct predictions is divided by total 

number of labels to calculate accuracy score (Java Point, no date). 

Accuracy is the number of correct predictions from all predictions 

made (IBM, 2022). In section 2.3, a literature highlights importance of 

model accuracy score for classification models (Kulkarni, Batarseh 

and Demir, 2020). Accuracy is one of the widely used metrics to 

measure the performance of the model.  

 

 

Figure4.21: Accuracy Score 

 (Long, 2018) 

 

The below pseudo code shows general syntax to calculate AUC score 

using ‘roc_acc_score’ function with parameters as dependent 

variable’s testing set and values predicted using model: 

 

Input: Dependent Variable of testing dataset and predicted values 

 
1. Calculating AUC score:  

 

o roc_auc_score(y_testing_datset, predicted_values)) 
 

Output: AUC score of prediction 
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4.6.8 ROC Curve 
 

A Receiver Operating Characteristic (ROC) curve is a graphical plot 

used to visualise the performance of a binary classifier system as its 

discrimination threshold is varied (Scikit Learn, no date). In many 

applications, ROC shows how a predictor compares to the true 

outcome with a great advantage of estimating performance without 

pre-defined threshold it gives criteria to choose an optimal threshold 

based on certain cost function or objective (Muschelli, 2019).  

 

The ‘roc_curve’ function takes two arguments as testing dataset of 

dependent variable and the calculated probability of predicted 

outcomes and plots roc curve as output as displayed in below pseudo 

code: 

 

Input: Testing dataset and probability of predicted outcomes 

 
1. Plotting ROC curve: 

 

o metrics.roc_curve(y_testing_dataset, probability of 
outcomes) 

 
Output: ROC curve of predicted outcomes 

 

4.6.9 Prediction Probability 
 

One of the objectives of this project is also to determine the probability 

of predicted returns. The model classifies whether product will be 

returned or not and ‘predict_proba’ function enables to identify the 

probability of event. The ‘sklearn’ estimators implement 

the ‘predict_proba’ method that returns the class probabilities for each 

data point in an array of lists containing probabilities for each data 
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point (Myrianthous, 2021).  ‘predict_proba’ function uses the line 

equations passed through a sigmoid activation function to calculate 

the prediction probabilities (Radecic, 2021). 

 

‘model_name.preict_proba’ function is used to calculate probability of 

the outcomes with argument as testing set of independent variables 

as shown in below pseudo code: 

 

Input: Testing dataset of predictors 

 
1. Calculating probability of predictions:  

 

o mod.predict_proba(x_test) 
 

Output: Probability of each predicted outcome 

 

 

4.6.10  Confusion Matrix 
 

Performance of a classification model can be measured using 

Confusion matrix, an N x N matrix, where N is the number of target 

classes (Bhandari, 2022). Confusion matrix is a matrix of counts of 

True Positive (TP) values, True Negative (TN), False Positive (FP), 

and False Negative (FN) values. These values are comparison of 

actual target variables and those which are predicted using model.  
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Figure4.22: Confusion Matrix Diagram 

 (Bhandari, 2022) 

 

The below pseudo code shows general syntax to plot confusion matrix 

using ‘plot.confusion_matrix’ function with model, independent and 

dependent variables testing set as arguments of function: 

 

Input: Testing dataset and probability of predicted outcomes 

 
1. Plotting Confusion matrix: 

 

o metrics.plot_confusion_matrix(mod, x_testing_set, 
y_testing_set) 
 

Output: Confusion matrix  
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4.6.11 Classification Report 
 

It is report of the classification which summarises majority of details 

about the classification, the report includes summary of the 

classification performed by the models in the project. The importance 

of scores in classification report has been highlighted briefly in literature 

review section (Orozco-Arias et al., 2020). The summary report is 

created for each model. It comprises of mainly 5 columns and (N+3) 

rows, where columns include class label’s name followed by Precision, 

Recall, F1-score, and Support, N rows are for class labels and other 

three rows are for accuracy, macro average, and weighted average 

(Saini, 2022). 

 

Using values from confusion matrix below parameters are calculated: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 𝑅𝑒𝑐𝑎𝑙𝑙 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ∗

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Classification Report Values Formula (Kanstren, 2020) 
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The below pseudo code shows syntax to print classification report using 

‘metrics.classification_report’ function with dependent variable testing 

set and predicted values as parameters of function: 

 

Input: Testing dataset and probability of predicted outcomes 

 
1. Display classification report: 

 

o metrics.classification_report(y_testing_set, 
mod.predict(x_testing_set)) 
 

Output: Classification Report 

 

4.6.12  SHAP values 
 

The models implemented provide insights, prediction, different 

validation scores, etc. whereas, SHAP values help to understand the 

contribution of features of model in prediction/classification. SHAP is 

an acronym for Shapley Additive exPlanations. SHAP values interpret 

the contribution of a feature for having respective score in comparison 

to predicted values using baseline values (Danb and Cook, no date). 

SHAP values calculation uses cooperative game theory to measure 

quantify positive or negative contributions towards final outcome for a 

particular record in dataset (Mage, 2021).  
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Figure4.23: Representation of SHAP (Mage, 2021) 

 

Below are the plots which elucidate the contribution of features and 

working of model: 

 

4.6.12.1 SHAP Summary Plot 
 

The plot displays the contribution of each feature on the 

classes of outcome, outcome can be binary or multi class 

(Cohen, 2021).  For each feature, different colours can be used 

to symbolise different classes of outcomes.  

 

‘shap.summary_plot’ function is used to plot summary plot with 

SHAP values, independent variables values and other optional 

parameters as inputs as shown in below pseudo code: 

 

Input: SHAP values, predictor variable values, and labels 
on axes 

 
1. Function to plot SHAP summary: 
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o shap.summary_plot(shap_values, predictors.values, 
plot_type=bar, labels on X-axis, labels on Y-axis) 
 
 

Output: SHAP Summary plot 

 

 

4.6.12.2 SHAP Dependence Plot 
 

In Dependence plot, x-axis mentions true values of feature and 

y-axis mentions SHAP values of same features and the 

dispersion in graph represents the interaction effects between 

the two values (SHAP, no date b). The plot helps to analyse the 

complexity of relation between feature’s values and it’s SHAP 

values. 

 

‘shap.dependence_plot’ function is used to plot dependence plot 

with number of iterations, SHAP values, lables, and independent 

variable’s values as arguments as shown in below pseudo code: 

 

Input: SHAP values, predictor variable values, and labels 
on axes 

 
1. Function to plot SHAP Dependence: 

 

o for i in (lenth of predictors): 
 
        shap.dependence_plot(i,  shap_values,     
df[predictors].values,  feature_names=predictors) 
 

Output: SHAP Dependence plot 
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4.6.12.3 SHAP Force Plot 
 

This plot can be used to analyse the case of a particular 

observation how features influenced the prediction made by 

model, it is used for error analysis or for detailed understanding 

of an observation (Cohen, 2021). 

 

The below pseudo code shows syntax to plot force using 

‘shap.force_plot’ function with expected values, SHAP values 

and independent variable’s values as parameters of function: 

 

Input: Expected values, SHAP vales, predictor variable 
values, labels on axes, and plot method 

 
1. Function to plot SHAP Dependence: 

 

o shap.force_plot(expected_value, shap_values, 
df[predictors].values, feature_names=predictors, 
matplotlib=True) 
 

Output: SHAP Dependence plot 

 

 

4.6.12.4 SHAP Waterfall Plot 
 

Waterfall plot is next local level understanding of a particular 

record and its outcome calculated by model, the parameters of 

waterfall plot function need specific record as input to create 

the plot (Cohen, 2021). The values indicate effect of each 

feature on the predicted outcome. 

 

The below pseudo code shows syntax to plot waterfall using 

‘shap.waterfall_plot’ function with expected values, SHAP values 

and independent variable’s test set as parameters of function: 
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Input: SHAP vales, expected values, data, labels on axes, 
and plot method 

 
2. Function to plot SHAP Waterfall: 

 

o shap.waterfall_plot(shap.Explanation(values=shap_ 
values, expected_value, data=x_test_rows  
    feature_names=x_test.columns 

 
 

Output: SHAP Waterfall plot 

 

4.6.12.5 SHAP Decision Plot 
 

The plot describes the overall effect and interaction of 

observations on particular outcome unlike dependence plot 

where it shows effect of single feature on prediction. It accounts 

both main and interaction effects during plot (SHAP, no date a).  

 

‘shap.decision_plot’ function with arguments as expected 

values, SHAP values, and data to be plotted is for decision 

plotting as shown in below pseudo code: 

 

Input: SHAP vales, expected values, data subset, labels on 
axes, and plot method 

 
1. Function to plot SHAP Decision: 

 

o shap.decision_plot(explainer.expected_value, 
shap_values, data_subset, ignore_warnings=True) 
 

Output: SHAP Decision plot 
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5 Result and Analysis 
 

The objective of this dissertation is to predict if a product will be returned 

or not based on the product’s characteristics. To do so, we train three 

different machine learning algorithms: LightGBM, RandomForest, and 

Logistic Regression. We first study and compare the predictive 

performance of the three algorithms. Using the best-fitting model 

(LightGBM), we then analyze how different product characteristics 

affect the likelihood of a product being returned.  

 

5.1 Prediction results 
 

The three grids below display the predicted classification of each 

algorithm along with the probability of predicted outcome. In grid ‘1’ 

represents prediction that product will be returned (return rate greater 

than or equal to median value) and ‘0’ represents prediction that product 

will not be returned (return rate less than median value). Below are the 

following figures of prediction of three models: 
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Figure5.1: Prediction/Classification using LightGBM 

 

 

Figure5.2: Prediction/Classification using RandomForest 
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Figure5.3:Prediction/Classification using Logistic Regression 
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5.2 Model accuracy score 
 

The next verification step to measure model’s performance is model 

score. Model score helps to measure correct predictions/classifications 

to total predictions (Developers Google, no date). Below figures shows 

model scores based on dataset passed of all three models: 

 

 

 
 

 

 
 

 

 
 

Figure5.4: Scores-
LightGBM 

Figure5.5: Scores- 
RandomForest 

Figure5.6: Scores- 
Logistic Regression 

 
 
The above grid shows that the performance of LightGBM in terms of 

accuracy is better than the other two models on all three data partitions.  

 

5.2.1 Cross-Validation (CV) score  
 

Without appropriately chosen hyperparameters, machine learning 

models may exhibit poor predictive performance due to over-or-

underfitting. To assess how the models perform out-of-sample, we 

conduct 10-fold cross-validation. ‘Cross_val_score’ runs cross 

validation on dataset to understand whether model’s generalisation 

ability over whole dataset, it returns one score per split and average of 

those scores is the output (Allwright, 2022) as CV score in dissertation. 

The accuracy score of test and train set is not by chance thereby we 

verify it with CV score. Below figures show CV score of each fold and 
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summary of CV scores of all folds for the models implemented in 

dissertation: 

 

 

 

Figure5.7: CV score of 10-folds (LightGBM) 

 

 

 

Figure5.8: CV score summary of folds (LightGBM) 

 

 

 

 

Figure5.9: CV score (RandomForest) 

 

 

 

 

Figure5.10: CV score summary (RandomForest) 
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Figure 5.11: CV score (Logistic Regression) 

  
 

 

 

Figure 5.12: CV score summary (Logistic Regression) 

 
 

The summary of scores of all three models shows that LightGBM best 

fits the data and underscores the better performance of LightGBM. 
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5.3 AUC score 
 

The accuracy metric can be uninformative especially for imbalanced 

datasets. In classification problems, the AUC score can be used as an 

alternative metric to evaluate predictions (Zvornicanin, 2021). Contrary 

to the accuracy metric, the AUC metric can better handle imbalanced 

data. Below figures show the AUC scores of all three models:   

 

 

 
 

Figure5.13: AUC score- LightGBM 

  

 

       

 

Figure5.14 :AUC- RandomForest 

 

 

         

 

Figure5.15: AUC- Logistic Regression 

 
 
The AUC score of LightGBM model is best among the three model 

underlining the performance in making predictions by model. 
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5.4 ROC Curve 
 
The AUC score is a summary measure of the ROC curve. 

Accordingly, the ROC curve is another suitable technique to evaluate 

model performance. The ROC curve shows how the False Positive 

Rate (FPR) and True Positive Rate (TPR) vary with different 

classification threshold values (Naveenkumar, 2021). The x-axis is the 

FPR and the y-axis is the TPR. Just like the AUC, the ROC curve is a 

good tool to visualize the performance of binary classification 

algorithms even for imbalanced datasets. Below are the ROC curve 

plots for all three models:  

 

 
 

 
 

 
 

Figure5.16: ROC Curve- 
LightGBM 

Figure5.17: ROC Curve- 
RandomForest 

Figure5.18:  ROC 
Curve- Logistic 

Regression 

 
 

The ROC curve for LightGBM is generally above the ROC curve of the 

other two models, further substantiating that LightGBM outperforms 

the other two models.  
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5.5 Confusion Matrix 
 

The confusion matrix is another common technique to assess the 

performance of classification algorithms. It can also be used to calculate 

recall, F1, precision, and accuracy score (Narkhede, 2018) to be 

displayed in a classification report. The confusion matrix shows True 

Positives, False Positives, False Negatives, and True Negatives values 

as predicted by models. Below figures show the confusion matrix for 

each of the three models:  

 

 

 

Figure5.19: Confusion Matrix- LightGBM 
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Figure5.20: Confusion Matrix- RandomForest 

 

 

 

Figure5.21: Confusion Matrix- Logistic Regression 
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5.6 Classification Report 
 

The classification report is a commonly used format to summarize the 

performance of classification algorithms using several key metrics. 

The values in classification report can be derived from the values in 

the confusion matrix (Chouinard, 2022). Precision is the ratio of 

correct positive predictions to total positive predictions, recall is the 

ratio of correct positive predictions to actual positives, F1 score is the 

harmonic mean of precision and recall, and support is the number of 

values in each class (Zach, 2022). The higher the accuracy, precision, 

and F1 score the better is the model (Exsilio Solutions, 2016).   

 

 

 

Figure5.22: Classification Report- LightGBM 
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Figure5.23: Classification Report- RandomForest 

 

 

 

 

Figure5.24: Classification Report- Logistic Regression 

 

The output of the classification report further underscores the superior 

performance of LightGBM compared to the other two models based 

on all three scores in the report. 
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5.7 Analysis of Model 
 

Across all metrics and evaluation techniques – CV score, accuracy 

score, AUC score, classification report LightGBM performs better that 

other two models. Therefore, LightGBM will be used as the basis of 

feature selection, i.e. the identification of important features that 

influence the return rate of a product and classification prediction. 

LightGBM with its additional property to handle null values, categorical 

features, missing values, and speed of processing becomes the most 

preferred algorithm to be used for prediction. 
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5.8 Feature Importance 
 

The importance of features can be assessed with regard to different 

metrics. A standard approach is to measure a feature’s importance by 

the number of times it appears in a split of the tree/forest. In 

LightGBM, this metric can be accessed using ‘feature_importances_’ 

attribute. It provides the number of times each feature was included in 

a split. Below figures show features and their importance score value 

and plot:  

 

  

 

Figure5.25: Plot for Important Feature Figure5.26: Important Features scores 

 

Out of all features, the average price of the product followed by its 

colour and quantity affect product’s model’s output the most. The 

importance of the colour feature may signify that the product image or 

quality doesn’t match a customer’s requirements.   
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5.9 SHAP Values and Plots 
 

A more novel approach to assess feature importance are SHAP 

values. The purpose of SHAP values is to explain the contribution of 

each feature to the predicted outcome (Christophm, no date). There 

are different SHAP plots which can help to understand the importance 

of different features and their role in a model’s prediction. Below are 

SHAP values and plots with LightGBM as input model:  

 

5.9.1  SHAP Values: 
 

Below figure shows the SHAP value for each feature in each predicted 

outcome:  

 

 

 

Figure5.27: SHAP Values 
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5.9.2  Summary plot: 
 

A summary plot provides a visual overview of the contribution of each 

feature to a model’s prediction across all observations. Each point in 

the plot describes the SHAP value of feature for a given record. The, y-

axis indicates the feature and the x-axis indicates the SHAP value. 

‘avg_price_product’ is the most important feature according to the 

summary plot, and plays a significant role for predicted outcomes, 

followed by the ‘receipted_rate’ and ‘sku_size’ features. The first image 

below shows SHAP values across individual instances and the second 

image shows mean SHAP values of each feature in order of importance 

for both class of prediction:  

 

 

 

 

Figure5.28: Summary Plot-1 
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Figure5.29: Summary Plot-2 

 

  

5.9.3 Dependence plot 
 

Multiple features may jointly affect the performance of the model. The 

dependence plot is one way to assess such feature interactions. It plots 

feature values on the x-axis, SHAP values on the y-axis and interaction 

effects with another variable via the color dispersion in the plot. The plot 

helps to understand interaction effects between two features of the 

model. Below, we can see that there is a considerable interaction effect 

between ‘receipted_rate’ and ‘ecom_rate’, and between 

‘avg_price_product’ and ‘sku_color’.  
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Figure5.30: Dependence Plots 

 

5.9.4  Force Plot 
 

Force plot explains how each feature contributes towards pushing the 

model from baseline values to the predictions it makes. The extent of 

each feature’s contribution towards the model prediction is shown in the 

plot. For the observation displayed below, the features ‘quantity’ and 

‘ecom_rate’ significantly push the predicted likelihood of return up. 

Below is the force plot for the LightGBM model in this dissertation:  

 

 

 

Figure5.31: Force Plot 
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5.9.5 Waterfall Plot 
 

An alternative to a force plot is a waterfall plot. This plot shows how 

every feature helps model to move towards the predicted value from 

the expected baseline value. It considers a single record to make the 

plot which can be analysed in detail. For the record considered in below 

image, the predicted return likelihood is negatively impacted by 

‘avg_price_product’ and positively impacted by ‘sku_size’.  Below is the 

waterfall plot for an instance in the data:  

 

 

Figure5.32: Waterfall Plot 

 

 

5.9.6  Decision Plot 
 

The y-axis represents features and x-axis represents model’s output, 

by default the features are ordered in descending order of importance 

in decision plot (SHAP, no date a). It shows how the predicted outcome 

changes across features. Feature ‘avg_price_product’ contributes most 
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to the predicted outcome by model. In below plot, features are getting 

overlapped and therefore we are getting such plot. It is meant to show 

contribution of features in predicted outcome: 

 

 

 

 

Figure5.33: Decision Plot 
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5.10 Insights Using Visualisation: 
 

To find insights from data through visualization, ‘matplotlib.pyplot’ 

package in python is used. Processed data at product level used to 

create model is further used to develop insights.  

 

1. Footwears: Below figure shows, top five products in footwears 

highest return rate. Highest return rate is recorded for athletic 

footwear followed by Golf shoes.  

 

 
Figure5.34: Footwears with highest Return Rates 
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2. Brand Analysis:  

 

- Two popular brands ‘Brooks and ‘Vans are compared based on 

return rate and product which are returned highest. The 

visualisation helps to deduce that highest return rate in Brooks 

is recorded ‘Cleats’ which is close to 0.25. 

 

 

Figure5.35: Brooks Products with high return  

 

- In case of ‘Vans, highest highest return rate is noted for ‘Mens 

Outer Apparels’ which is around 0.15. The highest average 

return rates recorded of Vans is comparatively less than Brooks 
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Figure5.36: VANS Products returns 

 
 
 
3. Product Category Analysis: 

 

- Out of all the product categories, product with highest return 

rate is all the five mentioned in below figure. These products 

have recorded return every time they are ordered which needs 

to be investigated further based on sales, mode of sale, 

department, and other characteristics. 
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Figure 5.37: Products with highest return rates 

 
- The below figure depicts the product with highest sales in data, 

it is recorded that ‘Non- merchandised’ items are sold the most.  

 

 

 
 

Figure5.38 Products with highest Sales 
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6 Conclusion 
 

Based on different verification and validation techniques like model 

score, ROC curve and score, cross-validation score, confusion matrix, 

classification report output and others it can be concluded that 

LightGBM is the most appropriate among three models to make 

classification based on the available data. Classification report provides 

complete summary of performance of LightGBM model and enables it 

to compare with other two models. Along with ‘feature_importance_’ 

function of LightGBM SHAP values and plots promoted better 

understanding of contribution of features. Among all features significant 

contribution towards predicted classification outcome is 

‘avg_price_product’ i.e., average price of product. 

 

Chapter 2 enables in learning different models and approaches of 

predictive analytics in retail, some algorithms are learned in-depth to fit 

the problem statement and enable to achieve dissertation objectives. 

Importance of different features on model’s performance was discussed 

in multiple literatures. After literature review, there was great 

understanding of different models, retail analytics, identifying features, 

and approach towards implementation. 

 

In Chapter 3, how to select a model based on problem statement and 

data available was discussed which is a great challenge in 

implementing machine learning algorithms. There are multiple types of 

algorithms, multiple ways to implement it, different requirements in data  

for algorithms which are important to understand before approaching 

implementation. Three models were identified considering problem 

statement and analysed further based on data available and feasibility 
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with the problem statement. The chapter also included overview and 

understanding of data which highlighted storage,  

 

Chapter 4 explains complete implementation steps starting from data 

collection from data warehouse, data cleaning in PostgreSQL followed 

by pre-processing in Python, implementation of models- fitting, 

prediction, feature selection, etc. and verification of working of models 

involved model score, ROC score, confusion matrix, CV score, 

classification report. This chapter is body of dissertation involving 

complete execution of algorithms to accomplish project objectives. 

 

In Chapter 5, results of implementation of all three models were critically 

verified and analysed as only one model had to be selected for making 

predictions. The most appropriate model is LightGBM considering all 

verification scores like model score (0.783), ROC accuracy score 

(0.779), F1 score (0.79 and 0.77), precision (0.81 and 0.74) and other 

scores and plots and feasibility towards project objectives. ‘Feature 

Importances’ identified using LightGBM were further analysed using 

SHAP values and plots which helped in better understanding of how 

model was able to make predictions and contribution of each feature in 

predictions. Average price of product was identified as most 

contributing feature towards the prediction/classification outcomes with 

importance score of 178 obtained using LightGBM and SHAP plots like 

summary plot and decision plot back the output of LightGBM. 
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6.1 Managerial Implications 
 

Retail sector is on boom across regions along with high rate of 

acceptability of advanced analytics in retail. However, further 

investment in technology, data storage, human resources, and 

infrastructure is required. Technology has proven to help retailers 

increase their revenues, customer loyalty, and enhanced customer 

experience. Multiple services offered by retailers can be explored, 

analysed, and enhanced using sophisticated technologies which can 

play significant role in day to day and long-term business. 

 

The intent of dissertation is to curb product returns which would reduce 

capital and other resources losses and environmental damage caused 

due to reverse logistics. The result of this dissertation enables to predict 

product returns based on characteristics of product with the probability 

of prediction. Similarly, an advanced module implemented by Appriss 

namely, ‘Verify’ predicts product return in real time, therefore, result of 

dissertation can be aligned with solutions like ‘Verify’ to enhance 

prediction results with more parameters (product characteristics) in 

prediction model. The result also enables to identify characteristics of 

products that cause returns; corrective actions or enhanced return 

policy regarding respective products can be implemented. The study 

highlights characteristics of product which are going unnoticed by 

retailers as cause of returns. Results can be used by retailers to 

forecast returns, identify causes of returns of respective products, fix 

the responsibility as returns can be because of quality (manufacturer or 

supply chain), price (retailer), or mode of purchase (online or offline). It 

would result in lesser returns, lower financial losses, and satisfied 

customers.  
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7 Discussion 
 

The model in dissertation is successfully able to make predictions and 

highlights importance of advanced analytics is retail. Same has been 

reflected in literatures in chapter 2 which mention high adoption of 

advanced analytics in retail but do also mention challenges associated 

with it (Rooderkerk, DeHoratius and Musalem, 2022), (Karabulut, 

2022). In a literature, author implements multiple Machine Learning 

(ML) Classification algorithm and compares them for better results 

(Sreekumar et al., 2020), similar approach and process has been 

implemented in dissertation. With similar approach and models- 

LightGBM and RandomForest to predict product returns was 

implemented in a literature (Hofmann et al., 2020). These literatures 

helped to shape the analysis workflow and implementation in 

dissertation. However, using advanced ML algorithms probability of 

outcomes were also identified in dissertation which has not been 

implemented in any of the literatures mentioned in chapter 2. 

 

The working of LightGBM algorithm in classifying returns has been 

mentioned by authors in their literature (Dzyabura, Kihal and Ibragimov, 

2018). Confusion matrix helped to evaluate performance and 

understanding of correct and incorrect outcomes of all three models in 

dissertation as mentioned by Kulkarni and others in a 

literature(Kulkarni, Batarseh and Demir, 2020). Classification report in 

dissertation made it easy to compare models with relevant scores in the 

report, report is created based on values in confusion matrix and 

provide great insights.(Orozco-Arias et al., 2020). ROC curve plotted 

for all three models are easily interpretable and reliable plot to assess 

and compare performance of classification models as highlighted in a 

literature (Fawcett, 2006). SHAP values and plot in dissertation enabled 
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to understand contribution of each feature towards predicted outcome, 

plots showed average price as most important feature in LightGBM 

model. SHAP plots are one of the best methods to detect important 

features in a classification model (Marcilio and Eler, 2020).  

 

7.1 Limitation and Future Research 
 

- Other classification algorithms like kNN, Naïve Bayes, etc. can 

also be implemented to increase scope of analysis. 

- Although method to set predictor for specific category of 

products were created but analysis was not performed to specific 

product categories like footwear, sports goods, etc.; all product 

categories were included in analysis.  

- Data of more retailers can be combined and analysed so as to 

broaden analysis for more product categories. Further, products 

can be segregated sector-wise and analysed. 

- As analysis was carried out in Appriss’s virtual environment, 

visualisation tools cannot be installed and it restricted to perform 

in-depth analysis and identify patterns using visualisations and 

create advanced visualisations in dissertation. 

 

As there are many classification algorithms which can be implemented, 

considering time constraint, three algorithms were implemented. 

Identifying product category was difficult as data was not stored in 

appropriate format to identify categories. Data from multiple retailers 

could not be combined as data in warehouse did not mention its 

description appropriately for all records, so to combine data it was 

necessary to understand the product to conduct further analysis.  
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Future research can possibly overcome the limitations and perform 

analysis with wide range of algorithms and specific product categories. 

More classification algorithms can be learned and implemented for 

better comparative study of model’s performance. As in dissertation 

colour and size of products were identified, similarly once data from 

multiple retailers can be combined and categories can be identified by 

further cleaning and processing data.   
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9 Appendix: 
 

Below GitHub link is to access code done in PostgreSQL and Python for analysis in 

dissertation: 

 

https://github.com/Spd8097/Dissertation_Code 
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