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BACKGROUND
Contact tracing apps in the context of the pandemic 

In early 2020, the world found itself facing a new challenge, with 
the outbreak of a novel coronavirus disease – COVID-19, which 
was first identified in December 2019 in the Hubei province of 
China, spreading across countries to the point that the outbreak 
was recognized as a pandemic by the World Health Organization 
(WHO) on 11 March 2020. As we all know, the impact on public 
health of the pandemic has been – and still is – very serious. 
Alongside medical responses, governments worldwide have 
applied a number of measures such as lockdowns, use of face 
masks, widespread physical distancing measures, and active case 
finding (testing and isolation, contact tracing, and quarantine) to 
attempt to curb transmission.

Contact tracing apps were developed and released in several 
countries, including the United Kingdom, as a measure to 
combat COVID-19, speeding up the tracing of contacts of 
people found to be infected (Ada Lovelace Institute, 2020). The 
NHS COVID-19 contact tracing app was launched in England 
and Wales at the end of September 2020 to help control 
coronavirus transmission. At the time of writing, the app has 
been downloaded on more than 21 million phones, with about 
16.5 million regular users which is roughly 28 percent of the 
population (Lewis, 2021) and although numbers in the United 
Kingdom have been good, they are not impressive, according to 
researchers (Wymant et al., 2021).

Studies show mounting evidence that apps can help prevent 
infections and are a valuable public health tool (e.g., Lewis, 
2021). For example, researchers evaluated the NHS COVID-19 
app from its launch in September 2020 to the end of December 
2020. The evaluation found that the app was used regularly 
by approximately 16.5 million users (28 percent of the total 
population), and sent approximately 1.7 million exposure 
notifications (Wymant et al., 2021). Similarly, a pilot study in 
Spain found that the COVID-19 tracing app notified roughly 
twice the number of people exposed, compared with manual 
contact tracing (Rodríguez et al., 2021).

Despite mounting evidence showing the usefulness of digital 
contact tracing apps, researchers have also identified barriers to 
an app’s effectiveness, such as how well the app is integrated into 
the local health-care system (Marjanovic et al., 2020) and/or how 
they measure exposure risk (Masel et al., 2021). 

Cautions against expanding an app’s functions beyond what the 
public will accept, is also central to researchers’ concerns (Lewis, 
2021). Privacy, for instance, has been at the centre of COVID-19 
contact tracing app concerns with unprecedented levels of 
surveillance, data exploitation and misinformation being tested 
across the world since the beginning of the pandemic (Privacy 
International, 2021).
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Challenges and limitations to using contact 
tracing app technologies 

The future of public health is likely to become increasingly digital, 
and the COVID-19 pandemic for the first time ‘tested’, on a 
global laboratory, the ability of apps to help control and prevent 
infections, providing that they have adequate political backing 
and are properly integrated into public health systems (Lewis, 
2021). 

However, there are key challenges and issues that go beyond 
political decisions and integration. These challenges influence 
the willingness to use these contact tracing apps, and include 
ethical issues such as the potential abuse of user privacy rights, 
lack of trust in the government and public health authorities, 
security vulnerabilities, user behaviour and participation, and 
technical constraints (Akinbi et al., 2021). 

In terms of technical constraints, these apps are generally based 
on practical hardware technologies (e.g., Bluetooth low energy, 
possibly GPS data), so basically anyone with a smartphone can 
use and implement them. In practice, however, these types of 
apps lack sufficient real-life testing, which is problematic as their 
effectiveness, regardless of the technology used, depends, inter 
alia, on socio-behavioural factors such as public confidence and 
trust in the protection of privacy (Sweeney, 2020; Lavorgna et 
al., 2021a).  

Research carried out over the course of the pandemic, 
for instance, has shown that privacy and data security are 
core concerns of the general population in many countries 
(Farronato et al., 2020; Fitriani, 2020), with further concerns 
around transparency about how the app works, and how 
data are collected, protected, stored and shared (Alsdurf et 
al., 2020), and the potential misuse of the app technology for 

surveillance purposes (Farries, 2020; Garret et al., 2020). Abeler 
and colleagues’ study during the pandemic (2020) found out 
that there was wide support for app-based contact tracing in 
the United Kingdom (with about three-quarters of respondents 
saying that they would definitely or probably install the app, 
comparatively higher than in other countries); but respondents 
who lacked trust in the government were less favourable due to 
fears of government surveillance and hacking. 

Another challenge in the deployment of contact tracing apps 
has been the lack of alignment of international strategies for 
the regulation, evaluation and use of digital technologies (Budd 
et al., 2020). Due to myriad concerns over data privacy, several 
proposals on achieving digital contact tracing governance 
are also discussed (Okamoto & Fujita, 2020), alongside 
comprehensive regulatory systems (Farronato et al., 2020). 

As such, trust in technological solutions (Shin, 2020; Shin et al,. 
2020) and in the authorities encouraging adoption (including 
the Government) are seen to be a necessary condition for the 
implementation of technologies that require public compliance. 
Public distrust of algorithms (automated-decision making), of 
their purpose and effectiveness, and of the decisions they make, 
has been reinforced by growing cases of the harms of data-
driven decision technologies (see Angwin & Larson, 2016) as well 
as growing awareness of ethical issues such as privacy violations, 
limited explanability, transparency, and accountability (Felzmann 
et al., 2020; Lavorgna & Ugwudike, 2021). 

Broader ethical concerns and harms – digital exclusion 
and algorithmic injustice 

There are other important elements of concern that need 
to be recognised and discussed. As the pandemic unfolded, 
questions emerged around whether there was sufficient un-
derstanding of contact tracing apps and whether there could 
be a balance between protecting public health with safeguard-
ing civil rights (Sweeney, 2020). 

The debate surrounding contact tracing apps seemed to 
primarily focus on centralized (anonymized data on a central 
server) versus decentralized (data distributed on individual 
devices) approaches, becoming an argument over technical 
architectures which tends to techno-solutionism of social 
problems (Milan, 2020) and issues of privacy (as mentioned 
before). These concerns, however, have partially led to the 
marginalization of other important issues such as how people 
who failed to install these apps might be discriminated 
against, especially those who are already vulnerable or who do 
not have sufficient agency (Sánchez-Monedero et al., 2020).

As the pressure to deploy automated decision-making 
systems in the public sector become prevalent, the current 
data governance regimes and national regulatory practices 
can be intensifying existing power asymmetries (Kuziemski & 
Misuraca, 2020) that may harm certain populations by forms 
of digital exclusion and unfair outcomes. 

Concerns around digital exclusion have been emphasised, 
including in the Ada Lovelace Institute report (2020) which 
found a ‘data divide’ of inequalities in access, knowledge and 
awareness of digital health technologies used in the pandemic, 
including contact tracing apps. According to the digital inclu-
sion organization Good Things Foundation, almost 2 million 
British households do not have any internet access while a 
further 7 million people have used the internet but have no 
knowledge of how to open an app (Hern, 2020).

Some populations that are particularly vulnerable to the 
health impacts of COVID-19 (e.g., older adults, people who 
are homeless, and socioeconomically deprived populations, 
for instance those with precarious legal status or running 
from state violence) are also less likely to own a smartphone, 

potentially amplifying their risks because contact-tracing apps 
could – for similar reasons – be less likely to reduce transmis-
sion within their social circles. 

Corresponding equity issues in data-driven approaches to 
medicine can, for example, arise in electronic health records 
(EHR) that fail sufficiently to include members of disadvan-
taged or marginalized groups who are unable to access the 
health care system (Arpey et al., 2017; Gianfrancesco et al., 
2018), or in the sample selection biases that emerge when 
data availability is limited to well-resourced, digitally mature 
hospitals that disproportionately serve a particular racial or 
socioeconomic segment of a population to the exclusion of 
others. 

Critical questions and responses should also concern the 
power and control different actors hold over these technolo-
gies and the data they yield, which may include not only public 
health authorities, but other governmental agencies (e.g., 
police, immigration), universities, technology companies (data 
hosting platforms, software and social media networking 
platforms), and other players (health insurers, retailers, data 
brokers) (Pagliari, 2020).

The sociotechnical complexities around implementing contact 
tracing apps underlines the need for holistic, inclusive and 
adaptive strategies that take into account the public’s con-
text, agency and control over their own data (Pagliari, 2020; 
Hogan et al., 2021). Studies grounded in the social sciences, 
for instance, have recently found that resistance mechanisms 
to using contact tracing apps may arise such as conspiratorial 
thinking (Lavorgna et al., 2021a; Lavorgna & Myles, 2021) as 
they offer some compensatory sense of control, agency and 
power by rejecting official narratives (Douglas et al., 2020; 
Imhoff & Lamberty, 2020; Lavorgna, 2021).
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The role of social media in amplifying misinformation 
and  (algorithm) distrust  

Concerns around misinformation (and, similarly, other 
forms of ‘information pollution’ such as disinformation and 
malinformation, see Wardle & Derakhshan, 2017; Lavorgna, 
2021) in social media platforms have been central to the 
power and control these platforms have in the handling of the 
pandemic (Gonzalez-Padilla & Tortolero-Blanco, 2020; Salvi et 
al., 2021). 

Social Network Sites (SNSs) have been shown to be the 
fastest and most convenient type of online platforms used to 
search for and circulate information on specific issues (Lee 
& Choi, 2018). They are also broadly used by online users 
to address and confirm specific rumours and facts during 
uncertain situations. Nowadays it is well demonstrated that 
SNSs are a powerful medium for the circulation of large 
volumes of non-supervised journalistic content (Lazer et 
al., 2018), empowering both (unwilling) misinformation and 
(malicious) disinformation, and thus provoking the possibility 
of manipulating the public’s perception of the reality through 
the spread of fake or otherwise misleading news (Ireton et al., 
2018). Scholars who have explored how SNSs have been used 
to improve or reduce trust in scientific expertise (including 
during the COVID-19 pandemic) have highlighted the capacity 
for social media to be deployed as mechanisms of misinforma-
tion, to undermine both public trust in scientific expertise and 
accompanying systems such as algorithms (see, among many 
others, Llewellyn, 2020; van Dijck & Alinejad, 2020). 

An example of social media mechanisms that play a role in 
public misinformation is the infrastructure behind Twitter 
content management. Twitter relies on a deep learning 
algorithm that has learned to prioritize content with 

greater prior engagement (Koumchatzky & Andryeyev, 
2017). By combing through Twitter’s data, the algorithm has 
taught itself that Twitter users are more likely to engage 
with  content that has already received many retweets and 
mentions, compared with content that has fewer. So, if a 
tweet is retweeted, favourited, or replied to by enough of 
its early viewers, the timeline algorithm will show it to more 
users, at which point it will tap into the biases of those 
users too – prompting even more engagement, and so on. 
At its worst, this cycle can turn social media into a kind of 
confirmation bias machine (Tufecki, 2017), one perfectly 
tailored for the spread of misinformation.

The engineering architecture of social media networking 
platforms indicates that technological companies have direct 
power and control over how information is processed, seen, 
engaged with and spread (e.g., Ugwudike & Fleming, 2021). 
This raises questions over who controls what and is central 
to concerns over algorithmic harms that arise from such 
computational form and consequent distrust in technologies 
(algorithm distrust). As discussed in Lavorgna (2021), in lack 
of more profound architectural changes, interventions from 
online intermediaries, targeting the source, are proving 
relatively ineffective, and can potentially create serious 
tensions against individual rights.

Unfortunately, polluted information and, in primis, 
misinformation phenomena during the management of 
disease outbreaks, speed up the epidemic process by 
influencing and fragmenting social response (Kim et al., 2019), 
and we witnessed this problem during the ongoing pandemic. 
As we will see, these mechanisms had an effect on the 
adoption of the contact tracing app.
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ADDRESSING THE CHALLENGE -  
A SOCIOTECHNICAL APPROACH
Our project 

Our project “To app or not to app? Understanding public 
resistance in using COVID-19 digital contact tracing”, relies 
on an interdisciplinary approach bringing together socio-
criminological and computational expertise. The project 
aimed to further understand the challenges and concerns 
using contact tracing apps from the public’s point of view 
by investigating a large Twitter dataset to unravel the social 
dynamics underpinning people’s resistance to the NHS contact 
tracing app across England and Wales. 

Twitter data, as many other comparable social media data, 
can be seen as qualitative data but on a quantitative scale; 
novel methodological approaches can be used alongside the 
traditional tools of social science researchers to make better, 
more comprehensive sense of such data. As we will see, the 
interdisciplinary, sociotechnical approach adopted in this 
study proved useful to ethically study online networks and their 
discourses at both sufficient breadth and depth. 

The understanding of public resistance to using contact tracing 
apps is inherently sociotechnical. An important part of the 
application of sociotechnical systems (STSs) is the development 
of methods, tools and techniques to assess human factors of a 
technological artifact (Waterson et al., 2016).

Researchers and policymakers recognise that even innovations 
with a rigorous and proven evidence base often fail to achieve 
uptake and spread (NHS Digital, 2017; Greenhalgh & Papoutsi, 
2019). A recent study of Marjanovic and colleagues (2020) in 
England highlights that efforts to ensure sustainable innovating 
healthcare systems require attention to multiple aspects of the 
system simultaneously, including to behavioural and cultural 
levers, as much as to the more commonly targeted technical and 
structural interventions. 

The sociotechnical approach of our study contributes to 
advancing the applications of complex systems thinking to 
major social transformation challenges (in our case, the ongoing 
pandemic) by using a combination of computational tools (i.e., 
data collection software, sentiment analysis, Natural Language 
Processing methods and network analysis) and criminological 
analytical expertise that allows for better understanding of social 
behaviours.

Insights from Criminology 

As mentioned in previous sections above, concerns around 
adopting digital contact tracing technologies tend to focus on 
the technical architectures around these technologies without 
much emphasis on users’ agency and control over how these 
technologies operate and what this means to the users. This 
opens an opportunity to analyse and understand resistance 
to adoption of contact tracing technologies from the public’s 
point of view. Thus, our study sought to enhance criminological 
understandings of the factors underpinning resistance to 
official techs such as digital tracing apps and identify remedial 
strategies. 

From a criminological standpoint, our study of the digital 
tracing app uncovers new insights that can expand current 
understandings of resistance to the new data-driven surveillance 
technologies currently transforming the landscape of decision 
making across the private and public sector, including the justice 
system.  The problem of resistance to official, policy driven techs 
is of great relevance to the discipline, particularly to the fast-
growing strand of criminology that focuses on the design and 
adoption of emerging data-driven technologies, some of which 
include the rapidly proliferating predictive algorithms.

However, the extant criminological literature has to date, mostly 
focused on coercive surveillance systems such as electronic tags 
(e.g., Nellis, 2015) and CCTV surveillance systems (e.g., Gannoni 
et al. 2017), digital prediction technologies in the criminal 
justice system (e.g., Ugwudike, 2020; Završnik, 2020), and 
sociotechnical dynamics and barriers to equitable knowledge 
production (e.g., Ugwudike & Fleming, 2021; Ugwudike, 2021). 
Our study aimed to further this research thread by investigating 
a surveillance tech that relies on public acceptance and 
voluntary adoption for effective deployment, hence filling an 
important gap in the literature. 

Insights from AI Design literature 

The study draws on sections of the AI design literature that 
explore User Experience (UX) of data-driven technologies. 
Originating initially in industry settings and used by 
organisations seeking to embed user feedback in tech design, 
Human Computer Interaction (HCI) and UX studies generate 
information required for developing responsive user-friendly 
systems. A clear and broad theme that emerges from Human 
Computer Interaction and UX studies (Blaynee et al., 2016) is the 
fact that user endorsement of the functionality, utility, usability, 
and efficiency of a system is necessary for tech adoption.

Added to this, to encourage uptake even in multi-stakeholder 
conditions, tech design should be responsive to broader 
concerns such as the sociocultural contexts of use, including 
users’ entrenched beliefs and interests (Ferreira, 2016). 
HCI offers helpful insights as the study of how people use 
technological artifacts, and their design (Stanney et al., 2007); 
HCI works at the intersection between psychology and the 
social sciences, on the one hand, and computer science and 
technology, on the other (Carroll, 1997). 

The literature on AI technologies design and ethics offers 
great insight into the potential challenges and opportunities in 
technological adoption. Human-centred AI research strategies, 
for example, emphasize the humanistic and ethical frontiers 
of AI. Contact tracing apps rely heavily on AI design because its 
functionality relies on automated recommendations on the 
basis of data inputs. Resistance to using contact tracing apps 
represents a failure of adoption. This shows the importance of 
HCI design for usable AI. A human-centred AI perspective which 
is inherently interdisciplinary allows us to further unpack the 
importance of centring the public in the design of technologies 
for their adoption (Auernhammer, 2020).

Social justice has been a strong focus in recent HCI work (Bellini 
et al., 2020). On the same line, research from Dombrowski and 
colleagues (2016) states the importance of so-called Social 
Justice Oriented Design, suggesting that a key issue is the 
recognition of ‘unjustness’ in existing systems. Challenges of 
technology adoption have been explored, among others, by 
Verma and Dombrowski’s study (2018) into how incorporating 
data-driven big data techniques into policing technologies 
design can generate novel problems for both the state citizen. 

The HCI community helps in challenging technological design 
by taking into consideration groups often excluded from design 
and unfairly targeted and harmed by increasingly complex 
systems that impose a level of obedience (Bellini et al., 2020, p.3). 
As such, it is critical that we examine and make explicit the impact 
of the public’s resistance to techs to inform safer, intelligent and 
just digital and non-digital spaces for all.

Tools from the Web Science 

Both Web Science and HCI are intrinsically interdisciplinary 
fields concerned with the intersection of people and technology. 
Web Science studies the impact of the Web on society and vice 
versa, focusing on Web-enabled social practices (Hopper & 
Dix, 2013). The Web needs to be studied and understood as a 
phenomenon but also as something to be engineered for future 
growth and capabilities (Hendler et al., 2008).

An understanding of the sociotechnical interactions 
enabled by the Web can help in making informed decisions, 
from government policy, infrastructures and standards, to 
understanding how social network sites fail to support the 
richness and dynamism of human relations. At the microscale, 
the Web is an infrastructure of artificial languages and protocols; 
a piece of engineering but it is the human beings creating, linking 
and consuming information that generates the Web’s behaviour 
as emergent properties at the macro scale (Hendler et al., 2008).

Therefore, sociotechnical collaborations are at the very 
core of Web Science, which has a strong tradition of 
interdisciplinary research with, among others, both the social 
and the health sciences. Consider, among others, the work 
on ‘sociodigital’ futures (Halford, 2020), the work on tailored 
e-health interventions to make them work better (e.g., Pope 
& Turnbull, 2017), and recent work on population level health 
policies and collaborative data sharing for health and social 
care transformation (Boniface et al. 2020). These are all 
interdisciplinary works that rely on Web Science approaches.

Sociotechnical collaborations using Web Science approaches 
often lead both to computational research and mixed method 
designs, where computational skills and in-depth, qualitative 
insights are used in combination trying to offer as much as depth 
and breadth as possible in investigating a certain phenomenon. 
In our work, we aimed to progress in this second strand, in line 
with some recent research carried out by research group (e.g., 
Alrajebah et al., 2017; Alrajebah et al., 2018; Lavorgna & Carr, 2021; 
Lavorgna et al. 2021 a,b; Sanchez Benitez, 2021).
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Overcoming novel practical and sociotechnical 
challenges 

It has been established that the adoption of technologies 
relies heavily on the design and social context in which it is 
deployed. Any social system operating on a technical base 
(e.g., Twitter, contact tracing apps) are social and technical. If 
technology design is computing built to hardware and software 
requirements, then sociotechnical design is computing built to 
personal and community requirements as well. In sociotechnical 
systems, the new ‘user’ of computing is the community 
(Whitworth, 2009).

Therefore, to limit computing to hardware (engineering) or 
software (computer science) denies its obvious evolution 
of social interactions with both hardware and software. HCI 
began with the personal computing era, so adding people to the 
computing equation meant that getting technology to work was 
only half the problem; the other half was getting people to use it 
(Whitworth & Ahmad, 2013). Just as HCI applies psychology to 
computing design, current contact tracing computing is another 
example of a human requirement defining computing. 

Similarly, Web Science as an interdisciplinary area can provide us 
with insights on how the Web developed and keeps developing 
and how it has affected and is affected by society (Hall & 
Tiropanis, 2012) and the many social events that are talked about 
in the Web can offer a view of the public’s reactions.

A sociotechnical system fails if its hardware fails, its program 
crashes, or if users can’t figure out or refuse to use it. So if the 
system fails to perform, it won’t survive. Contact tracing apps 
are a sociotechnology and, as such, they  can fail also for social 
reasons. These social reasons can be seen in motion in the Web 
which offer us a larger scale view of what the public reactance to 
other sociotechnical systems are.

As such, a way to overcome these sociotechnical challenges 
is understanding the social refusal and resistance to contact 
tracing technologies. This can be done by drawing from a 
suitable combination of both the computational tools offered by 
more technical disciplines (such as the more ‘tech’ component 
of Web Science), and the investigative, interpretative and 
theoretical insights offered by disciplines, such as criminology, 
with the capacity to uncover and understand complex social 
patterns and individual trends – a necessary step to shed light on 
resistance to adoption of contact tracing apps. 
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Developing keywords and hashtag lists 

A selection of keywords and hashtags specific to the study was 
required to direct the Twitter search tool. Snowballing sampling 
was used to determine what hashtags and keywords retrieved 
the most data to then be used for final data collection. After 
analysing which keywords and hashtags retrieved the most 
tweets, we used the following keywords.

METHODOLOGY: DEVELOPING A NEW 
INTERDISCIPLINARY APPROACH 
With our project, we offer an empirical, methodological and 
conceptual contribution which combines computational 
capacities to investigate a large social media dataset expanding 
over 10 months and qualitative expertise in criminology to 
offer a new angle to reflect on emerging issues of public trust, 
governance, and the use of personal data for public good 
that are at the basis of people’s resistance in using tracing 
apps, but that are unlikely to peter out after discussions on 
COVID-19 contract tracing apps will fade away. In this section, we 
summarise the approach followed through a sequence of five 
main stages.

Automatised data collection through a computational 
tool 

Datasets were gathered from Twitter using the Web Data 
Research Assistant  software developed by Les Carr, part of 
the research team in this study. The software is a browser 
extension for Chrome and Microsoft Edge that monitors pages 
that the researcher browses (e.g., social media timelines and 
database search results) and saves relevant data and metadata 
as a spreadsheet.  This software exported information from 
the Twitter web app search result page, using the researcher-
determined search parameters. Once the information was 
taken, it was made available in an accessible spreadsheet form, 
summarising key components (title, contents, date, author, 
etc.). A further process of data enrichment was undertaken 
by a separate web service (WDRA Extender2 ) which takes 
lists of Tweets from WDRA and backfills further details about 
Twitter accounts (e.g., names, locations, number of followers), 
performs keyword and n-gram analyses, creates a concordance 
(or keyword-in-context-style (KWIC) indexes) onto the Twitter 
corpus, and produces network visualisations of the Twitter 
account interactions. Using this software, tweets were collected 
retrospectively, in the period starting with the oldest relevant 
tweet being published on 6th March 2020 and continuing until 
31st December 2020.

keywords

track and trace NHS

track and trace app

no to track and trace 

track and trace I refuse

not use track and trace

against track and trace

Identification of relevant hashtags and keywords 
in the datasets 

We identified relevant tweets post hoc from searches in the 
Twitter Web app3 . This search produced a total number of 54,941 
tweets (including a total of 4,269 hashtags) tweeted from 38,713 
Twitter accounts over the 10 months considered. It is worth 
noting that, of those accounts, 2,530 were considered ‘dormant’ 
(that is, they were used to tweet on any subject less than once 
per week) and 1,437 were probably automated (as they tweeted 
more than 50 times per day).

Information extraction and qualitative analyses 

Spreadsheets of easily accessible data from WDRA and WDRA 
Extender were passed to the criminologists for manual analysis. 
To detect content within the dataset that was both relevant to 
the keywords and indicative of suspect discourses, practical and 
effective methods of information extraction were required. 

(a) Concordance tool 

The concordance tool is a way to present the data highlighting 
the keyword in its original context (Ross & Rivers, 2018). Figure 1, 
below, shows an example of the keyword-in-context display as a 
concordance tool for the word ‘privacy’.

Fig 1 Keyword-in-context display for the word ‘privacy’

2Available at https://bit.ly/WDRAx
3See https://twitter.com/search-advanced 

As detailed below, the researchers used: (a) the concordance 
tool to understand the context in which the words emerged 
as useful to then identify the themes relevant for our study 
that were used; (b) sentiment analysis with n-grams (that 
is, phrases of 2 or more words) to expand and refine their 
conceptualizations, until thematic saturation was reached 
(approximately after 800-1,000 words per table); (c) a 
conceptual map to highlight the main themes and how 
they interconnected; and (d) social network analysis to 
extract information that would allow an understanding of the 
interaction between the accounts and identify the drivers 
behind relevant conversations. 
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(b) Sentiment analysis with n-grams 

Sentiment analysis of free-text documents is a common task 
in the field of text mining. In sentiment analysis predefined 
sentiment labels, such as ‘positive’ or ‘negative’ are assigned to 
text documents and N-grams of texts are extensively used in text 
mining and natural language processing tasks. They are a set of 
co-occurring words within a given window and when computing 
the n-grams you typically move one word forward. For the 
purpose of this study, we used n-grams for semantic analysis, in 
order to draw meaning from the text.

(c) Conceptual maps 

To facilitate a developing conceptualisation of the data, 
notes were individually taken and then shared, discussed and 
integrated into the following qualitative conceptual map [see 
Figure 2 below, which indicates only the main connections 
identified for clarity purposes] highlighting the main themes and 
how they are connected.

Fig 2 Qualitative conceptual map 

(d) Social Network Analysis 

The aim of social network analysis is to understand a community 
by mapping the relationships that connect them as a network, 
and then trying to draw out key individuals, groups within the 
network (‘components’), and/or associations between the 
individuals. A network is simply a number of points (or ‘nodes’) 
that are connected by links (or ‘arcs’). Generally, in social 
network analysis, the nodes are people and the links are any 
social connection between them – for example, friendship, 
marital/family ties, or financial ties.

Qualitative checks for bias minimisation 

We evaluated our approach using a triangulation of 
computational methods and qualitative methods.

To measure the performance of both information extraction 
techniques, the relevant tweets and the theme identified 
were iteratively compared by research team members across 
disciplines. 

The qualitative analysis was carried out by the criminologists 
with insights into how the Web Science tools work in order to 
further understand the mechanisms of social analysis in Twitter. 
With the help of a computer scientist team member, the tools 
were chosen according to the goals of the study.

Suffering

COVID-19
denialism

Negative 
liberties

Health-related
misinformation

Privacy issues

Algorithmic
distrust

Lack of 
effectiveness

Lack of trust

Insecure system

Waste of public
money

Corruption,
cronyism

conflict of interest

privatization/
outsourcing

Social and 
institutional 

control

Reactance

Polluted information

Conspirational thinking

In our study we used social network analysis to map a 
conversational network obtained by connecting two accounts 
where one replies to or mentions the other. The network 
was plotted in Gephi using the ForceAtlas network layout. 
The algorithm for this layout pulls strongly connected nodes 
together and pushes weakly connected nodes apart. This way 
we were able to see which accounts are highly interconnected or 
being interacted with and which were not. This would allow us to 
understand the conversation drivers or the type of social media 
actor setting the tone in the conversations observed.
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THE NETWORKS OBSERVED – 
MAIN RESULTS
Following our Social Network Analysis of the conversational 
networks, we were able to identify three main parts in the 
network: an outer ring, a middle ring and a strongly connected 
central core. The outer ring consisted of slightly over two thirds 
of the accounts we gathered information from, followed by the 
central core with over a quarter, and finally the middle ring with 
the remaining accounts as seen in Figure 3 below. 

Most of the users are found outside the core cluster, as ‘isolated 
individuals’ or ‘small groups’ in the network since they are not 
involved in any collective conversation around the topic of 
resistance. However, their opinions were still relevant to our 
overall analysis since their tweets add up to the themes around 
resistance.

Fig 3 Network of interactions

Fig 4 Central core of the network

In order to further understand the sociocultural and other key 
drivers at play in the network of tweets, we wanted to identify 
who were the conversation drivers in the network which were 
represented by the central core of the network as we can see in 
Figure 4.

Most of the visible conversations were clustered around 
dominant large clumps of nodes, driven by tweets initiating 
responses from high status public broadcasters and political 
organisations; while individually speaking, most of the 
interaction occurred around people talking to journalists and 
prominent politicians and the official NHS app. 

For further details, please see Lavorgna et al, 2021a.
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FRAMES AND MECHANISMS OF 
RESISTANCE - MAIN RESULTS 
Once the networks were observed and we saw how the 
interactions occurred, following our qualitative analysis into 
the conversations we identified two main narrative frames 
and three main mechanisms of resistance in using the NHS 
contact tracing app. These themes and frames, here briefly 
addressed, are further discussed in Lavorgna et al., 2021a.

Two of the main narrative frames found in our study were 
mistrust and negative liberties as the basis of people’s 
resistance in using tracing apps. Mistrust was visible in 
different ways in the tweets examined. The most visible 
ones were lack of trust towards the current government; 
the companies involved in developing the contact tracing 
app; the effectiveness and security of the app as well as 
concerns on increasing datafication. At the heart of it, is the 
perceived incompetence of the actors involved, who are seen 
as flawed, corrupt, hypocritical, and not accountable for their 
actions or inactions. Negative liberties (that is, the absence of 
constraints) of individual agents (rather than the collectives’ 
possibility of acting to realize one’s fundamental purposes) 
were noticed, for instance, in discourses aligned with populist 
libertarian views, and generally stressing strong opposition 
to preventive measures such as lockdowns, limitations to 
travelling and gathering, and the use of masks.

As well as narrative frames informing people’s resistance in 
using the NHS contact tracing app, our study identified three 
main mechanisms of resistance; polluted information being a 
key one. Recent research has evidenced how, in the context 
of medical misinformation, polluted information can lead 
to serious social harms (Lavorgna, 2021). From our study, it 
was found that polluted information granted access to a high 
number of misleading health related information facilitating, 
for instance, antimask and antivax views as well as questioning 
social distancing guidelines. Another example of polluted in-
formation enabling certain public reactions we found was the 
propagation of false and misleading information on the role of 

public companies in the development of the contact tracing 
app. Many users, for instance, tweeted about a major private 
company operating in the field of public services, linking it 
with themes around corruption, conflict of interest and lack 
of trust. However, that company played no role in the creation 
of the NHS tracing app nor did it process its data (FullFact, 
2020).

Another mechanism of resistance found in our study was 
conspiratorial thinking. This mechanism posits the idea 
that there are agents (individuals, groups or organizations) 
working together and plotting to accomplish menacing 
objectives (van der Linden, 2013; van der Linden et al., 2020). 
In our study, conspiratorial thinking was identified as the 
driving force behind COVID-19 denialism and behind the idea 
that the app is part of a clandestine plan for mass control. 
But conspiratorial thinking is not an isolated phenomenon. 
As a result of various elements already mentioned in this 
report, such as the role of social media platforms and 
digital technologies in facilitating high-speed information, 
environments that facilitate false and fake narratives in 
terms of popularity and audience engagements (Silverman, 
2016); narratives of conspiracy theories and misinformation 
spread quickly, especially in times of societal crisis such as the 
COVID-19 pandemic (e.g., De Coninck et al., 2020; Imhoff & 
Lamberty, 2020; Knuutila et al., 2020) 

The third mechanism of resistance identified in our study 
was reactance, which refers to how people tend to be averse 
to having restricted freedom or ability to act in a particular 
way. When this happens, they tend to reject evidence that is 
perceived as a threat to their ability to act (or do not act) in a 
certain way (Rosenberg, 2018; Prot, 2019). In general, people 
believe that they possess certain freedoms to engage in so-
called free behaviours, yet there are times when they cannot 
or at least feel they cannot, do so; and it serves as a motivator 
to restore one’s freedom (Steindl et al., 2015).
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INSIGHTS INTO THE ROLE OF 
SOCIAL NETWORKING SITES 
INFRASTRUCTURES MECHANISMS 
THAT AID MISINFORMATION IN PUBLIC 
DISCOURSE 
As we have seen, the COVID-19 pandemic was mirrored by the 
diffusion of misinformation and conspiracy theories; beliefs 
that have resulted in substantive, harmful outcomes but which 
remain largely unstudied (Agley & Xiao, 2021). Because of how 
their infrastructure work, SNSs have been at the centre of 
this diffusion (e.g., Reisach, 2021. See also section 1.4 of this 
Report).
     
SNSs originally had positive connotations for creative engage-
ment, political participation, cross promotion, and the ability 
to allow even the small citizen to have a loud voice (e.g., Dwyer 
& Martin, 2017; Reisach, 2021). However, SNSs have a busi-
ness model which is driven by commercial needs that favour 
advertisers and consumers (Bardoel & d’Haenens, 2004) and 
vast opinion power (Helberger, 2020). For instance, research 
shows that all web technology platforms, such as SNSs and 
news recommendations systems, have a strong popularity 
bias (Nikolov et al., 2019), meaning that our consumption 
of online information is mediated by filtering, ranking and 
recommendations algorithms that introduce unintention-
al biases as they attempt to deliver relevant and engaging 
content. Dependence on engagement metrics may also make 
us vulnerable to manipulation by orchestrated campaigns 
and social bots (Ratkiewicz et al., 2011; Ferrara et al., 2016). 
Furthermore exposure to news through the filter of the social 
network of like-minded individuals may bias our attention 
toward information that we are already likely to know or agree 
with (Conove et al., 2011; Pariser, 2011; Sunstein, 2017). A quan-
titative study (Nikolov et al., 2019) found that social media 
and search engines tend to be the primary channels through 
which users consume new information where social media 
tends to exhibit more homogeneity bias (that is, the tendency 
of a platform to expose users to information from a narrow 

set of sources) and popularity bias (that is, the tendency 
of a platform to expose users to information from popular 
sources) compared to search engines. This is consistent with 
previous research findings (Nikolov et al., 2015) that social 
media may contribute to the emergence of ‘social bubbles’.

In order to counter misinformation and societal polarization, a 
responsibility-based approach for social media platforms (e.g., 
Reisach, 2021) should be welcomed. There are ongoing policy 
initiatives, especially in the European region, to impose great-
er social responsibility on social media platforms with aims at 
combating disinformation and appeals to install a transparent 
and consistent moderation of disinformation  (European 
Commission, 2020a,b). Also, better data (and metadata) 
availability for researcher could help to better understand the 
social and computational mechanisms at the basis of misinfor-
mation in public discourse, and hence allow us to think about 
better preventive and contrasting strategies (e.g., Pasquetto 
et al., 2020). 
     
The use of analysis, clustering, tracking, prediction and 
recommendations systems are powerful tools for supporting 
decision making; since these have been growing exponential-
ly with the aid of machine learning algorithms, so has their 
significance in citizens’ political decision making (Reisach, 
2021). To ensure the benefits of social media platforms and 
avoid social harms depends heavily on the shared interests 
between social media platforms, their potential benefits and 
risks, and the transparency of their infrastructures’ process-
es. Sociotechnical thinking and research can support finding 
practical and effective ways to find appropriate yet feasible 
balances in this complex process.      
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TRACING APPS AS ALTERNATIVE 
CONTROL INTERVENTIONS  
Resistance to Public Health Initiatives (PHIs) is a longstanding 
problem and this project demonstrates that it is a key factor 
in the COVID-19 pandemic, with resistance amplified by popu-
list actors participating publicly on SNSs. Clearly, understand-
ing the multifaceted nature of this problem is vital to ensure 
the effectiveness of PHIs. An area that deserves further 
theoretical and empirical scrutiny relates to the cultures of 
such resistance, and this is the problem on which the project 
will focus in its next steps. It will explore public discourses 
on SNSs, specifically Twitter, Facebook, and Instagram, to 
understand key cultural expressions of resistance to PHIs and 
develop remedial digital resources. Building on insights from 
cultural criminological studies of transgressive acts (see, e.g., 
Ferrell et al., 2015), of which resistance to PHIs represents an 
example, the project – as it moves forward – will proceed on 
the basis that, to further understand the sources and pat-
terns of resistant practices on SNSs and develop remedies, 
it is important to study and understand the cultures of such 
resistance. 
     
Perspectives in cultural criminology contend that culture does 
not exist in a vacuum; it intersects with structural inequalities 
of age, gender, race, class, religion, and other social categories 
which provide the context in which culture is expressed (e.g., 

Presdee, 2004). As such, to develop a deeper understanding 
of the problem of resistance to PHIs in general, including but 
not solely the COVID-19 initiatives, the future project will ex-
plore and understand intersections of the cultures and struc-
tures of such resistance. The research will integrate expertise 
from social, health, and computer sciences to develop a 
broad, interdisciplinary approach in its analysis of these issues. 
It will generate new insights and digital resources that relevant 
services and other authorities can integrate into public health 
systems to detect and counter such practices whilst mobilis-
ing public trust and support.

Although the current study usefully reveals several forms of 
resistance to PHIs expressed for example through informa-
tion pollution (e.g., via misinformation practices), the future 
project takes this step further by offering unique insight into 
the cultures of such resistance and how they are expressed 
in digital environments, using shared, symbolic practices. 
Studying the sources and patterns of such cultures is crucial 
for effective remediation.  The study’s outputs will therefore 
support efforts to counter resistance, improve public health 
communications, and promote sustainable public trust in 
PHIs.
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