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Abstract

With the development of the Semantic Web in recent years, the
ontology has become a significant factor for information extraction and
inference, which contributes to the semantic search. Wikipedia known
as the largest corpus for information extraction plays an essential role
in machine learning, data mining and semantic search. Also a well-
formed ontology plays a crucial role in the semantic search. This paper
gives a brief introduction about the ontology construction and compares
some existing systems for refining and reconstructing the Wikipedia.

1 Introduction

An ontology was defined as “an explicit, machine-readable specification of
a shared conceptualization” in [1]. Wikipedia known as the largest corpus
for information extraction plays an essential role in machine learning, data
mining and knowledge-based system [2]. But the current Wikipedia ontology
such as the Infobox ontology was mainly constructed manually by volunteers’
collaboration and some articles of Wikipedia are redundant and ambiguous
[3]. So in this report, section one presents a historical overview about the
ontology refining and extraction, while section two summarizes the three
key publications in this area following with evaluation of these publications
in section three.
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2 Historical Overview

1993, Gruber, T.R. et al. [4] summarized an approach to the ontology
specification. Then following with Studer et al.[5] described some roles of
ontology in different areas and presented a brief introduction about con-
structing ontology such as constructing ontology form other ontologies and
internal integration of an ontology, which contributes to information ser-
vices and knowledge management in 1998, Gomez-Perez and Benjamins [6]
presented an approach to reuse ontologies in 1999. [7] described a method-
ology using frame-based system to develop the ontology in 2001, while in
2002 Chandrasekaran et al. [8] presented the significant role of an ontology
in knowledge technology and illustrated a way to describe the world with
ontologies. In 2005, Maedche and Staab [9] presented an ontology-learning
framework which is using semiautomatic ontology-construction tools to re-
fine the ontology. During this period, some ontologies edited manually come
forth continuously, such as a lexical English database called WordNet [10],
SUMO [11] and Cyc [12].With the drastic development of Wikipedia and
Social Networks, experts in the area of Artificial Intelligent and Knowl-
edge Based System commence to use such huge information as ontologies to
automatically reconstruct new ontologies which would contribute to the de-
velopment of the Semantic Web, such as Kylin [3], YOGO [13]and DBpedia
[14].

3 Summaries of Key Publications

Wikipedia is not just a platform edited by volunteers collaboratively [15],
but also a large ontology contributing to the development of semantic search
[16, 17], machine translation [18]and word sense disambiguation [19]. Sum-
maries of three main publications would be presented in this section. These
three respectively introduce an extension to integrate Wikipedia, a new on-
tology generated from Wikipedia and an approach to refine Wikipedia then
extract information from it.

3.1 Semantic Wikipedia

[20] describes an extension to integrate Wikipedia through reviewing the
related approaches and presents a basic structure of the current implemen-
tation. The project related to this paper mainly invites volunteers who
are authors of Wikipedia to refine the collaboratively edited information
from Wikipedia into standardization and machine readable using RDF [21],
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OWL [22] and RDFS [23]. However, the Sematic MediaWiki Project is
a comparable initiative project to structure Wikipedia into semantic net-
work. This paper gives a detail about attributes and usage of typed links
in Wikipedia. Related approaches in semantically enhanced Wikipedia are
presented in a wide range, which would give an overview about the structure
of the Wikipedia Ontology. Also, this implementation would benefit for the
semantic technology developers who use a huge machine accessible data.

3.2 YAGO: A Large Ontology from Wikipedia and WordNet

[24] evaluates some existing approaches to construct an ontology and presents
a high quality approach “type checking” to construct an ontology from
Wikipedia combining with WordNet automatically. With the high preci-
sion of 95% in the unification between Wikipedia and WordNet, YAGO [13]
shows an advanced performance in ontology construction. A new approach
of information extraction is presented, which includes entities extracted from
Wikipedia and the implement of quality control. The techniques known
as reductive and inductive type checking can be applied in other corpora.
YAGO as a large reconstructed ontology provides the semantic source for
the Semantic Web as well as contributes to other information extraction
projects.

3.3 Automatically Refining the Wikipedia Infobox Ontology

[3] presents an approach to refine the Wikipedia Infobox Ontology using the
machine learning system known as Kylin Ontology Generator (KOG) [25]
which constructs an abundant ontology by combining with the WordNet to
generate the well-formed ontology automatically. It mainly addresses the
problem of refining ontology and identifies the aspects of Wikipedia data
source through classification. The experiment result shows an effective im-
provement in advanced query such as a SQL-like question and contributes to
a rich ontology which would enhance the Wikipedia Infobox Ontology. Ac-
cording to this kind refining ontology, people could make an advanced query
and then the system would response a parallel set of answers. Moreover,
using the refined Wikipedia Infobox Ontology as the training data for ma-
chine learning system would benefit for next-generation question answering
system and semantic web search [26].

4 Evaluation
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Figure 1: Ontology in Semantic MediaWiki [27]

[20] improves the Wikipedia’s capabilities of semantic search with the stan-
dardization of Semantic Web Technology. In aspect of man-made ontology,
it initiatively invites volunteers to edit Wikipedia with semantic tagging col-
laboratively. Semantic MediaWiki, the project related to this paper mainly
addresses the problem that the context of Wikipedia is not machine-readable
in the early year and establishes an extensive knowledge base which benefits
for semantic web. Compared with WordNet, Semantic MediaWiki provides
a wide range of objects, but the manually edited ontology leads to the heavy
cost of workforce which should be supported by communities. Moreover, the
quality of target ontology also should be controlled, such as up to date infor-
mation. Figure 1 indicates the information lag in the population of London.

Compared with Semantic MediaWiki, YAGO and Kylin automatically re-
fine and construct new ontology from existing Wikipedia Infobox Ontology.
YAGO as a part of Linking Open Data project [28] performs a high preci-
sion in constructed ontology. But YAGO must be based on YAGO model
which expresses the connection between entities and facts. It uses heuristics
to extract information from the knowledge base which combines Wikipedia
and WordNet. Moreover, the quality controlling applied into this system
provides an advanced query and semantic search. But YAGO constructs
the ontology in relatively narrow area compared with other ontology such
as DBpedia. Kylin is similar with DBpedia, which refines the existing on-
tology source combined Wikipeida and WordNet through powerful machine
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learning system automatically. This system addresses the problems that
Wikipedia Infobox Ontology is not well-defined and redundant. Automat-
ically refined ontology and high accuracy of information extraction could
contribute to semantic search. Figure 2 indicates the precision of informa-
tion extraction in different ontologies.

Figure 2: Precision of Different Methodology [24]

These three projects all construct the ontology from Wikepedia, Semantic
MediaWiki provides a huge semantic network using manual collaboration.
Kylin produces a well-defined ontology from Wikipedia Infobox Ontology
through machine learning system automatically, while YAGAO provides a
large ontology constructed from Wikipedia and performs a high precision in
information extraction.They have different methodology, but the same goal
is providing an approach to extend or reconstruct the ontology from existing
ontology such as Wikipedia.
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Appendix A: Reflection

In the aspect of web technology, the Semantic Web has become a signif-
icant topic. The first step to implement the Semantic Web is to build a
large ontology based on real world knowledge system. My topic is to inves-
tigate some effective methodology to construct or refine the ontology from
existing source such as Wikipedia or WordNet. The methodology in this
topic mainly includes manual collaboration and machine automatic gener-
ating. So the chosen papers mainly concern on this two areas. Manual
collaboration is not common in constructing ontology, because of high cost
of human workforce and limitation of quality controlling. Therefore, this
survey primary introduces the automatic way. The three key publications
are comparable initiative in respective area. By reading the related work, I
find some other projects or papers related to the area of my chosen paper
which could provide the comparison with each other. The reference papers
are mainly related to ontology reconstruction and information extraction
from Wikipedia and WordNet by searching the Google Scholar and IEEE
Xplore. Through reviewing the papers related to ontology reconstruction
and information extraction, I realise that Semantic Web is a cross subject
of AI, social science and web technology rather than a discipline of web
technology. What the current semantic web need is to link the existing well-
defined ontology rather than to create some new ontologies. Moreover, I
have learned to use comparison and critical thinking in my survey.
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