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ABSTRACT
While combining imitation learning (IL) and reinforcement learn-

ing (RL) is a promising way to address poor sample efficiency in

autonomous behavior acquisition, methods that do so typically as-

sume that the requisite behavior demonstrations are provided by

an expert that behaves optimally with respect to a task reward. If,

however, suboptimal demonstrations are provided, a fundamental

challenge appears in that the demonstration-matching objective

of IL conflicts with the return-maximization objective of RL. This

paper introduces D-Shape, a new method for combining IL and RL

that uses ideas from reward shaping and goal-conditioned RL to

resolve the above conflict. D-Shape allows learning from subopti-

mal demonstrations while retaining the ability to find the optimal

policy with respect to the task reward. We experimentally vali-

date D-Shape in sparse-reward gridworld domains, showing that it

both improves over RL in terms of sample efficiency and converges

consistently to the optimal policy in the presence of suboptimal

demonstrations.
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1 INTRODUCTION AND BACKGROUND
A longstanding goal of artificial intelligence is enabling machines

to learn new behaviors. Towards this goal, the research commu-

nity has proposed both imitation learning (IL) and reinforcement

learning (RL). In IL, the agent is given access to a set of state-action

expert demonstrations and its goal is either to mimic the expert’s

behavior, or infer the expert’s reward function and maximize the

inferred reward. In RL, the agent is provided with a reward sig-

nal, and its goal is to maximize the long-term discounted reward.

While RL algorithms can potentially learn optimal behavior with

respect to the provided reward signal, in practice, they often suffer

from high sample complexity in large state-action spaces, or spaces

Proc. of the 22nd International Conference on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2023), A. Ricci, W. Yeoh, N. Agmon, B. An (eds.), May 29 – June 2, 2023,
London, United Kingdom. © 2023 International Foundation for Autonomous Agents

and Multiagent Systems (www.ifaamas.org). All rights reserved.

with sparse reward signals. On the other hand, IL methods are typ-

ically more sample-efficient than RL methods, but require expert

demonstration data.

It seems natural to consider using techniques from imitation

learning and demonstration data to speed up reinforcement learn-

ing. However, many IL algorithms implicitly perform divergence

minimization with respect to the provided demonstrations, with

no notion of an extrinsic task reward [11]. When we have access

to both demonstration data and an extrinsic task reward, we have

the opportunity to combine IL and RL techniques, but must care-

fully consider whether the demonstrated behavior conflicts with

the extrinsic task reward — especially when demonstrated behav-

ior is suboptimal. Moreover, standard IL algorithms are only valid

in situations when demonstrations contain both state and action

information, which is not always the case.

The community has recently made progress in the area of im-

itation from observation (IfO), which extends IL approaches to

situations where demonstrator action information is unavailable,

difficult to induce, or not appropriate for the task at hand. This

last situation may occur if the demonstrator’s transition dynamics

differ from the learner’s—for instance, when the expert is a human

and the agent is a robot [20, 35]. While there has been some work

on performing IL or IfO with demonstrations that are suboptimal

with respect to an implicit task that the demonstrator seeks to ac-

complish [4, 5, 7, 38], to date, relatively little work has considered

the problem of combining IfO and RL, where the learner’s true task

is explicitly specified by a reward function [32].

This paper introduces the D-Shape algorithm, which combines

IfO and RL in situations with suboptimal demonstrations. D-Shape

requires only a single, suboptimal, state-only expert demonstration,

and treats demonstration states as goals. To ensure that the optimal

policy with respect to the task reward is not altered, D-Shape uses

potential-based reward shaping to define a goal-reaching reward.

We show theoretically that D-Shape preserves optimal policies, and

show empirically that D-Shape improves sample efficiency over

related approaches with both optimal and suboptimal demonstra-

tions.

2 PRELIMINARIES
This section introduces our notation, and technical concepts that are

key to this work: reinforcement learning with state-only demonstra-

tions, goal-conditioned reinforcement learning, and potential-based

reward shaping.
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Figure 1: D-Shape’s interaction with the environment. The
state 𝑠𝑡 and the task reward 𝑟𝑡𝑎𝑠𝑘𝑡 come from the environ-
ment. 𝑠𝑡 is concatenated with the demonstration state 𝑠𝑒

𝑡+1
as the goal, and 𝑟𝑡𝑎𝑠𝑘 is augmented with the potential-based
goal reaching function, 𝐹𝑔𝑜𝑎𝑙𝑡

.

2.1 Reinforcement Learning with State-Only
Demonstrations

Let𝑀 = (𝑆,𝐴, 𝑃, 𝑟𝑡𝑎𝑠𝑘 , 𝛾) be a finite-horizon Markov Decision Pro-

cess (MDP) with horizon 𝐻 , where 𝑆 and 𝐴 are the state and action

spaces, 𝑃 (𝑠 ′ | 𝑠, 𝑎) is the transition dynamics of the environment,

𝑟𝑡𝑎𝑠𝑘 (𝑠, 𝑎, 𝑠 ′) is a deterministic extrinsic task reward, and 𝛾 ∈ (0, 1)
is the discount factor. The objective of reinforcement learning is

to discover a policy 𝜋 (· | 𝑠) that maximizes the expected reward

induced by 𝜋 ,E𝜋 [
∑𝐻−1
𝑡=0 𝛾𝑡𝑟𝑡𝑎𝑠𝑘 (𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1)]. In this work, we seek

to maximize the same objective, but to do so more efficiently by

incorporating additional information in the form of a single, state-

only demonstration 𝐷𝑒 = {𝑠𝑒𝑡 }𝐻𝑡=1, that may be suboptimal with

respect to the task reward. The extent to which the demonstra-

tion can improve learning efficiency may depend on its degree

of suboptimality. However, incorporating the demonstration into

the reinforcement learning procedure should not alter the optimal

policy with respect to 𝑟𝑡𝑎𝑠𝑘 , no matter how suboptimal the demon-

stration is. Prior literature has referred to this desideratum as policy
invariance [22].

2.2 Goal-Conditioned Reinforcement Learning
Goal-conditioned reinforcement learning (GCRL) further considers

a set of goals 𝐺 [18, 28]. While standard RL aims to find policies

that can be used to execute a single task, the objective of GCRL is

to learn a goal-conditioned policy 𝜋 (· | [𝑠, 𝑔]), where the task is to

reach any goal 𝑔 ∈ 𝐺 . Typically, 𝐺 is a predefined set of desirable

states, and the reward function depends on the goal. A common

choice of reward function is the sparse indicator function for when

a goal has been reached, 𝑟
𝑔
𝑡 = 1𝑠𝑡=𝑔 .

Since it is challenging for RL algorithms to learn under sparse

rewards, Andrychowicz et al. [2] introduced hindsight experience

replay (HER). In the setting considered by Andrychowicz et al. [2],

the goal is set at the beginning of an episode and remains fixed

throughout. HER relies on the insight that even if a trajectory fails

to reach the given goal 𝑔, transitions in the trajectory are successful

examples of reaching future states in the trajectory. More formally,

given a transition with goal𝑔, ( [𝑠𝑡 , 𝑔], 𝑎𝑡 , 𝑟𝑔𝑡 , [𝑠𝑡+1, 𝑔]), HER samples

a set of goals from future states in the episode, G. For all goals 𝑔′ ∈
G, HER relabels the original transition to ( [𝑠𝑡 , 𝑔′], 𝑎𝑡 , 𝑟𝑔

′

𝑡 , [𝑠𝑡+1, 𝑔′])
and stores the relabelled transition in a replay buffer. An off-policy

RL algorithm is used to learn from the replay buffer.

In this work, we use demonstration states as goals, allowing the

goal to change dynamically throughout the episode, and employ

the relabelling technique from HER.

2.3 Potential-Based Reward Shaping
Define a potential function 𝜙 : 𝑆 ↦→ R. Let 𝐹 (𝑠, 𝑠 ′) B 𝛾𝜙 (𝑠 ′) −𝜙 (𝑠);
𝐹 is called a potential-based shaping function. Consider the MDP

𝑀 ′ = (𝑆,𝐴, 𝑃, 𝑅′ B 𝑟𝑡𝑎𝑠𝑘 + 𝐹,𝛾), where 𝑟𝑡𝑎𝑠𝑘 is an extrinsic task

reward. We say 𝑅′
is a potential-based reward function. Ng et al.

[22] showed that 𝐹 being a potential-based shaping function is

both a necessary and sufficient condition to guarantee that (near)

optimal policies learned in𝑀 ′
are also (near) optimal in𝑀 — that

is, policy invariance holds. This work leverages potential-based

reward functions as goal-reaching rewards, to bias the learned

policy towards the demonstration trajectory.

3 METHOD
We now introduce D-Shape, our approach to improving sample effi-

ciency while leaving the optimal policy according to the task reward

unchanged. The training procedure is summarized in Algorithm 1.

D-Shape requires only a single, possibly suboptimal, state-only

demonstration. We are inspired by model-based IfO methods that

rely on inverse dynamics models (IDMs) — models that, given a

current state and a target state, return the action that induces the

transition. We observe that an IDM can be viewed as a single-step

goal-reaching policy. Although D-Shape does not assume access to

an IDM, we hypothesize that providing expert demonstration states

as goals to the reinforcement learner might be a useful inductive

bias. HER is used to form an implicit curriculum to learn to reach

demonstration states. As such, there are three components of D-

Shape: state augmentation, reward shaping, and a goal-relabelling

procedure. Figure 1 depicts the state augmentation and reward

shaping process of a D-Shape learner as it interacts with the envi-

ronment. Each component is described below.

3.0.1 State augmentation. During training, the policy gathers data

with demonstration states as behavior goals:𝑎𝑡 ∼ 𝜋\ (𝑎𝑡 | [𝑠𝑡 , 𝑠𝑒𝑡+1]).
The agent observes the next state 𝑠𝑡+1 and the task reward 𝑟𝑡𝑎𝑠𝑘𝑡 .

The next state 𝑠𝑡+1 is augmented with the demonstration state 𝑠𝑒
𝑡+2

as the goal. Note that our method employs dynamic goals, as the

goal changes from time step 𝑡 to time step 𝑡 + 1.

3.0.2 Reward shaping. The task reward 𝑟𝑡𝑎𝑠𝑘𝑡 is summed with a

potential-based shaping function to form a potential-based goal-

reaching reward. Define the potential function𝜙 ( [𝑠𝑡 , 𝑔𝑡 ]) B −𝑑 (𝑠𝑡 , 𝑔𝑡 ),
where 𝑑 is a distance function, 𝑠𝑡 is the state observed by the agent

at time 𝑡 , and 𝑔𝑡 is the provided goal. Because the goal is defined as

part of the state, 𝜙 (·) only depends on the state, as required by the

formulation of potential-based reward shaping considered by Ng

et al. [22]. The potential-based shaping function is then

𝐹𝑔𝑜𝑎𝑙 ( [𝑠𝑡 , 𝑔𝑡 ], [𝑠𝑡+1, 𝑔𝑡+1]) B 𝛾𝜙 ( [𝑠𝑡+1, 𝑔𝑡+1]) − 𝜙 ( [𝑠𝑡 , 𝑔𝑡 ]). (1)
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Algorithm 1 D-Shape

Require: Single, state-only demonstration 𝐷𝑒 B {𝑠𝑒𝑡 }𝐻𝑡=1
1: Initialize \ at random

2: while \ is not converged do
3: for 𝑡 = 0 : 𝐻 − 1 do
4: Execute 𝑎𝑡 ∼ 𝜋\ (· | [𝑠𝑡 , 𝑠𝑒𝑡+1]), observe 𝑟

𝑡𝑎𝑠𝑘
𝑡 , 𝑠𝑡+1

5: Compute 𝑟
𝑔𝑜𝑎𝑙
𝑡 = 𝑟𝑡𝑎𝑠𝑘𝑡 + 𝐹

𝑔𝑜𝑎𝑙
𝑡 using Equation (2)

6: Store transition

7: ( [𝑠𝑡 , 𝑠𝑒𝑡+1], 𝑎𝑡 , 𝑟
𝑔𝑜𝑎𝑙
𝑡 , [𝑠𝑡+1, 𝑠𝑒𝑡+2]) in buffer

8: end for
9: for 𝑡 = 1 : 𝐻 − 1 do
10: Sample set of consecutive goal states G uniformly from

episode

11: for (𝑔,𝑔′) ∈ G do
12: Recompute 𝐹

𝑔𝑜𝑎𝑙
𝑡 component of 𝑟

𝑔𝑜𝑎𝑙
𝑡 using (𝑔,𝑔′)

13: Relabel transition to

14: ( [𝑠𝑡 , 𝑔], 𝑎𝑡 , 𝑟𝑔𝑜𝑎𝑙
′

𝑡 , [𝑠𝑡+1, 𝑔′])
15: Store relabelled transition in replay buffer

16: end for
17: end for
18: Update \ using off-policy RL algorithm

19: end while
20: return \∗

The potential-based reward function is

𝑟
𝑔𝑜𝑎𝑙
𝑡 B 𝑟𝑡𝑎𝑠𝑘𝑡 + 𝐹

𝑔𝑜𝑎𝑙
𝑡 . (2)

Note that 𝑟
𝑔𝑜𝑎𝑙
𝑡 is a goal-reaching reward that can be recomputed

with new goals, suitable for goal relabelling. The above procedure re-

sults in “original" transitions of the form ( [𝑠𝑡 , 𝑠𝑒𝑡+1], 𝑎𝑡 , 𝑟
𝑔𝑜𝑎𝑙
𝑡 , [𝑠𝑡+1, 𝑠𝑒𝑡+2]),

which are stored in a replay buffer.

Goal Relabelling. To encourage the policy to reach provided

goals, we perform the following goal-relabelling procedure on

original transitions using previously achieved states as goals. We

adopt a similar technique to HER, with a slight modification to

the goal sampling strategy. D-Shape’s goal sampling strategy con-

sists of sampling consecutive pairs of achieved states (𝑔,𝑔′) from
the current episode. The original transitions are then relabelled

to ( [𝑠𝑡 , 𝑔], 𝑎𝑡 , 𝑟𝑔𝑜𝑎𝑙
′
, [𝑠𝑡+1, 𝑔′]), where the reward is recomputed as

𝑟𝑔𝑜𝑎𝑙
′
= 𝑟𝑡𝑎𝑠𝑘𝑡 + 𝐹

𝑔𝑜𝑎𝑙
𝑡 ( [𝑠𝑡 , 𝑔], 𝑎𝑡 , [𝑠𝑡+1, 𝑔′]). As the goals are imagi-

nary, even if the goal states change, the task reward 𝑟𝑡𝑎𝑠𝑘𝑡 remains

unchanged.

The policy 𝜋\ is updated by applying an off-policy RL algo-

rithm to the original data combined with the relabelled data. In

our experiments, we use Q-learning [36]. At inference time, the

policy once more acts with demonstration states as goals, i.e.,

𝑎𝑡 ∼ 𝜋\ (𝑎𝑡 | [𝑠𝑡 , 𝑠𝑒𝑡+1]).

4 CONSISTENCYWITH THE TASK REWARD
In this section, we prove the claim that D-Shape preserves the

optimal policy with respect to the task reward by showing that we

can obtain optimal policies on𝑀 from an optimal policy learned by

D-Shape. The analysis treats D-Shape as the composition of goal

relabelling and potential-based reward shaping and formalizes this

Figure 2: Our theoretical analysis considers D-Shape as the
composition of goal relabelling (𝑀 → 𝑀†) and potential-
based reward shaping (𝑀† → 𝑀‡). D-Shape learns in 𝑀†.
That optimal policies are preserved from 𝑀† to 𝑀‡ follows
directly from the policy invariance results of Ng et al. [22].
The theory provided considers a policy 𝜋 in𝑀 in𝑀† via the
natural extension, 𝑓 (𝜋), and considers a policy 𝜋† in 𝑀† as
operating in𝑀 via Γ(𝑠).

composition as the MDP transformation,𝑀 → 𝑀† → 𝑀‡
(Figure

2).

Let 𝑀 = (𝑆,𝐴, 𝑃, 𝑟𝑡𝑎𝑠𝑘 , 𝛾) be an MDP with horizon 𝐻 , where 𝑆

and 𝐴 are the state and action spaces, 𝑃 (𝑠 ′ | 𝑠, 𝑎) is the transition
dynamics of the environment, 𝑟𝑡𝑎𝑠𝑘 (𝑠, 𝑎, 𝑠 ′) is the deterministic

extrinsic task reward, and 𝛾 ∈ (0, 1) is the discount factor. Modify

𝑀 to𝑀†
as follows:𝑀† = (𝑆 ×𝐺,𝐴, 𝑃†, 𝛾, 𝑟†), where𝐺 is a discrete

set of goals, and

𝑃† ( [𝑠 ′, 𝑔′] | [𝑠, 𝑔], 𝑎) = 𝑃 (𝑠 ′ | 𝑠, 𝑎)𝑃 (𝑔′ | [𝑠, 𝑔], 𝑎),
𝑟† ( [𝑠, 𝑔], 𝑎, [𝑠 ′, 𝑔′]) = 𝑟𝑡𝑎𝑠𝑘 (𝑠, 𝑎, 𝑠 ′) .

We make two independence assumptions in our definition of

𝑃†. First, that the random variable (𝑠 ′ | [𝑠, 𝑔], 𝑎) is independent
of (𝑔′ | [𝑠, 𝑔], 𝑎), allowing us to factorize 𝑃† ( [𝑠 ′, 𝑔′] | [𝑠, 𝑔], 𝑎) =

𝑃 (𝑠 ′ | [𝑠, 𝑔], 𝑎)𝑃 (𝑔′ | [𝑠, 𝑔], 𝑎). Second, that (𝑠 ′ | 𝑠, 𝑔, 𝑎) is indepen-
dent of (𝑔 | 𝑠, 𝑎), allowing us to rewrite 𝑃 (𝑠 ′ | [𝑠, 𝑔], 𝑎) = 𝑃 (𝑠 ′ | 𝑠, 𝑎).
In the context of D-Shape, the above assumptions simply mean that

a goal in the replay buffer must be independent of all states, goals,

and actions other than the previous state, goal, and action. We also

require that 𝑟† is independent of goals. We justify that our imple-

mentation of D-Shape approximately satisfies these assumptions

in the Supplemental Material.

Now define 𝑀‡ = (𝑆 × 𝐺,𝐴, 𝑃†, 𝛾, 𝑟† + 𝐹𝑔𝑜𝑎𝑙 ), where 𝐹𝑔𝑜𝑎𝑙 is

defined as in Equation 1. 𝑀‡
is identical to 𝑀†

, except for the

addition of the potential-based shaping function, 𝐹𝑔𝑜𝑎𝑙 .

D-Shape learns a goal-conditioned policy 𝜋‡ (· | [𝑠, 𝑔]) in𝑀‡
. To

perform inference with the goal-conditioned policy in 𝑀 , we must

specify a state-goal mapping Γ : 𝑆 ↦→ 𝐺 . Then 𝜋‡ (· | [𝑠, Γ(𝑠)])
can be executed in 𝑀 . Suppose that 𝜋‡∗ (· | [𝑠, 𝑔]) is an optimal

policy in 𝑀‡
. Is there a Γ such that 𝜋‡∗ (· | [𝑠, Γ(𝑠)]) is optimal in

𝑀? We show next that the answer is positive, and that an arbitrary

Γ suffices.

That 𝜋‡∗ is optimal in 𝑀†
follows from the policy invariance

results proven by Ng et al. [22]. By their result, as long as the
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potential function 𝐹𝑔𝑜𝑎𝑙 depends only on the states ( [𝑠, 𝑔], [𝑠 ′, 𝑔′])
and has the form 𝐹 ( [𝑠, 𝑔], [𝑠 ′, 𝑔′]) = 𝛾𝜙 ( [𝑠 ′, 𝑔′]) − 𝜙 ( [𝑠, 𝑔]), the
optimal policy will not be altered by learning under 𝑟𝑡𝑎𝑠𝑘 + 𝐹𝑔𝑜𝑎𝑙 .

Thus, the main result reduces to showing that one can obtain an

optimal policy in𝑀 from an optimal policy in𝑀†
(Theorem 1). The

proof of Theorem 1 relies on some supporting results, which are

stated below and proven in the Supplemental Material.
1

Let us first define a way to map policies in 𝑀 to 𝑀†
. Define

the policy transformation map, 𝑓 (𝜋) ( [𝑠, 𝑔]) = 𝜋 (· | 𝑠). Under
the policy transformation map, policies expressible in 𝑀 can be

naturally expressed in𝑀†
.

Proposition 1. Let 𝜋 (· | 𝑠) be a policy defined in 𝑀 , and let

𝑓 (𝜋) (· | [𝑠, 𝑔]) be the extension of 𝜋 (· | 𝑠) to 𝑀†
. Then 𝑉𝜋 (𝑠𝑡 ) =

𝑉𝑓 (𝜋 ) ( [𝑠𝑡 , 𝑔𝑡 ]) ∀𝑠𝑡 ∈ 𝑆, 𝑔𝑡 ∈ 𝐺 , and 𝑡 ∈ {1, . . . 𝐻 }.
Corollary 1.1. 𝑄 𝑓 (𝜋 ) ( [𝑠𝑡 , 𝑔𝑡 ], 𝑎𝑡 ) = 𝑄𝜋 (𝑠𝑡 , 𝑎𝑡 ) for all 𝑠𝑡 ∈

𝑆, 𝑔𝑡 ∈ 𝐺, 𝑎𝑡 ∈ 𝐴, 𝑡 ∈ {1, . . . 𝐻 }.
Proposition 2. Let 𝜋∗ (· | 𝑠) be an optimal policy in𝑀 , and let

𝑓 (𝜋∗) (· | [𝑠, 𝑔]) be its extension to 𝑀†
. Then 𝑓 (𝜋∗) is an optimal

policy in𝑀†
.

Proposition 1 states that the value of 𝜋 in𝑀 is equal to the value

of 𝑓 (𝜋) in𝑀†
for all 𝑠 ∈ 𝑆, 𝑔 ∈ 𝐺 , and follows from the observation

that the reward function does not depend on goals. Corollary 2

makes the same claim, but for state-action value functions. Propo-

sition 2 states that if a policy 𝜋∗ is optimal in𝑀 , then 𝑓 (𝜋∗) must

also be optimal in 𝑀†
, and is proven by showing that the policy

𝑓 (𝜋∗) cannot be improved.

Theorem 1. Let 𝜋†∗ (· | [𝑠, 𝑔]) be an optimal policy in𝑀†. Define
an arbitrary state-goal mapping Γ : 𝑆 ↦→ 𝐺0 ⊆ 𝐺 , where 𝐺0 is the
set of goals in 𝑀† that has positive probability of being reached by
any policy. Then 𝜋

†∗
Γ (· | 𝑠) B 𝜋†∗ (· | [𝑠, Γ(𝑠)]) is an optimal policy

in𝑀 .

Proof. We prove the statement by considering the optimal state-

action value functions in 𝑀 and 𝑀†
. Denote the set of optimal

actions at state-goal [𝑠, 𝑔] ∈ 𝑀†
by 𝐴𝑠,𝑔 = argmax𝑎 𝑄

†∗ ( [𝑠, 𝑔], 𝑎).
Let 𝜋∗ (· | 𝑠) be an optimal policy in𝑀 , and let 𝑓 (𝜋∗) denote the

policy induced by 𝜋∗ in𝑀†
as in Proposition 2. By Proposition 2,

𝑓 (𝜋∗) is an optimal policy in𝑀†
. Since the optimal value function in

𝑀†
is unique, 𝑄 𝑓 (𝜋∗) ( [𝑠, 𝑔], 𝑎) = 𝑄†∗ ( [𝑠, 𝑔], 𝑎) for all 𝑠 ∈ 𝑆 , 𝑔 ∈ 𝐺 ,

and 𝑎 ∈ 𝐴. By Corollary 1.1, 𝑄 𝑓 (𝜋∗) ( [𝑠, 𝑔], 𝑎) = 𝑄𝜋∗ (𝑠, 𝑎). Thus,

𝐴𝑠,𝑔 B argmax

𝑎
𝑄†∗ ( [𝑠, 𝑔], 𝑎)

= argmax

𝑎
𝑄 𝑓 (𝜋∗) ( [𝑠, 𝑔], 𝑎)

= argmax

𝑎
𝑄𝜋∗ (𝑠, 𝑎) .

The computation shows that the set of optimal actions in 𝑀†
at

some [𝑠, 𝑔] ∈ 𝑆×𝐺 is the same as the set of optimal actions in𝑀 at 𝑠

— that is, the set of optimal actions is independent of the goal𝑔. Since

the set of actions with positive probability under 𝜋†∗ (· | [𝑠, 𝑔]) is a
subset of 𝐴𝑠,𝑔 for 𝑔 ∈ 𝐺0, we have 𝜋

†∗
Γ (· | 𝑠) := 𝜋†∗ (· | [𝑠, Γ(𝑠)]) ⊂

𝐴𝑠,Γ (𝑠) = argmax𝑎 𝑄𝜋∗ (𝑠, 𝑎) for all 𝑠 ∈ 𝑆 . Thus, 𝜋
†∗
Γ is an optimal

policy in𝑀 . □

1
Supplemental Material is included in the arXiv version,

https://arxiv.org/abs/2210.14428.

0 1 2 3 4

0

1

2

3

4 S

G

Figure 3: A 5 × 5 example of the gridworld task and the
states traversed by the optimal demonstration (shown in
blue). The start position is marked by “S", and the goal po-
sition by “G". The optimal demonstration starts at the “S"
and goes to “G" along the blue states in the fewest possible
number of steps.

The condition that Γ(𝑆) ⊆ 𝐺0 ⊆ 𝐺 avoids the technical issue

that at a state [𝑠, 𝑔] which has zero probability of being reached,

any action is trivially optimal. Thus an optimal policy in𝑀†
at such

a state [𝑠, 𝑔] might specify an action that is not optimal at 𝑠 in𝑀 .

The intuition behind the result is that, although the state space and

transition probabilities for𝑀†
incorporate a goal distribution, the

reward function 𝑟† is goal-independent. We can show that the set

of optimal actions at [𝑠, 𝑔] ∈ 𝑆 ×𝐺 , operating in𝑀†
, is identical to

the set of optimal actions at 𝑠 , operating in𝑀 .
2
Then, since the set

of actions considered by 𝜋†∗ at [𝑠, 𝑔] is optimal for all [𝑠, 𝑔] ∈ 𝑆 ×𝐺 ,

it is certainly optimal at [𝑠, Γ(𝑠)].
Theorem 1 establishes that it is reasonable to execute 𝜋

†∗
Γ in

𝑀 with any Γ(𝑠), so long as Γ(𝑆) ⊆ 𝐺0. In our experiments, we

assume that the time step is part of the state and adopt Γ(𝑠𝑡 ) = 𝑠𝑒
𝑡+1.

3

Since D-Shape gathers data from the environment using the set of

demonstration states as goals, and stores those transitions in the

replay buffer, the technical condition that the goals 𝐺0 were seen

during learning is satisfied.While our choice of Γ(𝑠) may not matter

for optimal policies, nevertheless, we use demonstration states as

inference-time goals, based on the intuition that demonstration

states are useful goals.

5 EXPERIMENTAL EVALUATION
We now empirically study the behavior of D-Shape in gridworld

domains. We investigate the following questions:

• Does D-Shape improve sample efficiency over RL alone?

• How are D-Shape’s convergence properties affected by sub-

optimal demonstrations?

Our results show that D-Shape improves sample efficiency over

baseline RL methods, and can converge to the optimal policy more

2
Indeed, the set of optimal actions at [𝑠, 𝑔] is also identical to the set of optimal actions

at [𝑠, 𝑔′ ] for any𝑔′ (operating in𝑀†) , but our proof relies on the set of optimal actions

at 𝑠 (operating in𝑀).

3
Appending the time step to the state does not alter optimal policies in an MDP [24].

This trick is commonly used to ensure that time-limited RL environments maintain

the Markov property. Since the time step is defined as part of the state in𝑀 , the fact

that our potential function is time-varying is not a concern. Nevertheless, note that

Devlin and Kudenko [8] showed that the policy invariance property still holds under

time-varying potentials.
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Figure 4: Learning curves of D-Shape (our method) using the optimal quality demonstrations, as compared to Q-learning (the
base RL method), SBS, RIDM, and Manhattan. D-Shape improves sample efficiency over Q-learning and other baselines by a
significant margin over all timesteps.

rapidly than baseline methods, despite suboptimal demonstrations

that do not fully solve the task at hand. We also provide the results

from an ablation study designed to evaluate the state augmenta-

tion and potential-based reward shaping components of D-Shape

separately and together with goal-relabelling.

The main experimental procedures are described below; further

experimental details are provided in the Supplemental Material.

5.0.1 Environments. The experiments are conducted on gridworlds

with side lengths 𝑠 ∈ {10, 20, 30}, where the task is for the agent

to navigate from a fixed starting position to some goal position 𝑔.

Unless otherwise specified, in our experiments, the starting position

is one corner of the gridworld, while the goal position is the opposite

corner. The state space consists of the agent’s current position, and

the action space consists of moving one square up, down, left, or

right. If the agent attempts to move into the boundaries of the

gridworld, its position will not change. The reward function is

𝑟 (𝑠) = −1𝑠≠𝑔 , and episodes terminate either when the agent reaches

the goal position or when the episode time limit (500 timesteps) is

reached.

These simple gridworld domains were chosen because they pos-

sess the key characteristics of having a sparse reward function,

and therefore being challenging to explore. Further, it is easy to

construct optimal and suboptimal demonstrations for this setting,

and the state/action spaces are discrete and finite, matching the

setting described in the theoretical analysis of D-Shape provided

above. Experiments were also conducted on a stochastic version of

this gridworld, with similar results and findings (see Supplemental

Material).

5.0.2 Baselines. For fair comparison, Q-learning [36] is used as

the base RL algorithm for all methods and experiments. D-Shape is

compared against RL alone as well as RL+IfO methods that share

similar policy invariance guarantees and assumptions. D-Shape is

also compared against RL with a naive RL+IfO reward, where the

reward is defined as the sum of the task reward and an imitation

reward. Applying RL with a hybrid task and imitation reward is

a common technique to combine RL and IL, but typically requires

hyperparameter search and does not provide any robustness guar-

antees [14, 39, 40]. The specific algorithms used as baselines in our

experiments are listed below:

• Q-learning [36]: a classic model-free, off-policy RL method.

• Reinforced Inverse Dynamics Modelling (RIDM) [26]: a model-

based RL+IfO algorithm that also assumes only a single

demonstration.

• Similarity Based Shaping (SBS) [6] : an RL+IL algorithm that

incorporates demonstrations through a potential-based shap-

ing reward. We adapt SBS to the discrete setting, and for

state-only demonstrations.

• Q-learning + Manhattan (Manhattan): We construct an imi-

tation reward term that consists of the negative Manhattan

distance between the state 𝑠𝑡 and the demonstration state

𝑠𝑒
𝑡+1. Q-learning optimizes for the sum of the imitation re-

ward and the task reward.

5.0.3 Demonstrations. Each algorithm is run with only a single

demonstration. To study the ability of each algorithm to utilize

suboptimal demonstrations, the experiments are performed with

four demonstrations of varying qualities: optimal, good, medium,

and worst. For the goal-based gridworld tasks considered, any state

trajectory from the start position (which is always in the bottom left

corner) to the goal position that decreases its distance from the goal

by going right or up at each timestep, is an optimal demonstration.

Thus, suboptimal demonstrations must consist of trajectories that

either (1) go to an incorrect goal, or (2) do not decrease their distance

to the goal at some timestep.

The experiments consider optimal demonstrations—which are

manually computed—and suboptimal demonstrations of the first

type. More specifically, the optimal demonstrations in the experi-

ments are those that always follow the bottom and right edges of the

gridworld; see Figure 3 for an example of the task and style of opti-

mal demonstration used. The good, medium, and worst suboptimal

demonstrations consist of state trajectories that go to alternative

goals that are a Manhattan distance of 2, 4, and 6 steps away from

the true goal 𝑔 for the size 10 and size 20 gridworlds. For the size

30 gridworld, the alternative goals are a Manhattan distance of 4, 8

and 12 steps away from the goal. Experiments with further types
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Figure 5: Learning curves of D-Shape (our method) and the Manhattan baseline when provided optimal, good, medium, and
worst demonstrations. D-Shape converges to the optimal task reward consistently, despite being provided suboptimal demon-
strations, and with better sample efficiency than Manhattan.

of suboptimal demonstrations (e.g. suboptimal demonstrations of

the second type, demonstrations with missing states) may be found

in the Supplemental Material.

5.0.4 Evaluation. D-Shape and baseline models are trained for a

fixed number of time steps. To measure learning speed, the return

achieved by each method is evaluated at regular intervals by av-

eraging test returns from the current policy, and is plotted as a

learning curve. The shaded region around each learning curve is

the standard deviation of the average return. All curves in the fol-

lowing results are computed over 30 independent training runs.

The optimal task return is plotted as a horizontal line.

5.1 D-Shape Improves Sample Efficiency
Figure 4 compares D-Shape to the baseline methods, where all

methods are trained with a demonstration of optimal quality. It

shows that, for all environments, D-Shape was able to improve

sample efficiency over Q-learning, SBS, RIDM, and Manhattan.

The closest competing method is Q-learning with the Manhattan

distance IfO reward. The strong performance of this baseline is

not surprising, since the Manhattan IfO reward computed with an

optimal demonstration is similar to the Manhattan distance of a

state to the true goal state—where the latter quantity is actually

the value function for this set of tasks [22]. This same Manhattan

IfO reward is also the potential function used by D-Shape, yet

D-Shape also includes the component of goal relabelling, which

may explain why D-Shape’s sample efficiency is much higher than

that of Manhattan’s. The relative contribution of each of D-Shape’s

components to sample efficiency is further studied in the ablation

section.

Figure 6 shows the state visitation distribution of a D-Shape

agent on the 20 × 20 task, trained with an optimal demonstration

analogous to the one shown in Figure 3. The visitation distribution

has highest concentration along the bottom and right edges of

the gridworld, which is precisely the path that the demonstration

traverses. This confirms that the D-Shape algorithm biases the

learning agent to follow the path of the demonstration (rather than

following any of the other optimal trajectories for this task).

5.2 D-Shape’s Convergence and Sample
Efficiency is Robust to Demonstration
Quality

The theory provided in Section 4 suggests that D-Shape should

converge to the optimal policy even when provided suboptimal

demonstrations. This section examines (1) whether the prior the-

oretical property is exhibited empirically by our implementation

of D-Shape, and (2) how the sample efficiency demonstrated by

D-Shape in the prior section is affected by suboptimal demonstra-

tions.

More precisely, the theory states that the set of goals D-Shape

explores and learns with should not affect D-Shape’s ability to learn

an optimal policy, as long the goal 𝑔 at time 𝑡 + 1 depends only

on the goal, state, and action at time 𝑡 . We hypothesize that this

theoretical guarantee means that D-Shape will still converge to

the optimal task reward, no matter the demonstration quality used

during training.

0 5 10 15
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Figure 6: State visitation of D-Shape trained with the opti-
mal demonstration for the 20× 20 gridworld, where the start
position is in the lower leftmost position, and the goal posi-
tion is in the upper rightmost position. The provided demon-
stration followed the lower edge to the right, and then went
up to the goal state, which is reflected by the state visitation
of the learned D-Shape policy.
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Figure 7: Varying the coefficient on the Manhattan dis-
tance IfO reward for the Q-learning + Manhattan dis-
tance baseline, for ®𝑐 = [1, 20, 25]. The learning curve
for D-Shape is shown for reference. Note that for 𝑐3, Q-
learning+Manhattan actually diverges from the optimal
task return.

To test the hypothesis, D-Shape is trained with four demonstra-

tion qualities: optimal, good, medium, and worst. In this experiment,

D-Shape is compared to the naive RL + IfO baseline, and Q-learning

with a Manhattan distance reward. The same hyperparameters

are used for all four demonstration qualities; the hyperparameter

tuning procedure is described in the Supplemental Material.

Figure 5 shows that D-Shape and Q-learning+ Manhattan both

converge to the optimal task return for all demonstrations, despite

the fact that only the optimal demonstration fully completes the

task. Given the demonstration quality, D-Shape has strictly better

sample efficiency and lower learning variance thanQ-learning+Manhattan.

While D-Shape’s theoretical properties guarantee that it should be

able to converge to the optimal policy regardless of the demonstra-

tion quality, the Q-learning+Manhattan baseline boasts no such

convergence guarantees. In fact, given a poorly chosen value of

the 𝑐 hyperparameter and a suboptimal demonstration, the learn-

ing process of the Q-learning+Manhattan baseline might actually

diverge, as the optimal policy has changed (see Figure 7).

5.3 Ablation Study
D-Shape draws a connection to GCRL and uses goal-relabelling (GR)
to unify state augmentation and potential-based reward shaping from
demonstrations (shaping). As such, D-Shape can be thought of as

the unification of these three components (GR, state-augmentation,

and shaping).

This section investigates three ablations of D-Shape: [D-Shape

− GR], [D-Shape − GR − shaping], and [D-Shape − GR − state

augmentation]. Note that these are the only three ablations worth

studying. [D-Shape − shaping] is not viable because GR requires a

goal-reaching reward; similarly [D-Shape − state augmentation]

cannot be studied because goals must be presented to the agent.

[D-Shape − shaping − GR − state augmentation] is equivalent to

baseline Q-learning.

The results are shown in Figure 8. In all domains, D-Shape dom-

inates all three ablations. Two of the ablations— [D-Shape − GR

− state augmentation] and [D-Shape − GR] — perform similarly.

The final ablation, [D-Shape − GR − shaping] performed much

more poorly than the others, showing similar sample efficiency to

the baseline of Q-learning. Therefore, this ablation is not shown

on Figure 8; see the Supplemental Material to view all ablations

together. The results here imply that for the gridworld domain

studied, a large part of D-Shape’s improvement in sample efficiency

over baseline methods comes from potential-based shaping with

demonstrations, and the remaining benefit comes from its GR com-

ponent. While state augmentation alone does not seem to produce

any gains in sample efficiency, note that it is not possible to per-

form goal-relabelling without augmenting the state with the goal

description. Thus, we conclude that GR is a crucial component of

D-Shape and has a synergistic effect on state augmentation and

potential-based reward shaping.

6 RELATEDWORK
D-Shape is closely related to methods from the RL+IfO literature

and the GCRL literature. Here, we review work from the RL+IfO

literature that is robust to demonstration quality, and work from

the GCRL literature that uses demonstrations.

6.0.1 Combining RL and IL. A common approach to combining RL

and IL is to define a hybrid reward function that is the sum of the

task reward and an imitation reward [14, 39]. Imitation rewards

proposed in the literature are derived from similarity measures [30],

behavior cloning [3, 33], inverse RL [1, 5], or generative adversar-

ial IL [9, 17, 34]. However, if demonstrations are suboptimal, the

imitation objective may conflict with the task objective. The re-

search community has proposed various techniques to remedy this

problem. Simpler solutions consist of tuning the relative weights be-

tween the imitation and task reward and/or annealing the imitation

reward to zero as training progresses [9]. Zolna et al. [40] introduce

a method to automatically control the tradeoff between imitation

and task objectives during training with Bernoulli random variables.

While each of these methods has demonstrated some experimental

success, each introduces a new set of hyperparameters that must

be carefully tuned.

Others in the research community have defined hybrid rewards

using potential-based reward shaping (PBRS) [22], and have demon-

strated that the policy invariance guarantees of PBRS result in ro-

bustness to demonstration quality. Brys et al. [6] defines a potential

function for reward shaping, where the potential function is a sim-

ilarity measure between agent states and expert states. Similarly,

Suay et al. [31] use inverse RL to recover a linear reward func-

tion from the demonstration, and formulate a dynamic potential

function from the recovered reward. Wu et al. [37] explore using

generative modelling techniques to construct a potential-based

shaping function. Combining PBRS with goal relabelling has been

relatively understudied. This work explores using potential-based

reward functions as goal-reaching rewards, where the goal is given

by demonstration states.

There are several other approaches for combining RL and IL

that avoid potential conflict between imitation and task rewards by

optimizing only the task reward, and incorporating demonstration

knowledge elsewhere in the learning process. For instance, state

augmentation (SA) approaches concatenate the agent state with

a representation of the demonstration state(s) [23, 26]. Initializa-

tion approaches incorporate demonstration knowledge through
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Figure 8: D-Shape compared to two ablations of D-Shape using the optimal demonstration. D-Shape displays better sample-
effiency than all ablations. The last ablation ([D-Shape − GR − shaping]) performed no better than the baseline of Q-learning
alone. It is not shown here because the difference between the other ablations would not be visible; see the Supplemental
Material for a version with all ablations.

pretraining the policy or value functions [16, 32]. Resetting to

demonstration states is another technique that has been shown

to be effective for improving the sample efficiency and asymptotic

performance of RL [10, 21, 27]. While the aforementioned tech-

niques have demonstrated success with optimal demonstrations,

they have not been explicitly evaluated for their robustness to sub-

optimal demonstrations. This work uses SA as a component of

D-Shape, and our theoretical results directly apply to SA, showing

that SA should not modify the optimal policy with respect to the

task reward. Therefore, this work provides theoretical grounding

for the intuition that SA is robust to demonstration quality.

6.0.2 Accelerating GCRL with Demonstrations. There is some work

in the GCRL literature that investigates using demonstrations to

speed up learning in classic GCRL tasks (e.g., maze tasks, target-

reaching tasks). For example, Nair et al. [21] leverage state-action

demonstrations in a GCRL algorithm through a demonstration

buffer, an auxiliary behavioral cloning loss with a Q-filter, and re-

setting to demonstration states. Ding et al. [9] incorporate demon-

strations into a GCRL algorithm by adding an imitation reward

derived from generative adversarial IL to a sparse goal-reaching

reward. Plan-based reward shaping methods consider designing

potential-based shaping rewards when given access to an approxi-

mate plan or demonstration[6, 29]. Most similar to this work, Paul

et al. [25] learn subgoals from a set of demonstration trajectories

and define a potential-based shaping function from the subgoals.

Unlike Paul et al. [25], we study goal-relabelling, demonstrate the

efficacy of D-Shape using only a single expert demonstration, and

examine using demonstration states directly as goals in a time-

aligned manner.

7 CONCLUSION
In this work, we investigated using techniques from goal-conditioned

reinforcement learning to combine potential-based reward shaping

and state augmentation, and introduced D-Shape, a novel RL+IfO al-

gorithm. We showed theoretically that an optimal policy learned us-

ing D-Shape can be executed optimally with an arbitrary sequence

of goals, and demonstrated empirically that D-Shape improves

sample efficiency and is robust to suboptimal demonstrations in

gridworld domains. In our experiments, D-Shape was able to (1)

improve sample efficiency over all baselines, and (2) consistently

converge to the optimal policy with better sample efficiency than

baselines, when provided with suboptimal demonstrations.

This paper evaluates D-Shape based on a sample efficiency crite-

rion in discrete, goal-based gridworlds. Future work could assess

D-Shape’s ability to generalize to new demonstrations onmore com-

plex gridworld tasks, such as those with obstacles. Another direc-

tion of future work is extending D-Shape to continuous state-action

spaces. In this work, we augment agent states with demonstration

states as goals, where the demonstration states have the same rep-

resentation as the agent states, but learned goal representations

may be necessary to extend D-Shape to continuous state-action

spaces. A limitation of D-Shape is that if the provided potential

function does not improve the reinforcement learner’s performance,

then D-Shape also will not improve performance. Thus, learning

potential functions—an active research area [13, 19]—is an impor-

tant future direction. Finally, this work investigates D-Shape with

a single demonstration only, but there is a rich set of techniques

from GCRL that could potentially be used to incorporate multiple

demonstrations into D-Shape.
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