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1 INTRODUCTION

Reinforcement learning (RL) has been successful in a variety of
domains ranging from solving difficult games like Go [10] and drug
discovery [4]. Most of these domains are characterized by high-
dimensional states and continuous action spaces. However, sample
inefficiency is a major challenge when applying these algorithms
to real-world tasks such as robotics and healthcare care [6]. To
address improved sample efficiency, rather than forcing agents to
learn from scratch, domain knowledge from humans or existing
agents can be leveraged in various ways [3].

Many existing approaches can leverage advice in RL from a
single, near-optimal teacher [1, 5, 11]. In this work, we consider
settings where a student can receive action advice from multiple
teachers. This setting can be particularly appropriate when different
teachers have different skills (e.g., teachers may perform well in
different parts of the state space or perform different sub-tasks).
In addition, we also consider that teachers may be suboptimal, or
even random. This allows us to leverage teachers that perform well
while not being hurt (much) by teachers that perform poorly. This
paper focuses on the question, “When should the student listen to
which teacher?” to effectively use the best teacher’s policy for a
given state, or to decide not to listen to any teacher.!

Our work is inspired by Two-Level Q-Learning (TLQL) [8] but
is different in two ways: (1) it can be applied to a variety of tasks
having both continuous and discrete action spaces, and (2) is more
resistant to teachers of different qualities ranging from fully op-
timal to partially suboptimal teachers. In addition, by using two

I This work assumes teachers do not learn and are not antagonistic.

Proc. of the 22nd International Conference on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2023), A. Ricci, W. Yeoh, N. Agmon, B. An (eds.), May 29 — June 2, 2023,
London, United Kingdom. © 2023 International Foundation for Autonomous Agents
and Multiagent Systems (www.ifaamas.org). All rights reserved.

2589

Srijita Das
University of Alberta
Edmonton, Canada
srijital@ualberta.ca

Matthew E. Taylor
University of Alberta
Alberta Machine Intelligence Institute
Edmonton, Canada
matthew.e.taylor@ualberta.ca

actor-critic networks, our approach can be easily incorporated into
existing actor-critic algorithms.

2 TWO-LEVEL ACTOR-CRITIC USING
MULTIPLE TEACHERS

We introduce the Two-Level Actor-Critic (TL-AC) method to learn
from multiple teachers. TL-AC extends the actor-critic algorithm[9]
to a two-level network structure, with a single critic for both levels,
enabling the agent to leverage teachers with different expertise and
advice quality.

2.1 Problem Statements

Given: A set of (sub)optimal teachers as denoted by Ey = {ej,
ez, -+ ,en} where |Eg| = N, with a set of corresponding policies
denoted by 7g = {7e,, ey, -+ * , Tep -

Objective: Train the learning agent using action advice from the
set of multiple teacher policies 7r when useful to make the agent
learn a good policy with fewer environmental interactions.
Assumptions: We consider a single-agent learning problem with
multiple teachers. The teachers are fixed during the agent training
process.

The multiple teachers used in our approach can be pre-trained
agents, classifiers trained from demonstrations, human teachers,
etc. At each time-step ¢, each individual teacher e; provides action
advice (optimal or sub-optimal) based on the state vector s;. The
student agent will choose an action to execute, which can be either
its own policy or the policy of any one of the several teachers in
the set E. The goal of the learning agent is to maximize the return,
while determining which teachers to listen to when.

2.2 Algorithm and Methodology

Figure 1(a) shows the TL-AC structure.

Low-level Policy: Select Action The low-level policy network is
the first actor-critic network, parameterized with 6;,,,. The low-
level policy 7y, (s, a) = n(als; 6;,,,) maps the states to a proba-
bility distribution over actions. The advantage of taking action a;
at state s; is A(s¢, ar) = r(se, ar) + YV, (St+1) — Vi, (st). The
objective is to maximize the agent’s value over all states and find
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(a) Two-Level Actor-Critic Structure
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Figure 1: (a) Two-Level Actor-Critic Structure and (b), (c) show the capability of TL-AC incorporating multiple teachers with
different qualities or expertise in the DoorKey environment.

the low-level optimal policy with the loss function?

L(010w) = log myo,(als; O10)Als, a).

High-level Policy: Select Teacher and Take Advice The high-
level policy network is parameterized with 0p;45. The high-level
policy mpign(s, ) = m(els; Opign) maps the states to a probability
distribution over teachers. The high-level network estimates the
expected return of selecting each teacher e. The reward for a teacher
is the environmental reward received when executing the chosen
teacher’s action advice. Hence, we have r(s;, er) = r(s;, e, ap) =
r(s¢, at). The discounted value Vy, , o (s) at state s under the high-
level policy 7p;4p, is equal to the V(). The advantage of choosing
the teacher e; in the state s; at the high level can be written as

Alst,er) = r(se.e) + YV (St41) = Vi, (S1)
=r(se,ar) + YV, (St41) = Vi, (s2) = A(st, ar)

This shows that the networks at both levels use the same critic for
estimating the value function of the states. The objective is to max-
imize the values of all states and to find a (near) optimal high-level

policy with the loss function L(6hign) = log 7hign (els; Opign) A(s, a).

Zhang et al. [12] showed a similar reduction in an option learning
framework.

3 EXPERIMENTS

3.1 Experimental Settings

We use the A2C algorithm without any advice as the baseline. We
also benchmark against the DQN variant Two-level Q-learning
(DON-TLQL) [8] and AC-Teach [7], both of which can learn from
multiple teachers.

Here we present experimental results on the MiniGrid DoorKey
[2]) task. This is a discrete grid room environment; the rooms are
separated by a wall and the agent needs to use the key to open the
door and enter the other half to get to the target grid. The state is a
3-tuple vector and there are 6 discrete actions. A (sparse) positive
reward is given when the goal is reached, otherwise it is 0.

2The subscript ‘¢’ is dropped from notation for convenience because the loss-function
is defined with respect to a single mini-batch.
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Teacher Set Details: To construct the teacher set, we first obtain
a near-optimal policy, then construct partial teachers, who could
only provide good advice on partial state space. We have teacher L
to give advice on how to pick up the key and open the door when
at the left room, and teacher R to give advice on navigating to the
target square when at the right room.

3.2 Results and Discussion

We plot the learning curve to show the mean training reward as
well as the standard deviation. Figure 1(b) shows the results of
providing one optimal full teacher and two random full teachers in
the teacher set. TL-AC can effectively learn from multiple teachers
of different quality as compared to other baselines in this discrete
task, and is robust to the effect of noisy teachers’ advice.

In Figure 1(c), when allowing both teacher L and teacher R to
provide advice to the agent, TL-AC could learn a near-optimal pol-
icy within 1 x 10° steps while AC-Teach and DQN-TLQL could
not benefit much from these settings. This indicates TL-AC could
efficiently incorporate the advice from multiple teachers with dif-
ferent areas of expertise. Additional details, analyses, and ablation
studies with different teacher sets and domains are excluded from
this extended abstract.

To summarize, advantages of using TL-AC include: (1) being
lightweight and having a simple structure, (2) easily switching
between policies at every time-step to incorporate the best teacher’s
advice, (3) simple incorporation into any actor-critic algorithm, and
(4) working with both full and partial teachers. Future work includes
conducting experiments with human teachers and investigating
the possibility of incorporating uncertainty and confidence-related
schemes into this framework.
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