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ABSTRACT 

AI has been described as a “potentially transformative national 

security technology on a par with nuclear weapons, aircraft, 

computers, and biotech” [1].  The UK Ministry of Defence (MOD) 

is taking a leading role in establishing international norms for 

responsible and ethical application of AI to Defence and Security 

challenges and developing techniques that counter mis-use of AI 

by unethical actors. This talk will share current MOD thinking on 

the threats and opportunities presented by AI, will provide a 

perspective on the key challenges of “operationalizing” AI within 

the Defence enterprise and will outline a framework called the “AI 

Building Blocks” used by Dstl to ensure AI systems are developed 

from a socio-technical perspective. These building blocks cover 

nine topics including “platform”, the computational environment 

and architecture within which an AI system is realized; “consent”, 

the compliance of the system with relevant legal, ethical and 

policy-based frameworks; and “confidence”, the explainability and 

verifiability of an AI system as part of a trusted human machine 

team. Activities underway to address these “building blocks” will 

be illustrated using practical examples that address different aspects 

of the system. The talk will conclude by reflecting upon the critical 

importance of considering systems from a socio-technical 

perspective to ensure that AI is adopted in a responsible manner 

that reduces overall harm.  
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