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Introduction

Terrorism and terrorist threat is dynamic and live

Terrorism is a global challenge



Introduction

Policing in the Indian context suffers from the dual challenge of manpower and 
technology shortage

While 47,000 police personnel are involved in VVIP security, the country faces a 
shortage of 500,000 policemen

Policing in a developing world

Data from the United Nations Office on Drugs and 
Crime (UNODC) shows that in 2013, India's ratio of 
138 police personnel per 100,000 of population 
was the fifth lowest among the 71 countries



Introduction
Technology is the solution

Technology has the ability to raise the policing capabilities in the 
developing world while the economies still struggle to raise manpower. The 
use of technology across a broad spectrum of policing requirements is 
already visible-

a) Predictive Policing
b) Intelligent Surveillance
c) Intelligent Case Management
d) Smart Training

Are just some examples, to name a few.

However, most of the modern intelligent systems are artificial intelligence 
powered and data driven. And data is the new oil.



Going Open Source for Data 

Open source data is the new normal. New providers and 
competitive market has also improved accessibility (better access 
to internet at inexpensive prices) and affordability (cheap to 
acquire)

While the Open Source Intelligence remained neglected for 
decades, it has acquired its own space in the contemporary 
world. 

According to the United States Department of Defense, “Open 
Source Intelligence is produced from publicly available 
information that is collected, exploited, and disseminated in 
a timely manner to an appropriate audience for the purpose 
of addressing a specific intelligence requirement”

Hunt for inexpensive data

Recently, open source satellite imagery data provided by the 
Planet Labs © has been extensively used by the media houses, 
academic, military and strategic experts in analysing the situation 
on the ground during the 2020 India-China Standoff 



The future of Open Source Data

In fact, die to the non clandestine nature of 
acquisition of open source data, open 
source intelligence Market is growing and 
so is the need to leverage this intelligence. 
The major advantages offered are-

● Inexpensive
● Fast
● Easy to process

Investing in a safe future with assured returns



Open Source Intelligence and Counter Terrorism

Intelligence agencies strive to have round the clock data on everything happening 
under their jurisdiction. In the context of countering terrorism and terrorist threat, the 
major priorities, to name a few, are to receive intelligence about-

a) Detecting potential threats
b) Countering radicalisation
c) Investigating incidents

Essentially, any intelligence received for any objective mentioned above can be 
primarily divided into-
a) Pre-incident intelligence: aims at thwarting an incident from its occurrence;
b) Post-incident intelligence: aims at advancing the knowledge 

In this work, our attention will be how the open source intelligence can be utilised to 
obtain credible intelligence for post-incident intelligence to support major terrorist 
investigations

Countering terrorists in modern warfare

Demonstration image: New Zealand born jihadist 
accidentally tweeted his location from Syria. United 
States Air Force Intelligence had extensively hunted 
for locating potential ISIS targets for airstrikes using 
such geolocation information.



Using Open Source Intelligence for Suspicion

Most of the post incident investigation 
revolves around pointing suspicion.

Some of the major grounds based on 
which suspect is recognised are 
dependent on Modus Operandi-

● Geolocation
● Timestamp
● Weapons profile
● Attack profile
● Target Profile

Suspicion is raised based on historical 
information and trends about individual 
terrorist outfits. 

For e.g. Jaish-e-Mohammad (JeM) is 
famous for carrying out suicide attacks

Learning to suspect for post-incident investigation



Every terrorist outfit leaves signatures

Different terrorist outfits have different operating patterns. It is 
these operating patterns that experts learn over the time to 
determine if a particular group has been involved in an incident or 
not.

Knowing our operating environment and actors

For example,

Operating patterns in case of Lashkar-e-Taiba could be compared 
to those of Jaish-e-Mohammad. Jaish is a group more actively 
known for claiming the incidents as compared to Lashkar. It speaks 
volumes about its ideology.

Similarly, Lashkar has attempted most of the attacks with zero 
casualties as an outcome. 

It allows to conclude that Lashkar is more interested in political 
achievements than mere publicity.



We have collected a set of 18 features (coming from the 
Global Terrorism Database, 2017) and building models to learn 
about the patterns from the terrorist outfit operations.

The following image provides a snapshot of the dataset that we 
curated which corresponds to the incidents performed by 
Lashkar-e-Taiba 

The main reason behind using data driven intelligent intelligence 
is to avoid differing perceptions and human bias. The list of 
right is the list of features used to learn about terrorist outfits.

Curating a dataset to collect signatures
Leveraging data for generating intelligent intelligence

gname: group responsible,
iday: day,
imonth: month,
iyear: year,
extended: extended,
success: success,
suicide: suicide,
city: city,
districts: districts,
weaptype1_txt: weapon type,
weapsubtype1_txt: weapon subtype,
targtype1_txt: target type,
targsubtype1_txt: target subtype,
attacktype1_txt: attack type,
nkill: kill count,
claimed: claimed,
claimmode_txt: claim mode,
property: property,
propextent_txt: damage extent,
INT_ANY: international



Measuring signatures of terrorist outfits

Based on a simple model built built using Random Forest 
Algorithm using a set of 18 features (coming from the Global 
Terrorism Database, 2017) and the name of the extremist outfit 
as the label to train the model, our model achieved an accuracy 
of 85.45% on the validation set

● There were two terrorist outfits used for modelling 
purposes- Lashkar-e-Taiba and Jaish-e-Mohammad. 
These are also the classes used for building the 
classifier. Class 0 corresponds to Jaish-e-Mohammad 
and Class 1 represents Lashkar-e-Taiba

● Models were not tuned and we used the base model 
which achieved aforementioned accuracy

In the next steps, we will discuss how this method aligns with the 
decision making of human investigators about the suspected 
involvement of a terrorist outfit in an incident.

Using machine learning to learn about terrorist modus operandi



Explaining the signatures

Machine learning models often perform complex computations to fit the decision boundary. These computations are sometimes in extremely 
high dimensions which cannot be graphically represented for the sake of human inspection. In this sequence, the set of methods used to 
explain the decisions of such models are called ‘Interpretability Methods’. These are primarily divided into-

a) Global Interpretability Methods: the objective is to obtain a ranking of features in decreasing order of their significance to describe their 
relative importance considered by the model while learning from the data. 

b) Local Interpretability Methods: the objective is to obtain instance level explanations for the decision i.e. how and why a particular is 
classified into a specific class.

Making machines explainable and accountable



Global Explanations

Based on the feature significance of the random forest model, we 
can conclude that the model on an average considered the ‘city’ 
as the most important feature followed by ‘target subtype’, ‘day 
of the incident’, ‘weapon subtype’ as the top most features.

The validity of the model’s chosen features can be 
verified by ranking features considered using Shapley 
values. We can clearly observe that ‘city’, ‘target 
subtype’ and ‘weapon subtype’ are in the top most 
features.

Making machines explainable and accountable



Global Explanations
Making machines explainable and accountable

The significance of a geolocational feature like ‘city’ from the 
perspective of human investigators is easy to comprehend. Often 
attacks by terrorist outfits cluster around some specific locations 
where there logistics and overground support is strong.

Similarly, the other features like preferred target or weapons 
also determine to a large extent the signatures of extremist 
outfits. For example, Jaish-e-Mohammad is notorious for its 
suicide bombings while most of the attacks by 
Lashkar-e-taiba were mostly armed attacks in nature.



Local Explanations

The idea of interpreting a machine learning model locally is 
based on the requirements to understand why a particular 
data point is classified into a particular class if the 
problem is about classification. We used the Local 
interpretable model-agnostic explanations (LIME) 
framework for explaining he decisions of the model at the 
instance level.

For example, the image at the right describes the predicted 
perpetrator as Jaish-e-Mohammad with a probability 0.44 
which is true as per ground truth. The major features 
contributed to the decision are- 

a) Year: The year of the incident is 2000. Often 
terrorist groups have a tendency to go dormant for a 
few years became active in later ones.

b) Claimed: Jaish-e-Mohammad is more vocal while 
claiming its attacks as compared to others

Explaining the case of Jaish-e-Mohammad



Local Explanations

Similarly, we have tried to explain a specific instance 
where our model predicted Lashkar-e-Taiba as the 
perpetrator. In this case, we can observe that the most 
important features that contributed to the decision are-

a) Kill count: Most of the attacks orchestrated by this 
outfit are armed assaults using firearms and not 
bombing or explosive campaigns like that of 
Jaish-e-Mohammad. Therefore, the casualty count 
is fairly low.

b) Year: The year is 2001 and we have enough 
reasons to conclude that Jaish remained less 
active during the years after 2000 after it 
successfully hijacked the Indian flight IC-814 on 
24th December 1999.

Although while the incident frequency dropped, the 
Jaish-e-Mohammad was successful in making an impact 
with more deadly incidents as it attacked the Indian 
Parliament on 13th December, 2001

Explaining the case of Lashkar-e-Taiba



Local Explanations
Explaining the case of Lashkar-e-Taiba



Challenges, Opportunities and Future Scope
Making machines explainable and accountable

Every data driven system comes at a cost. In this case, there are multiple costs to pay in terms of-

1. Privacy and Security
2. Fairness and Bias Correction
3. Interpretability and Transparency
4. Governance, Accountability and Legal Frameworks
5. Human Resources and Finance

There are enormous opportunities in terms of-
1. Complete automation of intelligence cycle to release additional manpower for gathering human intelligence
2. Human-in-the-loop based smart decision systems with significant accountability

And many more!



Questions?
Together we can make it safer!


