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Abstract automatic selection and arrangement of video dbps
personalised film production.

The IST Polymnia project aims to create a fully
automated system for personalised video generation.1.1. Theroller coaster scenario
Film production involves content creation, seleatio
and composition. Technological advances have Cameras are strategically placed on a roller coaste
automated parts of the process, however videongditi ride to record the visitors and their experiences,(1)
continues to be a bottleneck in the production itz close up of visitor in the roller coaster chari@?)
constant human interaction is required in the psxe embarking/disembarking, (3) sitting on the chaaiod ,
This paper presents a linguistically motivated (4,5) experiencing the two main drops.
solution that uses context-free feature-augmented

grammar rules to describe editing tasks, thus video or
editing can be automated by a novel rule appliqatio
algorithm. The solution is media and application
independent. Performance analysis results have
suggested that the solution is applicable to nesal-r
time applications.
1. Introduction Finsh  Start
m1 Camera OC:S(;i;Drl dvgrmera o Camera ID

The IST Polymnia project aims to develop a fully
automated film production system that can be

configured to produce personalised videos for farkp . I . .
- Automatic content analysis is applied to the video
and museum visitors. The system uses cameras tq

record the experience of all the visitors. The wide Streams fo detect and identify the different visito

. Sensors are used to detect events such as théilocat
streams are analysed and segmented according tg

L f . - ~of a roller coaster chariot on the track. The infation
content. For each visitor, video clips of their . . S
. is added to each video stream as annotation in MPEG
experlenpes qre selgcte_d and arranged to produce Pormat. The MPEG-7 document is fed to an automatic
personalised film which is recorded onto a DVD. The media editing system that uses the informatioretecs

system must operate in near real-time in order to . L
' oL . L the relevant video segments for each visitor and
produce souvenir DVDs in time for delivery to vis . ) . .
produces a personalised film of their experiendee T

as they leave the venue. Th|s_, implies: automation "film is recorded onto a DVD and made available as a
every step of the process. This paper focuses en th . .
souvenir for each visitor.

Figure 1. The roller coaster filming scenario.
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Figure 2. Automatic film production in Polymnia. o

1.2. Film production
Figure 4. The automatic video editing module.

The placement of cameras, the selection of video

C|ips and how they are arranged to produce a $ihort The automation of video edltlng Imp“eS that the

are designed and specified by a professional film film director only needs to be involved in designihe

director. Video clips are edited according to fhestof ~ shooting scenario and the film production plan. ©nc

real-world events or other shots. For instancethin  the director’s ideas have been implemented asnediti

roller coaster scenario, shot 2 (S2) is a 30 sextonty rules, the system is able to automatically prodace

video clip extracted from camera 1 (Cam 1) withtsta Personalised film for every visitor.

time equal to the time when a visitor was detedted

Cam 1 (Event A). Shot 1 (S1) is a 20 seconds long2. Automated video editing

video clip extracted from camera 2 (Cam 2) with end

time equal to the start time of S2. This shows kbat A simple approach to personalised film production
generation is event triggered and can involve fg®ta uses a film template with slots for inserting the
captured both before and after an event. personal video segments. This is the same as mail
merging where the recipient name is changed to
Event e Y personalise a letter. A template cannot cope with
Y I | Y exceptions, e.g. it cannot produce a film if anytto#
Cam 1 52 i—@— S8 }-— required segments is missing. This work introduges
¥ s Y rule-based approach that offers a level of flekipil
e [ e |' which is crucial in any real-world system.
L
Cam 3 II 53 The Roller
Coaster
Y Y
Cam 4 35 |
| B J
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Figure 3. Video clip selection in the roller coaste
scenario.

This paper is about the automatic video editing
module in Polymnia. The module automates video clip
selection and shot arrangement thus enabling the Shots 1to 9
overall system to automate the entire film procrcti Figure 5. An aggregation approach to media editing.
process. It takes an automatically generated MPEG-7
document as input. The document contains annotation For the roller coaster scenario, three shots (21, S
about the identity, location and time of appearaote S3) are combined to produce a film about a visitor
each visitor and object in each video stream,\ésgor embarking and starting the ride. Two short filmghaf
Andrea was detected by Cam 1 at 12:21pm. The filmclimb and drop sequences are produced by
director’s ideas are implemented as a set of efitin concatenating shots S4, S5, S6 and shots S7, 88eTh




are combined to make a film about the ride. Finadly ‘EMBARK’ if S2 starts when S1 ends and S3 starts
film about the entire roller coaster experienceevids within 30 seconds of S2 ending.
created by concatenating the short films about
embarking, the ride and disembarking. 2.2. A linguistically motivated solution

This rule-driven aggregation approach to video
editing makes it easy to offer alternatives and ertaile The challenge presented here is similar to symtacti
video editing system more robust against unexpectedparsing and sentence generation in computational
input. For instance, a recursive rule can be ddfilee linguistics [1] where the grammatical structure af
make the ‘embark’ short film use any combination of sentence is described by context-free rules thiwele
the three shots in the film to cope with cases witee  valid word and phrase combinations according tir the
visitor was obscured in one of the videos and tlats  part-of-speech tags, e.g. verb, noun, article, verb
detected by the analysis module. Although the samephrase, noun phrase. A grammatically correct seaten
can be achieved using fixed templates, one wilehtav  is generated by applying the rules to a set of wdod
create templates for all possible combinations of produce phrases which are aggregated to produce a
situations, thus making the system hard to mairgath ~ complete sentence. This is the same as the video

cumbersome to manage. editing problem except text generation uses non-
overlapping complete words to produce a sentence
2.1. What isvideo editing? whereas video editing can use overlapping videgscli

in the final result.

Given a collection of videos, video editing is abou The solution presented in this paper was inspised b
the selection and arrangement of video clips adogrd  previous work in computational linguistics [1] and
to a set of artistic preferences to produce a @stier expert systems [7,9]. The primary distinctions are,
film. The selection of video clips involves watchia firstly, the proposed grammar is designed for vidim
video to analyse the content such as what appe#inei  aggregation as opposed to word ordering as in text
video and at what time. The selection of video<liip generation. A video clip can be parts of multiple
based on this semantic information, e.g. the roller aggregated short films. Secondly, the grammar allow
coaster film is made up of shots about a particular the use of mutually dependent conditions as opptsed
visitor sitting on a particular roller coaster doar independent conditions as in most expert systems. T

The arrangement of shots is also based on theconditions can define tests that reference theeptims
semantic information such as camera location andof elements that are matched by the other condition
recording time. More specifically, the arrangemeht

shots is based on the relationships between differe Condition A Condition B
video clips. For instance, in the roller coasternstio, - )

the shots are defined and arranged according te tim Ltk f__-—-i"“—”f;-— L
constraints between the shots to ensure that adgov Visitor = Andrea Mmp
clips from the same ride are used to produce at shor

film, i.e. the visitor can go on the ride twicepgmduce Sl End tme > SEJEF
two films, one for each ride, as opposed to a sifigh ‘"?“‘“«—._i

=0 fime oF 2
that uses video clips from two different rides. "4

In abstract terms, the selection and arrangement of Figure 6. Describing a combination of two elements
video clips is entirely feature driven. A featuie this with mutually dependent conditions.
context, can refer to any property about a video
segment, e.g. the start/end time of a video, tineenaf 2.3. Context-free feature-augmented grammar

the visitor/camera or the lighting condition. A fiei

value is anything that is comparable, i.e. namegti The proposed grammar operates on elements. The
and number. Selection is therefore automated bygrammar describes the creation of elements based on
pattern matching, e.g. the existence of an evetit wi Other elements. An element is a collection of proge
label ='A’ means the creation of a shot with labsE, where a property is a key-value pair. The key is a
end time='"start time of event A’ and start time=den textual name and a value can be anything that is
time — 20 seconds’. Arrangement is similar excépt t comparable, e.g. number, text and time. For instaac
pattern matching condition is more complex, e.@ th Video clip is an element with properties such anera
existence of three shots with labels ‘S1’, ‘'S2’ 488’ name, start/end time, duration, object type ancabj
implies the creation of a short film with label name.



<elements> <grammar>

<element> <rule>
<property key="type" value="event"/> <define key="type" value="shot"/>
<property key="camera" value="Caml"/> <define key="name" value="Embark"/>
<property key="objectType" value="visitor"/> <define key="camera" value="cCam2"/>
<property key="object" value="Andrea"/> <define key="startTime" value="$ST-3s"/>
<property key="startTime" value="12:10:36"/> <define key="endTime" value="$ET"/>
<property key="endTime" value="12:10:39"/> <define key="duration" value="$D+3s"/>
<property key="duration" value="00:00:03"/> <condition>
</element> <test key="type" op="eq" value="event"/>
<test key="camera" op="eq" value="Caml"/>
<element> <bind key="startTime" ref="$sT1"/>
<property key="type" value="event"/> <bind key="endTime" ref="$ET"/>
<property key="camera" value="Cam3"/> <bind key="duration" ref="$D"/>
<property key="objectType" value="Chariot"/> </condition>
<property key="object" value="Chariot_A"/> </rule>
<property key="startTime" value="12:12:09"/>
<property key="endTime" value="12:12:14"/> <rule>
<property key="duration" value="00:00:05"/> <define key="type" value="shot"/>
</element> <define key="name" value="sStart"/>
<define key="camera" value="cam3"/>
<element> <define key="startTime" value="$ET2"/>
<property key="type" value="event"/> <define key="endTime" value="$ET1"/>
<property key="camera" value="cam4"/> <define key="duration" value="$ET2-$ET1"/>
<property key="objectType" value="Chariot"/> <condition>
<property key="object" value="Chariot_A"/> <test key="type" op="eq" value="event"/>
<property key="startTime" value="12:12:14"/> <test key="camera" op="eq" value="Cam3"/>
<property key="endTime" value="12:12:20"/> <bind key="endTime" ref="$ET1"/>
<property key="duration" value="00:00:06"/> </condition>
</element> <condition>
</elements> <test key="type" op="eq" value="shot"/>
. . <test key="name" op="eq" value="Embark"/>
Figure 7. Example video elements. <bind key="endTime" ref="$ET2"/>
</condition>
. . </rule>
A grammar is a set of rules where a rule defines th
N . <rule>
creation of an element based on the existencehef ot <define key="type va}ue:"shot";>
L <define key="name" value="Drop"/>
elements_. A rule has? two parts, an element_d&imm Sdefine key="camera" value="camd"/>
and a list of conditions. The former defines the <define key="startTime" value="$ET2"/>
. . <define key="endTime" value="$ET1"/>
properties of an element that is created by the fihe <define key="duration" value="$ET2-$ET1"/>

<condition>

latter defines the set of elements that must @rist <test key="type" op="eq" value="event"/>
order to activate the rule. For instance, the rfole <test key='camera” op="eq" value="Cam4"/>
. . .. . <bind key="endTime" ref="$ET1"/>
creating a short film about a visitor embarkingtbe </condition>
roller coaster has three conditions describingtiinee <C°”<dt‘§;t°”fey=--type-- op=req’ valuesshot />
i i <test key="name" op="eq" value="Start"/>
shots requ_lred to propluce the film. . bind key="endTime" ref="$eT2"/>
A condition describes a group of elements by their <_|/cond1t1on>
properties. A condition consists of a collection of </rule>
i i <rule>
property tests where a test is a triplet of propeame, <define key="type" value="film"/>
test operator and test value, e.g. (label, eq&dls, An <def&n$_key="name" value="Rollercoaster"/>
. g oy s . g <conaition>
element satisfies a condition if it satisfies &k tests. <test tey:"type" op="eq" va}ue:"shgt"ﬁ>/
i : : <test key="name" op="eq" value="Embark"/>
A condition can optionally define a set of referesito </condition>
the property values of matched elements which neay b <condition> . . . .
. . . . <test key="type" op="eq" value="shot"/>
used by other conditions in their test statements o Jegitest key="name" op="eq" value="start"/>
it </condition>
the element d_eflnmon. _ <conditions o
The following example presents a grammar with <test key="type" op="eq" value="shot"/>
. . . , <test key="name" op="eq" value="Drop"/>
four rules. The first rule defines an ‘Embark’ shot </condition>
based on the detection of a visitor in Cam 1. Thats . /gr<a/rr]r;r1ljz1-|re>>

uses video from Cam 2 and starts 3 seconds bdfere t
detection. The bind statements define referenaess®

in the element definition. The second rule defilmes
‘Start’ shot with start time equal to the end tiofethe
‘Embark’ shot and end time defined by the detectibn
the roller coaster chariot in Cam 3. The third rule
define the ‘Drop’ shot based on the end time of the
‘Climb’ shot and the detection of the roller coaste
chariot dropping in Cam 4. The last rule concatnat
the three shots to produce a film.

Figure 8. Example video editing rules.

To summarise, the proposed grammar is based on
the manipulation of elements where an element is
simply a bundle of properties. A property is ddsed
by a name and a constant value. New elements are
created by a rule if all its conditions are satidfby a
set of elements. A new element is created for every
combination of matching elements. Property refezenc
can be defined in a condition to facilitate the
expression of cross-referencing conditions and gntgp



inheritance in the element definition. Values ire th
element definition and tests can be constantsalbies

or a combination of the two (e.g. addition and
subtraction).

Ruile

| List of Definitions } > |

Drefinition
Key name (string) |

| List of Conditions
I
Condition

| List of Tests I . |

List of References I

| Valua {consiantvariable) I

Test
Key name (string) I

| Operator (=/1=/</=j<=/>=) |

| ‘Value {constant’variable) |

Reference
| Kay name (string) I

| Reference name (string) I

Figure 9. A feature-augmented grammar for video
editing.

2.4. Rule application algorithm

particular combination of shots 1, 2 and 3, appbtd
to ensure that each shot starts just after theiquev
shot; if all the tests are satisfied, create thabark’
short film with property ‘visitor’ equal to that shot 2.

Far each rule

For each condition ...

Filter element pool by context-free tests Step 1
Establish candidate group context
. . Step 2
Filter candidates by context dependant tests
For each candidate combination ...
Instantiate references o eslablish context
Step 3

Apply remaining context dependant tests
Create new element if all the tests are satisfied

Figure 10. A naive algorithm for rule application.

To summarise, the rule application algorithm uses
set refinement to find all possible combinations of
elements that satisfy the rule conditions in trstsps.
The first step applies the context-free tests itirhte
clearly non-matching elements. The second step
analyses the candidates for each condition to ksttab
the range of property values in each group, thus
enabling the application of context-dependant tésts
further reduce the candidate set. The final stqpiep

The rule application algorithm has an element pool the remaining tests to each candidate combination t

which is initialised with elements describing the

identify complete matches which result in the doeat

observed events, e.g. visitor Andrea was detecfed b of new elements. The application of rules and the

Cam 1. Every rule is applied to the pool to createew
set of elements which are added back to the pagl, e
the shots, the short films and finally the complita.

The process repeats until either no new elemems ar

created or the process has repeated too many fimes,
all the possible films have been created or ameoas
recursive rule is continuously creating elementst th
trigger the rule again.

Rule application consists of three distinct steps.
First, candidate elements for each of the rule itmms
are discovered by filtering the element pool usingy
the tests that refer to constant values, e.g. diihdhe
video clips about Andrea.

creation of elements are recorded by the algoritthm
ensure that a rule is only applied once to the ssahe
of elements thus creating only one new element.

2.5. Implementation

The algorithm adopts a naive approach to rule
application. Its implementation incorporates selera
optimisation methods that make the algorithm
practically applicable. Every rule, rule conditiamd
element is associated with a unique integer identif
This facilitates the use of a memory and
computationally efficient hash tree structure for

Second, the candidate set for each condition iscaching the analysis results from step one anc thfe
further reduced by examining the candidate group the algorithm thus reducing redundant computation.

context and applying tests that only refer to group

variables, e.g. given a set of candidates, seleet t
longest video clip.

Finally, every combination of candidates for each
condition is examined to instantiate all the refiees
and apply all the remaining tests to identify the
combinations that satisfy all the conditions. A qbete
match implies the creation of a new element based o
the element definition using the reference valoesHe
particular candidate combination, e.g. given a

One instance of the cache structure is used tadeco
the result of applying the context-free tests of a
condition to each element, i.e. step one of the
algorithm. The information is reused in subsequent
applications of a rule to bypass the first stepkioown
elements. Another instance of the cache structsire i
used for recording combinations of elements that
satisfy a rule, i.e. the creation of a new elemé&hie
information is reused in subsequent applications of
rule to bypass the third step of the algorithm. The



information is also used to ensure that only one ne The test results show that the computation time of
element is created for a combination of elemerds th the optimised implementation increases exponetiall

satisfy a rule. with order O(€”®") wheren refers to the number of
events.The 19 grammar rules has on average 1.44
3. Evaluation conditions per rule, i.ec = 1.44. The experimental

system took less than one second to analyse 40

The proposed solution has been applied to a real@mbiguous events and automatically select 72 video
problem, personalised video souvenir generatiorafor clips to produce 8 films. In three seconds, theesys
fun park. The evaluation procedure assumes thatwas able to analyse 120 ambiguous events and select
information about the presence of a visitor or objg 576 video clips to produce 24 films.
a video footage is complete and accurate. A grammar The speed performance analysis results suggest that
was developed to generate personalised films about the automated solution can carry out video editing
roller coaster ride (Figure 1). speed that makes it applicable to near real-time
The grammar uses five rules to define the five key applications. For instance, a low-resolution stredm
events (Figure 3). Nine rules are used to defieenthe ~ Version of a personalised video can be made availab
shots (S1 to S9) based on these events or othes. sho to remote families and friends immediately aftee th
Five rules are used to concatenate these nine sttiots  Visitor has disembarked from the roller coastere Th

a complete film (Figure 5), thus the grammar hestal video can also be presented at a terminal at thaeve

of 19 rules. in much the same way as making recently captured
The scalability of the proposed solution was Photos available for preview and purchase.

assessed by applying the grammar to an increasing

number of events and measuring the computation time 4, Related work

Every ride on the roller coaster generates fiventsve

which trigger the generation of a film. The additiof 4.1. Video editing description languages

an event increases computational complexity as it

introduces ambiguity in associating events from Previous works [5,10] have acknowledged the

different rides to a film. A theoretical analysis tbe importance of adopting an abstract representaton f

algorithm has revealed that it has a complexitpraer  agia editing. The W3C synchronized multimedia

O(n°)_wheren refers to the number_qf input elements integration language (SMIL) standard [5] is a XML-

andc is the average number of conditions in each rule. pageq description language for interactive multimed
A quantitative analysis of speed performance usedpresentations. It defines a set of XML elements for

varying number of events from 5 to 120 in step$,0f  gescribing the temporal behaviour and the visuadua

representing 1 to 24 rides on the roller coastechE ¢ 5 myltimedia presentation and also for assowmati

ride increases the number of pool elements byt t  yerlinks with media objects. SMIL has been créate

the maximum number of elements was 576. The test;o 5 media, platform and application independent

was repeated 35 times to estimate the averagesgiytion for multimedia authoring. It can be used t
computation time for different number of eventsl Al yascribe a fixed film script but it cannot describe

the experiments were carried out on an AMD Athlon gjiernative strategies such as what to do if aovicl®
XP 1700+ (1.47GHz) desktop PC with 1GB RAM (a g missing.

maximum of 250MB for the Java virtual machine). Existing languages can describe fixed presentations
with predefined behaviour and known actions.
3500 Polymnia requires a solution that can automatically
3000 adapt a film script according to what video clipge a
[ available. The work presented here uses simples tale
2 describe different parts of a presentation. Muttinlles
3 can be used to create different short films using
g1500 M 1 different video clips. This rule-based approach esak
§1000 - ! the encoding of alternative editing strategies
SOO,W manageable. The same approach has been used in
computational linguistics to facilitate the destiop of
° 1 ‘ 2‘ 3 ‘ 4‘ 5‘ 6 ‘ 7 ‘ s‘ 9 ‘10‘11‘12‘13‘14‘15‘16‘17‘18‘19‘20‘21‘22‘23‘24 very Iarge complex grammars.

Roller coaster rides

Figure 11. Speed performance analysis.



4.2. Automatic media editing 5. Conclusions

Advances in content creation and storage  Film production is a labour intensive and expensive
technologies have created an urgent need forprocess. Even the production of a simple home video
automation in content organisation and editing. involves many hours of manual labour to capture the
Commercial automatic video editing solutions fomf®  video clips, review the content, select the hidtikg
users [12,15,17] typically adopt a music videoiadit  edit the shots, compose the video, insert scene
approach where shots are selected, organised an@ansition effects, review the video and publiste th
combined according to a piece of music. In gené¢nal,  result. The process requires constant human input.
process involves first selecting a video and madpual Tools have been developed to automate and speed up
marking up the interesting and irrelevant partqidce most of the processes such as video content anédysi
of music is then selected. These are analysed by ambject detection and identification, scene change
automatic algorithm to determine the tempo and escen detection for storyboard generation, transitioneef
changes. An edited video is created by concatematin insertion for media composition. However, video
the interesting scenes and inserting scene transiti  editing is still a manual process that involvesstant
according to the tempo. Video editing packages for human interaction.
professionals and enthusiasts [2,14] tend to offer The IST Polymnia project aims to create a fully
simple functions for automating mundane tasks ssch  automated film production system. It uses automatic
scene detection and transition insertion thus émabl content capture and analysis to acquire videos and
the user to focus on film production. annotate the videos with semantic information. The

Experimental automatic video editing systems are solution presented in this paper offers a rule-hase
typically developed for specific scenario such as grammar for encoding a film director's ideas about
multiparty conversation in  meetings [16] and how a film should be made and a rule-application
documentary generation [3,4,6,8,11]. The former algorithm for implementing the ideas accordingealr
adopts a simple editing strategy that uses speakegituations. It generates a personalised film sevipith
identification and head orientation detection to describes what video clips are used in what order t
determine how the video should be edited to sh@w th produce a personalised film. An automatic video
speaker and the reaction of the listeners. Docuangnt production module fetches the video clips and
generation is based on discourse theories that stentombines them according to the script. The result i
from computational linguistics. Existing systems ar written to a DVD for delivery to the visitor, thube
similar to that for textual story generation. Stagtteo entire production chain is automated.
clips are manually annotated with semantic inforomat Automation does not remove the human element
to enable an automatic system to generate a tdilore from media production. It enables a human opetator
video by selecting and concatenating the clips provide all the information about a task whichfiert
according to the annotation. executed and completed automatically, thus removing

Previous work in the area of automatic media the need for continuous interaction. The proposed
editing and automatic video generation is progrgssi solution has been designed for video editing, hawev
naturally towards the creation of a domain indegend it is applicable to any kind of media editing that
solution [3,13,18]. These systems aim to encodeinvolves the selection, arrangement and aggregation
common film editing and story generation rules to content such as music clips, photographs and Teuw.
make them generally applicable. The main challéage solution has been evaluated using a real scerBhie.
creating the complementary content analysis systemspeed performance analysis results suggest that the
that can automatically extract the rich semantic solution is applicable to near real-time applicasio
information required to activate the rules.

The work presented in this paper offers a generic g, Future work
platform for encoding and executing media editing

rules. It introduces the concept of feature-basedian A novel rule development environment is currently
editing which stems from work in computational peing created to offer an intuitive graphical ifaee
linguistics. The method has been applied to a widesy, ryle authoring, testing and management. The

range of problems in text processing and text inerface has been designed specifically for asapti
generation which have many parallels with media \jgeo editing. The tool will streamline the rule

editing. development cycle thus reducing the cost of



configuring, deploying and managing the Polymnia
system.
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