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Overview

• Speaker

• What is Human in the loop AI?

• Human-in-the-loop NLP

• Summary
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Speaker

• Dr Stuart E. Middleton

• Associate Professor, University of Southampton

• Turing Fellow

• Research interests

– Natural Language Processing (NLP)

– Information Extraction (IE)

– Human-in-the-loop NLP

– Problem areas typically in low training resource and multi-disciplinary environments



4

PUBLIC

Copyright University of Southampton 2022

What is Human in the loop AI?

• No Human-in-the-Loop

– No human in the loop >> AI models trained from datasets

• Human-In-The-Loop AI (HILT) [Middleton 2022]

– Human in the training loop (offline)

• Humans help AI models to (re)train so they improve over time

– Human in the deployment loop (online)

• Humans help AI models to perform a task

• Not covered today (but related)

– Lifelong learning

• Iterative retraining of models over time as it encounters new problems/experiences

– Human-machine teaming

• Human and AI actors interacting to perform a task (not covered today)
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What is Human in the loop AI?

• Why put a human-in-the-loop anyway when training AI models?

– Bigger datasets are not always the answer for getting better AI models

– Researchers often overfit datasets with challenge specific models [Nie 2020]

– Humans can help AI models move beyond the limitations of static training data

• This talk focusses on Human-in-the-loop NLP examples

– NLP is a sub-field of AI

– Human-in-the-loop NLP examples today apply to many other sub-fields of AI

– Machine Learning, Image Processing, Audio Processing, Robotics ...
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Human-in-the-loop NLP

• Interactive sense making [Bunch 2020] [Middleton 2020]

– Visualize results >> human analysis >> retrain >> repeat (cycle)

• Explainable AI [Hanafi 2020]

– Explanation model >> human analysis >> retrain >> repeat (cycle)

• Adversarial training with human in the loop [Ratner 2017] [Nie 2020]

– Human defines labelling functions >> train GAN >> GAN infers labels >> train model

– Human acts like a GAN creates difficult examples >> retrain >> repeat (cycle)

• Active learning [Kanchinadam 2020] [Ghai 2020]

– Model selects unlabelled data for human annotation >> retrain >> repeat (cycle)

• Few Shot Learning and Meta-learning [Gao 2019] [Yin 2020]

– Human provides a query and a support set of example classes
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Human-in-the-loop NLP

• Interactive sense making [Bunch 2020]

– Human-in-the-loop LDA topic modelling

making topics more meaningful for humans

Unlabelled 

data

Train LDA with 

refinement policy

Evaluate topics

UI: Human updates the

refinement actions

Final Model
UI: Good 

Enough ?

Add/remove word to topic

Add/remove doc to topic

Merge/split topics

Add stopword

Remove doc from corpus

Collapsed Gibbs sampler

(model state can be changed)

20 Newsgroups dataset

(topic modelling)



8

PUBLIC

Copyright University of Southampton 2022

Human-in-the-loop NLP

• Explainable AI [Hanafi 2020]

– Explainable AI interactive workflow helping

humans correct errors in models
Target model 

with problems

UI: Visualize 

results

Explainable AI 

model

UI: Visualize error explanations 

and select the most likely

Random sample of dataflows

shown to users to identify errors

Data workflow model for

a commercial retail system

Error explanations are generated

and ranked in order of likelihood

based on dataflow coverage etc.

Domain-independent explainable AI

methods include SHAP, LIME etc.

Users pick most likely

error explanation

(feedback to fix target model)

Improve 

model
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Human-in-the-loop NLP

• Adversarial training with human-in-the-loop [Ratner 2017]

– Human authored labelling functions used to train

a GAN for distant supervision

Unlabelled 

data

Apply all

labelling functions

Train generative 

model

Human authored

labelling functions

Infer labels for 

unlabelled data

Pattern-based heuristics

Weak classifiers (partial coverage, noisy)

Distant supervision via knowledge-base

Learn to predict labels

generalising beyond the

labelling functions

Pubmed dataset

(relation extraction)

Train 

discriminative 

model

Learn accuracy of labelling

function annotations from

agreement/disagreement

(no ground truth needed)
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Human-in-the-loop NLP

• Adversarial training with human-in-the-loop [Nie 2020]

– Humans creates novel examples that model has difficulty processing (like a GAN).

This repeats in cycles, with model retrained each time to incrementally improving it

Labelled data 

pool

(re)train

BERT model

Model infers label 

for new data

Human creates new 

data to try and make 

model misclassify

Final Model

Did model 

misclassify?

Yes

SNLI dataset

(natural language inference)

Mechanical Turk

workers

2x humans verify new 

data is OK

Verifiers 

agree?

Add to labelled 

data pool

Discard data

No

No

Yes



11

PUBLIC

Copyright University of Southampton 2022

Human-in-the-loop NLP

• Active learning [Kanchinadam 2020]

– Model chooses difficult unlabelled data for human to annotation, up to a max labelling 

budget. An attention layer is used to encode human rationale patterns also.

Train Model

Infer labels for all 

unlabelled data

IMDB dataset

(movie reviews + rationale)

started with 5% of dataset

Sentence embedding + 

Attention layer (rationale) +

Target classifier

Unlabelled

data

Labelled data pool

Sample unlabelled data 

from most uncertain labels

Human annotates sample 

with label and rationale

Sample 2% of dataset

Add to labelled 

data pool

Remove from 

unlabelled data pool

Final Model

Stop when labelling 

budget reached
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Human-in-the-loop NLP

• Few Shot NLP [Gao 2019]

– Human provides an query item plus a support set and model tries to classify the query.

FewRel 2.0 datasets tests domain adaption and None classes

Labelled training data

[query + support] x N

(domain A)

Train Model

Infer class using 

trained model

Labelled validation data

[query + support] x N

(domain B)

FewRel 2.0 dataset

(relation extraction)

N-way = num of classes

K-shot = num instances of each class

Prediction = class of query sent

(relation type)

Human query

[query + support] x N

(domain C)

2-way 3 shot example

Query = sent X

Support = ( ( class 1, example sent 1, sent 2, sent 3 ), (class 2, example sent 1, sent 2, sent 3 ) )
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Summary

• Human-in-the-loop AI (HILT)

– Human in the training loop (offline)

– Human in the deployment loop (online)

– Humans can help AI models move beyond the limitations of static training data

• Human-in-the-loop NLP approaches

– Interactive sense making

– Explainable AI

– Adversarial training

– Active learning

– Few Shot Learning and Meta-learning
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Thank you for your attention!

Dr Stuart E. Middleton

University of Southampton, Electronics and Computer Science

email: sem03@soton.ac.uk

web: www.ecs.soton.ac.uk/people/sem03

twitter:@stuart_e_middle

This work was supported by the Engineering and Physical Sciences Research Council 

(EP/V00784X/1), Natural Environment Research Council (NE/S015604/1) and 

Economic and Social Research Council (ES/V011278/1).
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