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ABSTRACT Traffic jam has been and will remain a major problem in most cities around the world. We view
this situation as a computation opportunity and propose to build the cloud-computing facilities on the top of
jammed cars and other vehicles to turn the energy and other resources that otherwise would be wasted into
computing power. Specifically, we define the vehicular mobile cloudlet as a group of nearby vehicular mobile
devices congested in the traffic jams while connected by short-range communications. Based on local mobile
cloudlets of congested vehicles and available remote cloud-computing resources, we propose and evaluate
the JamCloud, a system to collect and aggregate the computation capacities of congested vehicles in the
city. For this newly-conceived novel cloud system, the fundamental problems are how much computation
capacity the mobile cloudlets have and what is the overall achievable performance of the whole JamCloud
system. Based on the three realistic large-scale urban vehicular mobility traces, we analyze and model the
vehicular mobility patterns as well as the computation capacity in both the mobile cloudlet and system-
wide. Specifically, by analyzing the patterns of staying time, resident number, and incoming and outgoing
of vehicles in the regions with traffic jams, we model the mobile cloudlet as a periodic non-homogeneous
immigration-death process, which predicts its computational capability with accuracy above 90%. Based on
the observed strong Poisson features of mobile cloudlets, we further propose a queueing network model to
characterize the overall performance of JamCloud with the computing resources of multiple mobile cloudlets
and remote clouds. Our study thus reveals the microscopic computation capability of local cloudlets as well
as the overall and asymptotic performance of the JamCloud, which provides foundational understanding
to design, such systems in practice. With the inevitably growing trend of making vehicles electric, and in
particular with the forthcoming 5th generation (5G) mobile communication technology, the time has finally
come to turn JamCloud into reality.

INDEX TERMS Mobile cloudlet, vehicular cloud computing, traffic jams, mobility model, computation
capacity, electric vehicle, 5th generation mobile communication.

I. INTRODUCTION
A. MOTIVATIONS
The number of vehicles in operation worldwide surpassed
the 1.25 billion-unit mark in 2015 [1], and there was
a record of 79 million new cars sold worldwide in the
year 2017 [2]. Thus, 216,400 extra cars are added to the
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global traffic jam every day. Traffic jam has been a general
problem in most cities, and the situation is becoming worse.
For example, China’s capital, Beijing, has been struggling
to deal with traffic congestion for many years. According
to the deputy director of Beijing Transportation Research
Centre, the average weekday congestion time in the first half
of 2013 was 100minutes [3]. Another extreme example was a
clog stretching for 100 kilometres (62 miles) between Beijing
and Jining, and lasted nearly a month. In the U.S. and Europe,
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the situation may be better. Nevertheless, in 2018, average
London driver lost 227 hours due to congestion and the cost
of congestion per driver was £1,680, while average Boston
driver lost 164 hours and the cost of congestion per driver
was 2,291 US dollars, according to INRIX 2018 Global Traf-
fic Scorecard [4].

The past two decades have witnessed a growing trend in
making the vehicles on our roads smarter and offering better
driving experience [5]. Equipped with an on-board computer,
wireless devices, e.g., radio transceivers and sensing devices,
and a rechargeable battery, a typical modern car or bus is
able to interact with the Internet and associated services.
As technology is moving closer and closer to embedded
sophisticated resources on individual vehicles, particularly
as the society is inevitably moving away from fossil-fuelled
cars towards electric cars [6], it is certain that in the very
near future even the low-end vehicles will be equipped with
on-board wireless communication devices, data collection
devices and computers. The initial views of leveraging vehic-
ular networking systems were to keep the drivers informed
about potential safety risks and enhance their awareness of
traffic condition [7]. However, these applications only require
small portion of the huge on-board capacities of vehicles and,
therefore, the available resources are not fully utilized.

Moreover, when the cars or buses stuck in the traf-
fic, the engines are running but the vehicles are not mov-
ing or moving very slowly so that the fuel and other resources
are mostly wasted. However, we view this situation as a
computation opportunity, and we can build cloud-computing
facilities on the top of these jammed vehicles so as to turn the
energy and other valuable resources that would otherwise be
wasted into computing power. The on-board computers can
form a ‘computing fleet’ when the vehicles are slowlymoving
in traffic congestion situations. The fact that vehicles blocked
in a traffic jam are moving slowly as well as in a highly pre-
dictable manner also helps alleviate the mobility challenges,
which otherwise are typically very hard to address in mobile
computing environments. Furthermore, since the vehicles are
organized in a highly condensed and regular way, device-to-
device (D2D), i.e., vehicle-to-vehicle (V2V), communication
expenses are likely to be low. Thus the congested vehicles can
form a vehicular mobile cloudlet, which is defined as a group
of nearby vehicular mobile devices connected by wireless
V2V communication enabling to transfer data and exchange
computation resources for other computing tasks.

B. OUR CONTRIBUTIONS
Against the above background, In this paper, we propose
and evaluate JamCloud, a system based on local mobile
cloudlets of congested vehicles and remote cloud computing
centers, to collect and aggregate the computation capacities of
congested vehicles. The fundamental problems in the design
of JamCloud are how much the computation capacity the
vehicular mobile cloudlets have and what is the achievable
overall performance of the JamCloud system, which are both
unknown. Firstly, since the presence of vehicles in close

proximity is usually an un-planned event, the pooling of the
resources from these vehicles must occur spontaneously by
the common recognition of a need for which there are no
pre-assigned or dedicated resources available. This agility of
action of the mobile cloudlets does not exist in conventional
clouds and turns out to be an important defining characteristic
of JamCloud. Therefore, howmuch the computation capacity
the cloudlets have needs to be explored, andmore importantly
what are applications that can benefit from this computation
capacity need to be identified. Secondly, the macroscopic
system performance of JamCloud depends not only on the
dynamics of cloudlets but also on the capacity of remote
clouds. Thus the overall achievable performance of the sys-
tem requires further investigations.

More specifically, we investigate the temporal and spa-
tial dynamic computation capacity of the JamCloud system
using three realistic large-scale vehicular mobility traces
of Beijing, Shanghai and Nanjing, build models based
on the immigration-death process plus queueing network,
and define the metrics to describe the system’s computa-
tion capacity as well as the achievable performance. The
novel contributions of our work can be summarized as
follows.
• We conceive for the first time the idea of JamCloud to
aggregate computation capacity from local congested
vehicles and remote cloud computing centers to better
satisfy the computation demand of vehicles as well as
to exploit the computation capacity of vehicular mobile
cloudlets for serving other applications.

• We analyze the temporal and spatial dynamic computa-
tion capacity of mobile cloudlets formed by congested
vehicles at intersections based on three realistic large-
scale vehicular mobility traces, model the system by
an immigration-death process, and further based on the
proposed model, predict its computation capacity.

• Based on the above model, we propose a queueing
network model to describe the mobility patterns of the
whole system. By defining appropriate metrics, we carry
out theoretical analysis and simulations to evaluate the
probability of satisfying computation demand of Jam-
Cloud, and reveal the overall and asymptotic perfor-
mance of the system.

C. JAMCLOUD WHOSE TIME HAS COME
This work has been more than five years in making dur-
ing which there were some critics for JamCloud concept –
primarily it was not apparent which vital application could
directly benefit from JamCloud and how realistic to imple-
ment it in practice. During this period, we have witnessed the
drive to make vehicles on road electric and more importantly
the forthcoming 5th generation (5G) mobile communication
technology [8]. These new technologies have solved critical
implementation issues and provided foundation and infras-
tructure for realizing JamCloud. More importantly, with the
coming 5G, JamCloud has found its ideal, direct and critical
application target.
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5G will provides Gbps rate, enabling massive connections,
with very low network latency. With 5G comes massive
opportunities - everything is connected, Internet of things
(IoT), intelligent transport system, self-driving vehicle - the
list is endless. 5G also has to be very energy efficient, con-
suming much less power. Hence network densification has
to be driven to a new level. A 5G base station (BS) or road
side unit (RSU) of a small cell must be able to provide
extremely high peak baseband processing capacity to meet
peak-time demand. Maintaining a high capability computing
unit at a small BS or RSU is not very economy. Further-
more at off-peak time, most of this computing capability
is idle as it is not needed. A solution is for BS or RSU
to ‘outsource’ its baseband processing requirements to
cloud based on the concept of centralized radio access
network (C-RAN) [9]–[11].

A 5G BS or RSU can send conveniently its baseband pro-
cessing jobs to a JamClond’s vehicular cloudlet formed at the
nearby intersection. It can easily be seen that the computing
capacity of a mobile cloudlet formed by the vehicles con-
gested at the intersection dynamically matches the demand
of computing requirements well. At daytime busy hours,
the BS or RSU has peak demand for baseband processing, and
the computing capacity of the mobile cloudlet also happens
at peak. At nighttime, the computing capacity of the mobile
cloudlet is low, as there is no heavy traffic jam. But the
demand of the BS or RSU is also very low, and there is no
need to outsource the demand. The fact that the JamCloud
is nearby is not only handy but also very beneficial to low
network latency. It can be seen that JamCloud’s time has
come.

D. RELATED WORK
Together with an explosive growth of the mobile applications
and emerging of cloud computing concept, mobile cloud
computing (MCC) has been introduced as a potential and
enabling technology for mobile services [12]. Traditionally,
MCC integrates the remote cloud into the mobile environ-
ment to overcome the obstacles related to the performance,
environment and security in mobile computing [13]. How-
ever, the mobile devices suffer from computing resource lim-
itation, battery restriction and processing time constraint [14].
In addition, because MCC uses the client-server communica-
tion model, uploading real-time information on the cloud via
mobile Internet is costly and time consuming [15]. Clearly,
this traditional MCC cannot reliably offer high capacity and
low latency to dedicated computing application.

Therefore, a peer-to-peer communication model for
MCC [16]–[19] was proposed in the light of the
increasing memory and computational power of mobile
devices [20], [21]. In these works, mobile cloudlet is a group
of nearby mobile devices connected by short range com-
munications [21]. Thus the idea of computation offloading
through mobile cloudlets has been proposed. However, these
works are still either limited to low capability devices and
static scenario, or restricted to naive distributed computing

approaches, and they have serious scalability and reliability
issues. By contrast, our work deals with vehicles, such as cars
and buses, in traffic jams, which potentially have high compu-
tation capability, high-energy capacity, and low mobility, and
we focus on harvesting otherwise wasted or idle resources.
Furthermore, we propose realistic scenarios and approaches
to build scalable mobile cloud computing facilities.

Another new technological shifting is vehicular cloud com-
puting (VCC), which takes advantage of cloud computing
to serve the drivers of vehicular ad-hoc networks with a
pay-as-you-go model. Thus, the objective of VCC is to pro-
vide several computational services at low cost to vehicle
drivers [5]. The idea of vehicular cloud was proposed in [22],
which is an extension of conventional cloud computing with
several new dimensions. However, VCC still suffers from
several drawbacks, such as the high cost of the service
constrained communications due to high mobility of the
vehicles [23], [24]. Different from these works, we focus on
a hybrid system including the local mobile cloudlet formed
by the congested vehicles to overcome these drawbacks.

Liu et al. [25] and Malandrino et al. [26] proposed the idea
of how parked vehicles can help to improve the connectivity
among moving vehicles in sparse traffic areas. The key value
of these works is in establishing data exchange between
moving and parked vehicles. Utilizing vehicles as infrastruc-
tures for communication and computation was extensively
investigated in [27], which also includes communication and
computation capacity analysis for parked cars as vehicu-
lar frog computing (VFC) cloudlet. We may call this type
of vehicular cloudlet as ParkedCloud, and a US patent
was recently granted for ParkedCloud as networked com-
munication infrastructure [28]. However, in this paper,
we focus on slowly moving vehicles in traffic jams. To the
best of our knowledge, no existing work investigates an
approach or architecture to turn slowly moving vehicular
fleets in traffic jams into networked computation clouds.

The rest of this paper is organized as follows. The con-
ceived JamCloud system is described in Section II. The
datasets used to investigate JamCloud’s capacity and our pre-
processing method are presented in Section III. Section IV is
dedicated to analyzing and modeling the dynamics of vehic-
ular cloudlets formed by congested vehicles, and simulations
for calculating the microscopic computation capacity are
included. The metrics and simulations to evaluate the macro-
scopic performance of JamCloud are shown in Section V.
Finally, we conclude the paper in Section VI.

II. JAMCLOUD SYSTEM OVERVIEW
A. SYSTEM DESCRIPTION
A JamCloud contains all vehicles equipped with embedded
computers jammed around the intersections of a city, where
BSs or RSUs may also be deployed to connect to the mobile
network and remote clouds. A sketch of the system is shown is
Fig. 1, where the BSs or RSUs are linked to the remote cloud
computing centers, network center controller and Internet
by backhaul connections indicated in Fig. 1 as wired links.
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FIGURE 1. JamCloud system overview.

The vehicles congested around an intersection form a local
mobile cloudlet. Originally, the purpose of such a mobile
cloudlet is to help each other. A vehicle may offload com-
putation to other vehicles or to load computation from others
through V2V communications. Moreover, the BSs or RSUs
deployed at intersections are able to communicate with
remote cloud computing centers through backhaul connec-
tions and with the congested vehicles through vehicle to
infrastructure (V2I) communications. Therefore, the whole
system becomes a hybrid cloud which aggregates computa-
tion resources from themobile cloudlet and remote cloud, and
reallocates them to vehicles in order to satisfy the computa-
tion demand of every vehicle so as to optimize the system’s
capacity.

Eclectic vehicle’s on-board computer is very powerful,
and request for help from other vehicles becomes less
likely. As more and more vehicles on road become electric,
the aggregated computation capacity of a mobile cloudlet
will become under utilized or wasted. It is highly desired to
harvest this computation resource by downloading other com-
putation applications to amobile cloudlet.With the forthcom-
ing 5G, we readily find such a vital computation application
to JamCloud. Rather than submitting its baseband signal pro-
cessing tasks to a remote cloud center [9]–[11], a BS or RSU
can simply send them to the mobile cloudlet formed by con-
gested vehicles in a nearby intersection for completion. This
not only utilizes the idle computation power of the congested
vehicles but also helps to achieve low network latency which
is one of the critical metrics of 5G networks.

B. COMPUTATION RESOURCES AGGREGATION AND
REALLOCATION
When vehicles stuck in the traffic, usually around intersec-
tions, not moving or moving slowly, these vehicles are tightly
packed, forming a local ‘jam cloud’. Some of these vehicles
have extra computing resources while others may need more.

Naturally, these vehicles may want to balance the computing
resources among themselves. More importantly, the aggre-
gate computing resources of such a local mobile cloud are
typically more than what these vehicles need, and it is
highly desired to harvest the aggregate computing resources
of these vehicles for other computation applications. It can
be assumed that an efficient controller is embedded in the
system to manage these resources. In fact, owing to network
densification, at an intersections around the city, there will be
a BS or RSU nearby. The vehicles congested around an inter-
section can communicate to the BS or RSU deployed there
through V2I communications as well as communicate with
each other via V2V communications. Thus, these vehicles
naturally form a vehicular mobile cloudlet. The information
regarding the computation capacity of a vehicle is uploaded to
the control system of the cloud, i.e., the BS or RSU, so that the
computation resources of vehicles can be aggregated by the
system. Besides, the information of computation resources of
remote clouds is known to the BS or RSU.

When a vehicle in the JamCloud demands a certain amount
of computation resources more than what it has, a request
can be submitted to the nearest BS or RSU, and there are
two sources that can provide this extra computation demand,
the local mobile cloudlet and a remote cloud. Even though
a remote cloud has much greater computation capacity than
the local cloudlet, the energy and time cost caused by local
cloudlet is much lower, and local vehicles can actually share
their computation capacity freely. Hence, in the original con-
cept of JamCloud, if the demand can be satisfied by local
mobile cloudlet, the reallocation of computation resources
will be completed locally. Otherwise, the request will be sub-
mitted to the central control system of the cloud, and remote
computation centers will receive a command to allocate com-
putation resources to the vehicle. However, as mentioned
previously, computation capacity of vehicle has increased
considerably, and the aggregate computation resources of a
local cloudlet are more than enough to meet all the demands
of the vehicles in the local cloudlet. Therefore, there is no
need to ask for the resources from remote cloud center.
Moreover, there will be substantial computation resources
left by a local mobile cloudlet after serving all the local
needs. Consequently, the challenge for the system is to find
other suitable computation applications that can utilize these
otherwise are idle or wasted computation resources.

With the forthcoming 5G, we can readily identify such an
application which is ideal for exploiting the aggregate com-
putation resources of a local mobile cloudlet. The BS or RSU
nearby can simply outsources its baseband signal processing
jobs to the local mobile cloudlet to complete. Intuitively,
it can be seen that the dynamics of the aggregate computation
capacity of a local mobile cloudlet match the demands of
baseband signal processing by BS or RSU well. During rush
hours of daytime, for example, the computation capacity of
local cloudlet around an intersection is at its peak, while the
BS or RSU nearby is also at its peak demand for baseband
signal processing. At late nighttime, the local cloudlet has
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very little capacity, which coincides with the period of low
demand for baseband signal processing by the BS or RSU.
It is also intriguing to see that some of the computation
tasks completed by a local cloudlet may actually relate to the
mobile communications made by the vehicles of the cloudlet.
An important advantage for BS or RSU to download its
baseband signal processing to nearby local cloudlet rather
than to submit them to a remote cloud center is that it helps
to maintain low network latency.

C. FUNDAMENTAL PROBLEMS
For this conceived JamCloud system, obviously, there exist
some unknown fundamental problems. Firstly, what is
the computation capacity of a vehicular mobile cloudlet?
We do not have a comprehensive understanding to answer
the question yet. Our first technical contribution is to address
this fundamental issue. In order to provide a quantitative
evaluation, we can define the computation capacity as the
aggregate floating point operation speed of all the devices
in the mobile cloudlet. Thus, the number of vehicles incom-
ing, outgoing and staying around an intersection, namely,
the vehicles forming the cloudlet, are all contributing to its
aggregate computation capacity. Besides, the staying time of
a vehicle is also important to its contribution to this com-
putation capacity. In other words, the statistics of vehicles’
mobility patterns are fundamental to answer the first question.
Based on our available vehicular mobility traces, we can
collect some useful statistics on the mobility patterns of
vehicles, and these statistics enable us to model and estimate
the computation capacity of a mobile cloudlet.

Next, what is the overall achievable performance of the
JamCloud system composed of local cloudlets and remote
cloud? Specifically, if the JamCloud is built, how often can
the demand of computation in the cloud be satisfied? How do
we evaluate the performance of the system? Hence, we need
to define appropriate metrics to evaluate the performance
of the system and build corresponding suitable models for
analysis. Besides, what is the asymptotic performance when
the scale of the system tends to infinity? We also need to ana-
lyze this problem using the metrics defined for performance
evaluation.

In this paper, we aim to provide understanding and insights
to these fundamental problems via empirical study based on
three large-scale urban vehicular mobility traces of Beijing,
Shanghai and Nanjing.

III. DATA TRACE AND PROCESSING
We investigate the temporal and spatial dynamic computation
capacity of the JamCloud system using realistic vehicular
mobility traces of Beijing, Nanjing and Shanghai. We choose
these cities to study because traffic jam is a common scene
around these three cities. In this section, we provide a brief
description of the vehicular mobility traces and introduce our
processing method as well as justify that these traces are
sufficient and appropriate for our study.

TABLE 1. Trace summary.

A. DATA TRACES
Beijing trace [29] is the largest vehicular mobility trace
available to us. To collect the data, we used the mobility
track logs obtained from 27,000 participating Beijing taxis
carrying GPS receivers with the duration of one month in
May 2009. Taxis are more sensitive to urban environments
in terms of underlying road topology and traffic control,
compared with other vehicular devices, such as buses, since
they have broader coverage in space and time. Furthermore,
it is practical and relatively easy to collect taxi mobility data
as compared to private cars. These were the reasons why we
chose this data set. In this data set, the locations and times-
tamps of the moving taxis were recorded every 15 seconds.
The information we specifically used includes: the taxis’ ID,
the longitude and latitude coordinates of the taxis’ location,
and timestamps. We obtain about twenty million effective
records per day from the whole data trace.

Similarly, Nanjing trace [30] and Shanghai trace [31] are
also collected by GPS receivers on taxis. Nanjing trace con-
tains the mobility track logs of 7,200 Nanjing taxis for a
period of 60 days in 2010. Shanghai trace contains track logs
of 4,300 taxis within the duration from January 31, 2007 to
February 26, 2007.

The related information of these three vehicular mobility
traces are summarized in Table 1.

B. DATA PREPROCESSING
We now describe the preprocessing of vehicular mobility
trace. We obtain the taxis’ locations varying with time from
the taxis’moving trace, whichweremeasured byGPS devices
and the coordinates are longitudes and latitudes whose preci-
sions are 0.00001 degrees. For the convenience of process-
ing data and using Beijing trace as an example, we convert
the coordinates to meters with a precision of 1m and set
the origin point (0, 0) at (40.0◦N , 116.4◦E) near the cen-
ter of Beijing. Since the location data are measured by the
GPS devices, the noise may exist in the collected data due
to the inaccuracy of GPS devices. Also since the taxis may
not report their locations at the same time slots with the
same fixed frequency, we need to process the data trace to
obtain the accurate locations of all the taxis in the same
time slots and frequency. Thus we first use the city map of
Beijing to correct the taxis’ locations so that they are all
on the city’s roads, and this location adjustment is shown
in Fig. 2 (a). We then use the method of interpolation to insert
the location points at the time slots we need so that all the
taxis have location information at every ten-second interval,
which becomes the time measurement sampling interval in
our data processing. We now explain how we carry out this
interpolation, as illustrated in Fig. 2 (b).
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FIGURE 2. Illustration of vehicular GPS data preprocessing including:
(a) location adjustment, and (b) time frequency adjustment.

Consider that we only have the location information
(x1, y1) and (x2, y2) of a taxi at time points t1 and t2, respec-
tively, but we do not have any information of the taxi between
t1 and t2. If t2 − t1 ≤ 10 sec., we do not estimate the location
of the taxi between t1 and t2. If t2 − t1 > 10 sec., then in
order to get the location of the taxi at any time t ∈ (t1, t2), we
estimate the location (xt , yt ) by the following interpolation

lt = l1 +
t − t1
t2 − t1

(l2 − l1), with l = x or y. (1)

After obtaining (xt , yt ), we again need to adjust it to be on a
city’s road using the city map. Note that the accuracy of this
interpolation with real map based adjustment is much higher
than the accuracy of using just the interpolation (1).

After the data preprocessing, we obtain an instantaneous
two-dimensional distribution map of the taxis’ positions for
every minute. One such map of the downtown region of
Beijing is shown in Fig. 3, which covers an area of 900 square
kilometres and includes more than 70% of the taxis in the
trace.

Preprocessing of Nanjing trace and Shanghai trace is car-
ried out in the same way.

FIGURE 3. Vehicular mobility data processing and visualization:
Instantaneous distribution of vehicles in Beijing at 10:00 on
May 1, 2009.

C. STATISTICAL METHOD
We now introduce our statistical method for analyzing the
data traces. Clearly, the resident number of vehicles, the pat-
terns of staying time, the incoming and outgoing processes
all influence the computation capacity of a vehicular mobile
cloudlet. Again take Beijing trace as an example. By observ-
ing the traffic loads in Beijing, we find that vehicles mainly
concentrate in the area within the Fifth Ring Road, and
they are always congested at intersections despite the vast
scale of this central area. Therefore, we divide the inter-
sections in Beijing into three classes, which are complex
overpasses, intersection overpasses, and crossings with traffic
lights. Then we choose ten intersections with high traffic
jams inside the Fifth-Ring-Road area for each class. For
each intersection, we set an effective region to study. Specif-
ically, a taxi within a predefined maximum distance from
the center of an intersection is assumed to be in the mobile
cloudlet. For the three classes, the maximum distances are set
to 250m, 200m, and 150m, respectively, which cover most
of the usually congested regions of different intersections
recorded in the traces. The map of the downtown area of
Beijing and the locations of the selected regions are shown
in Fig. 4 (a).

In each minute, the incoming and outgoing information of
each vehicle of each effective region can be acquired from
the trace. Since the regions are the circles with a radius
of 250m, 200m or 150m, we can reasonably assume that
all the vehicles inside the circle are connected through radio
frequency based on V2V communications. Therefore, the
resident number of vehicles, the patterns of staying time,
the incoming and outgoing processes can all be acquired.

The same statistical method is applied to Nanjing trace
and Shanghai trace. The downtown area of Nanjing and the
locations of the selected regions for the three classes are
illustrated in Fig. 4 (b), while Fig. 4 (c) depicts the case for
Shanghai.
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FIGURE 4. Vehicular mobility data processing and visualization: Locations of the selected regions in: (a) Beijing, (b) Nanjing, and (c) Shanghai.

FIGURE 5. CCDFs of 1− R for justification of using taxi traces: (a) Beijing trace, (b) Nanjing trace, and (c) Shanghai trace.

D. JUSTIFICATION OF USING TAXI TRACE
Since we use taxis mobility traces to collect statistics, which
do not include all types of vehicles in the cities, such as buses
and private cars, a natural question to ask is whether these
traces are sufficient for such a statistical study.

First, the scales of the traces are sufficiently large. To jus-
tify this, we randomly select 10% to 100% of the taxis from
the traces and count the average number of taxis in each effec-
tive region in every tenminutes. Fig. 5 shows the complemen-
tary cumulative distribution functions (CCDFs) of 1 − R of
Beijing, Nanjing and Shanghai traces, respectively, whereR is
the correlation coefficient of the percentage of taxis selected
and the number of taxis in each region. We observe from
Fig. 5 that more than 90% of the coefficients are greater
than 0.9 for all the three types of regions. Thus the selection
of taxis in just one small area can have sufficient randomness
because the traces are sufficiently large.

Second, because of the diversity of customers’ demand and
the nature of taxis’ service to satisfy it, each taxi normally
travels through different regions. As shown in Fig. 6, although
it only contains traces of 300 taxis of one day from 8:00 to
15:00 in Beijing, these traces cover almost all main streets and
areas of the city. Obviously, for a road with greater capacity,

which means that the road is wider and has more lanes,
the number of passing vehicles is larger. In addition, the pass-
ing vehicles are usually from or to different directions. The
closer an area is to the city center, the more crowded the
vehicles are. Observe that the distributions of taxis illustrated
in Figs. 3 and 6 clearly reflect well these city’s vehicular
traffics.

Ideally, we would prefer to use the vehicular data traces
that include buses, private cars and other types of vehicles.
Collecting private cars’ mobility traces is difficult and have
serious legal issues. Like taxis, it is practical to collect bus
mobility data. But buses’ coverage is much restricted both
in space and time and, therefore, bus mobility traces are
less useful to extract meaningful statistics. By contrast, taxis
have much broader coverage in space and time over a city.
Since our taxis traces are sufficiently large, mobility statistics
extracted from them are statisticallymeaningful and represent
well a city’s vehicular traffic statistics.

Third, again using Beijing as an example, we count the
incoming and outgoing numbers of taxis in all the selected
regions shown in Fig. 4 (a) at different time periods in a
day. We find that the variation trends of these numbers are
highly consisted with the behaviors of all vehicles on road.
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FIGURE 6. Justification of using taxi traces: Traces of 300 taxis of one day
from 8:00 to 15:00 in Beijing.

More detailed discussion about the incoming and outgoing
numbers of taxis appears in the following section. Since the
recorded taxis in the trace are well mixed with other vehicles
in the city, it is reasonable to assume that the proportion of the
recorded taxis to all the vehicles is approximately the same
in every central region of the city. Then we may estimate
the total computing capacity of cloudlets by multiplying the
capacity of taxi cloudlets by a scaling coefficient.

Based on the above justifications, in the sequel, we will
simply use the term vehicle, rather than taxi, in our
discussions.

IV. MOBILE CLOUDLETS: MOBILITY MODEL AND
COMPUTATION CAPACITY PREDICTION
We first consider the mobility patterns of vehicles based on
the trace, study the incoming as well as the outgoing pro-
cesses of the mobile cloudlets, and obtain the statistics on the
staying time and resident number of vehicles. Then, we pro-
pose a general mathematical mobility model to describe the
whole process for each cloudlet. Finally, we predict the com-
putation capacity of vehicular mobile cloudlet by comparing
the results obtained from both the real trace and our model.

A. MOBILITY PATTERNS ANALYSIS
We continue considering all the selected intersections with
congested vehicles shown in Fig. 4. First, by selecting three
representative intersections of complex overpasses, intersec-
tion overpasses, and crossings, we depict the probability den-
sity functions (PDFs) of the incoming as well as the outgoing
numbers of vehicles per minute, and the PDFs of the resident
numbers of vehicles as well as the CCDFs of staying time of
vehicles during the whole traces. The results for Beijing and
Nanjing traces are shown in Fig. 7 (A) and (B), respectively,
where the three rows of the subplots (a), (b) and (c) are related
to the three types of intersections, while different distributions

plotted with different points in each subplot indicate the data
acquired from the time periods of 0:00-24:00, 8:00-24:00,
and 0:00-8:00, respectively.

As can be observed from the first three columns of plots
in Fig. 7 (A) and (B), the distributions of the incoming and
the outgoing numbers of vehicles as well as the resident
numbers of vehicles are time varying. By observing the arrival
and departure time interval in a short time period, we find
that these three variables follow exponential distributions
approximately. Thus we use Poisson distributions to fit the
numbers of incoming, outgoing and resident vehicles. First,
we divide the period of one day into 12 periods of 2 hours and
the distribution of each variable in each period is fitted by a
Poisson distribution using the maximum likelihood estimate.
For example, the estimated parameters of the Poisson distri-
bution for the complex overpass in Beijing, whose statistics
are plotted in Fig. 7 (A-a), are shown in Table 2. Then we
composite the distributions according to the periods indicated
by different colors and plot them with solid lines. We observe
that the model fitted distributionmatches well with the empir-
ical distribution directly obtained from the trace data, which
demonstrates the accuracy of the Poisson process model.

To quantitatively measure the closeness of the model fit-
ted distributions to the empirical ones, we use the proposed
Poisson model to fit the empirical distribution for all the
30 intersections in each trace. The goodness of fit for the
distribution of each intersection is measured quantitatively
by the fitting accuracy defined in the range of 1 to 0. The
fitting accuracy is 1 when the fitted distribution is the same
as the empirical one, and 0 indicates the minimum fitting
accuracy. After obtaining all the fitting accuracy statistics
for all the intersections, we plot the aggregated accuracy
distributions, i.e., the CCDFs of fitting accuracy of all the
intersections for the incoming number, outgoing number and
resident number. The results for Beijing and Shanghai traces
are shown in Fig. 8 (A) and (B), respectively. In construct-
ing each CCDF from Beijing and Shanghai traces, we have
160 and 130 samples from 16 and 13 days, respectively, and
10 intersections. We observe from Fig. 8 that the accuracies
of most fittings are higher than 90% across all the classes
of intersections and all the types of variables. This further
confirms the accuracy of the proposed Poisson-based model
to describe the vehicular mobility patterns.

The right-most column of Fig. 7 shows the CCDFs of
staying times. From these three sub-plots, we can observe
that the staying time approximately follows the power-law
distribution, which indicates that the incoming and outgoing
processes are not independent, specifically, vehicles that enter
a region earlier tend to exit later.

B. VEHICULAR MOBILITY MODEL FOR MOBILE
CLOUDLET
Since the computation capacity can be deduced from vehicu-
lar mobility, we propose a mathematical model to character-
ize it. Consider a JamCloud including N cloudlets, which is
denoted byN = {A1,A2, . . . ,AN }. We begin with building a
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FIGURE 7. Distributions of incoming and outgoing numbers of vehicles per minute, resident numbers of vehicles and
staying time (minute) in three representative regions of complex overpasses, intersection overpasses, and crossings,
where the points are the empirical results obtained from the trace, while the solid curves are the theoretical results
calculated by our proposed model. (A) Beijing trace, and (B) Nanjing trace.

mathematical mobility model to describe the process related
to a cloudlet An. Based on the fitted Poisson distribution
for the incoming number of vehicles per minute, we assume

that the incoming process is a periodic non-homogeneous
Poisson process with a time-varying rate parameter λn(t)
and a period T of one day. We also assume that there
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TABLE 2. Fitting parameters for a complex overpass of beijing.

exists a time-varying outgoing rate µn(t) with the same
period T . Therefore, the whole process is modeled as a peri-
odic non-homogeneous immigration-death process, denoted
by {Xn(t)}. The resident number of vehicles is modeled as the
population while the staying time is modeled as the lifetime
of this process. Then we have the following theorem, which
matches the fitting models described previously.
Theorem 1: The distributions of the resident number of

vehicles and outgoing number of vehicles per minute are both
Poisson with mean En(t) and En(t)µn(t), respectively, where

En(t)=En(t+T )=
∫ t

−∞

λn(s) exp
(
−

∫ t

s
µn(r)dr

)
ds. (2)

Proof: The forward Kolmogorov equations of the pro-
cess are
dpi(t)
dt
= λn(t)pi−1(t)+ µn(t)(i+ 1)pi+1(t)

−
(
λn(t)+ µn(t) i pi(t)

)
, (3)

with p−1 = 0. Let 8n(z, t) =
∑
+∞

i=0 pi(t)z
i, 0 < z ≤ 1, be

the probability generating function of the process. We have

∂8n(z, t)
∂t

= λn(t)z8n(z, t)+ µn(t)
∂8n(z, t)
∂z

− λn(t)8n(z, t)− µn(t)z
∂8n(z, t)
∂z

. (4)

By solving the above equation we obtain 8n(z, t) = exp(z−
1)En(t) and it is the probability generating function of the
Poisson distribution with mean En(t). We also have

En(t + T )

=

∫ t+T

−∞

λn(s) exp
(
−

∫ t+T

s
µn(r)dr

)
ds

=

∫ t+T

−∞

λn(s− T ) exp
(
−

∫ t+T

s
µn(r − T )d

)
r)ds

=

∫ t

−∞

λn(s) exp
(
−

∫ t

s
µn(r)dr

)
ds = En(t). (5)

Because the death rate µn(t) is a constant when t is fixed,
the distribution of the associated process is also a Poisson
distribution with mean En(t)µn(t).

C. MODEL VALIDATION AND COMPUTATION CAPACITY
PREDICTION
We simulate and predict the computing capacity of a mobile
cloudlet based on the real traces and the proposed model
under the assumption that individual computing capacity of
the vehicles follows normal distribution [5]. The mean and
standard deviation of computing capacity of vehicles are
set to 1Gflops and 0.3Gflops, respectively. For each city,

we first validate the proposedmobility model via a persuasive
approach, in which we randomly choose 50% of the vehicles
to train the parameters in the model, and compare the results
obtained by the model and real trace. Then, we train the
model’s parameters again by all the vehicles in the trace, and
use it to predict the computation capacity of a cloudlet with
real vehicular traffics. Specifically, we choose one of typical
most congested complex overpasses to study, and regard the
sectionalized statistic parameters {λi, µi|i = 1, 2, · · · , 12}
acquired from the 50% vehicles as the instantaneous param-
eters of the middle time of the sectionalized time period
and estimate the time-variant parameters λ(t) and µ(t) at all
times using linear interpolation. Then we make scale trans-
formation for different numbers of vehicles, which means we
consider the parameters have a linear relationship with the
number of vehicles in the system.

1) BEIJING
Fig. 9 (A-a) shows the results of four days based on Beijing
trace and the proposed model with the two parameters that
are estimated from 50% of the vehicles. Observe that both the
empirical and model based computing capacities have strong
periodicity with period of one day, and they are time-variant.
More important, the empirical results obtained directly from
the real traces are close to those based on the proposed model.
Note that our model is periodical with a period of one day and
time-variant parameters.

To further quantitatively evaluate the accuracy of our
model-based simulation, we calculate the average difference
between the two curves in Fig. 9 (A-a) in every 10 min-
utes, and the CCDFs of the average differences for 0:00-
24:00, 8:00-24:00, and 0:00-8:00 time periods are shown
in Fig. 10 (a). From the results, we observe that the difference
between the computation capacities obtained from the real
trace and the model based on the estimated parameters is very
small. In more than 80% of time, the difference is smaller
than 6Gflops. Thus, the computation capacity of 100% vehi-
cles of the trace is well predicted by the parameters estimated
from 50% of the vehicles.

The above results validate our proposed model for Beijing
trace. Then we use this model to predict the computation
capacity when there are much more vehicles on road. This is
necessary because the number of vehicles on road in reality
is much larger than the number of vehicles in the trace.
Fig. 9 (A-b) shows the predictions of the computing capacity
of the cloudlet under the condition that the total number of
vehicles on road in Beijing is 3 million according to the
government census [3], which indicates that the potential
computing capacity of one cloudlet is really huge.
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FIGURE 8. CCDFs of fitting accuracy for the incoming and outgoing rates and the resident numbers of vehicles. (A) Beijing trace, and
(B) Shanghai trace.

We further analyze the predicted computation capacity
of Fig. 9 (A-b), Fig. 10 (b) and (c) show the PDFs and
CDFs of the distributions of the predicted computation

capacities for the time periods of 0:00-24:00, 8:00-24:00,
and 0:00-8:00, respectively. From Fig. 10 (b) and (c),
we observe that the computation capacity follows
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FIGURE 9. Computing capacity validation and prediction: (A) Beijing, (B) Nanjing and (C) Shanghai.

a similar distribution as the resident number of vehicles
in a cloudlet, which indicates that the variation of the
resident number of vehicles is a key factor to the com-
putation capacity. We also observe that the capacity is

usually small during the night and it is large during the day,
which reflects the real-life situation. Overall, the compu-
tation capacity is larger than 650 Gflops with probability
above 60%.
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FIGURE 10. Model validation and prediction of Beijing, Nanjing and Shanghai: (a,d,g) CCDFs of the differences between the two computation capacity
simulations (empirical and model) for the time periods of 0:00-24:00, 8:00-24:00 and 0:00-8:00, (b,e,h) PDFs and (c,f,i) CDFs of the predicted
computation capacities in time periods of 0:00-24:00, 8:00-24:00 and 0:00-8:00.

2) NANJING
Fig. 9 (B-a) shows the results of four days based on Nanjing
trace. Similar to the results for Beijing trace, we observe
that both the empirical and model based computing capac-
ities have strong periodicity of one day period and are
time-variant. The empirical results obtained directly from
the real traces are still close to those based on the pro-
posed model. The CCDFs of the average differences between
the empirical and model curves for 0:00-24:00, 8:00-24:00,
and 0:00-8:00 time periods are shown in Fig. 10 (d). From
these results, we observe that in more than 60% of time,
the difference is smaller than 8Gflops. Thus, the com-
putation capacity of 100% vehicles of the trace is well

predicted by the parameters estimated from 50% of the
vehicles.

Thenwe use this model to predict the computation capacity
of the mobile cloudlet in Nanjing where in reality the num-
ber of vehicles on road is much larger than the number of
vehicles in the trace. Fig. 9 (B-b) shows the predictions of the
computing capacity of the cloudlet under the condition that
the total number of vehicles on road in Nanjing is 1,574,200,
which indicates that the potential computing capacity of the
cloudlet in Nanjing is even greater than that in Beijing.

We further analyze the predicted computation capacity
of Fig. 9 (B-b), and show the results in Fig. 10 (e) and (f)
with the PDFs and CDFs of the distributions of the
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predicted computation capacities for the time periods
of 0:00-24:00, 8:00-24:00, and 0:00-8:00, respectively.
From Fig. 10 (e) and (f), we observe again that the compu-
tation capacity follows a similar distribution as the resident
number of vehicles in a cloudlet, and the capacity in day-
time is larger than in nighttime, which reflects the real-life
situation. Overall, the computation capacity is larger than
2000 Gflops with probability above 90%.

3) SHANGHAI
Fig. 9 (C-a) shows the results of four days based on Shanghai
trace. Again the empirical results obtained directly from the
real traces are close to those based on the proposed model.
The CCDFs of the average differences between the empirical
and model curves in Fig. 9 (C-a) for 0:00-24:00, 8:00-24:00,
and 0:00-8:00 time periods are shown in Fig. 10 (g). From
these results, we observe that in more than 80% of time,
the difference is smaller than 3Gflops. Fig. 9 (C-b) shows the
predictions of the computing capacity of the cloudlet under
the condition that the total number of vehicles on road in
Shanghai is 2,470,000.

We further analyze the predicted computation capacity of
Fig. 9 (C-b), and Fig. 10 (h) and (i) show the PDFs and CDFs
of the distributions of the predicted computation capacities
for the time periods of 0:00-24:00, 8:00-24:00, and 0:00-8:00,
respectively. The results of Fig. 10 (h) and (i) again indicate
that the computation capacity follows a similar distribution
as the resident number of vehicles in a cloudlet, and the time
varying nature of this capacity reflects the real-life situation.
Overall, the computation capacity is larger than 2500 Gflops
with probability above 60%.

According to our analysis and prediction results of the
three traces, we conclude that we can estimate the realistic
computation capacity at any time and any intersection using
our proposed model as long as a few model parameters have
been estimated accurately.

V. JAMCLOUD: SYSTEM MODEL AND PERFORMANCE
ANALYSIS
In the previous section, we have modeled the computation
capacity of one vehicular mobile cloudlet. The computation
capability of the overall JamCloud system, which includes
multiple cloudlets in the city connected with the remote
cloud, is still unknown. Although the computation capacity
of one vehicular mobile cloudlet can be predicted to be very
large, so can the computation demand. When more than one
vehicular mobile cloudlets are connected with each other,
what is the overall performance of the system and how
often can the system satisfy the computation demand are key
issues, which need to be addressed. Based on our observations
in the analysis of vehicular mobile cloudlet, we propose a
queueing network model for the whole system and define
some appropriate metrics to evaluate the overall performance
of satisfying computation demand. Then we carry out the
analysis and simulations using this model to study the system
asymptotic performance.

A. SYSTEM MODEL FOR JAMCLOUD
Consider the JamCloud system with N vehicular mobile
cloudlets, denoted by An, n ∈ {1, 2, · · · ,N }. Assume that
there are M vehicles, denoted by vm, m ∈ {1, 2, . . . ,M},
traveling around different cloudlets. When a vehicle moves in
a city, it travels along a road and comes across an intersection
region of cloudlet. It may be congested for some time at
the intersection, and then travels to another road to enter the
region of another cloudlet. Consequently, we can use a queue-
ing network to model the system. This queueing network
model includesN server nodeswith infinite queue size, which
models the N mobile cloudlets in the system. The servers are
also denoted by setN = {A1,A2, · · · ,AN }. As mentioned in
Section IV, the vehicles move into a cloudlet with certain rate,
stay in the cloudlet for a while, transfer to another cloudlet,
and finally leave the system. These actions are consistent with
the packet transmission in the queueing network. Thus we
may view the whole process as: the vehicles enter the system
with certain rate, stay in the queue of the server, then transfer
to other servers, and finally the vehicles leave the system.

Therefore, we model the vehicular mobility system as
an open queueing system. If this open queueing system is
an open Jackson network, then we can further rely on the
well-known results for user distribution and waiting time
in open Jackson networks [32] to analyze our JamCloud
system. To relate our vehicular mobility system to the Jackson
network, we need to demonstrate that the exogenous arrival
to each server follows Poisson process. If this property holds,
the queueing network can be modeled by a network with
infinite server queue, that is, in this queueing network of
infinite queue size, the arrival process is a Markov process
and the service process is a general process. Thus, we need to
study the property of the exogenous arrival rate in the system.
By analyzing Beijing trace, we find that the actual exogenous
arrival process of the vehicularmobilitymatcheswell with the
exponential distribution. Thus, the vehicular mobility system
can be modeled as an open Jackson network. Based on the
model proposed in Section IV, the marginal distribution of
resident number of vehicles for individual server An, can be
expressed as P(Wn = wn) = Enwne−En/wn!, where the ran-
dom variable Wn represents the number of resident vehicles
in An. Therefore, according to the Jackson networks [32],
for the vehicular mobility system, the joint distribution of
the resident number of vehicles in the JamCloud system of
{A1,A2, · · · ,AN } at time t is

π (w, t) =
N∏
j=1

Ej(t)wje−Ej(t)

wj!
, (6)

where w = [w1 w2 · · ·wN ]T , and we have use the random
vector W = [W1 W2 · · ·WN ]T to represent the numbers of
resident vehicles in the N mobile cloudlets.

B. SYSTEM PERFORMANCE METRICS
Based on the above queueing network model, we derive the
closed-form expressions for performance metrics, including
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the probability of cloud-wide satisfaction and the average
number of mobile cloudlets that satisfy their computation
demands, with the two kinds of cloud computing resources of
local cloudlet and remote cloud.1 We say a cloudlet is in the
computationally satisfactory state if it has sufficient compu-
tation resources to meet all its computation demands.2 When
the JamCloud is in the computationally satisfactory state,
all the cloudlets in the JamCloud are in the computationally
satisfactory state. For a JamCloud, it may be difficult to enjoy
the computationally satisfactory state all the time. Hence,
the metric of the steady-state probability that a JamCloud
is in the computationally satisfactory state is an important
parameter to evaluate the performance of the system. Another
important metric is the expected number of cloudlets that
are enjoying the computationally satisfactory state. We now
provides more specific definitions of these two metrics.

The remote computation capacity provided by the remote
cloud via the BS or RSU in cloudlet An is denoted by rn.
Because the allocation of rn cannot be adjusted by the remote
control center instantaneously, in reality, rn remains constant
in a short time period at least. Clearly, a constant resource can-
not match the strongmobility dynamics of vehicles. However,
owing to the statistical features that the number of vehicles in
a cloudlet has an approximately stationary distribution in such
a short time period, this distribution can be utilized to evaluate
the system performance. First we define the computation
capacity index for cloudlet An, denoted by In, as follows

In =
rn + qn(Wn)
dn(Wn)

, (7)

where Wn is the number of vehicles in An, qn(Wn) is the
computation capacity of the local mobile cloudlet An, and
dn(Wn) is the computation demand of all the vehicles in An
which includes the computation tasks assigned to An by the
BS or RSU. Based on In, the probability that An is in the
computationally satisfactory state can be defined as

PSn = Pr(In ≥ 1), (8)

while the cloud-wide probability that the overall JamCloud
system is in the computationally satisfactory state can be
defined as

PS = Pr(In ≥ 1, n = 1, 2, · · · ,N ). (9)

We also define the average number of cloudlets that are
enjoying the computationally satisfactory state as

N S
=

N∑
n=1

Pr(In ≥ 1). (10)

We now calculate the satisfying probability PSn of An.
Assume that there are K classes of vehicles in each cloudlet.
The vehicles in the kth class have the same computation

1We do not include the computational resources of BSs and/or RSUs.
2Computation demands of a cloudlet include the computation require-

ments of all the individual vehicles in the cloudlets and the computation jobs
assigned by the BS or RSU to the cloudlet.

capacity of bk and the number of vehiclesW k
n in the kth class

of An follows Poisson distribution with mean Ekn . We further
assume that each vehicle in An needs the computation capac-
ity of cn. Then the satisfying probability of An is given by

PSn = Pr

(
rn +

K∑
k=1

bkW k
n ≥

K∑
k=1

W k
n cn

)

=

∞∑
w1
n=0

· · ·

∞∑
wKn =0

P(f (wn) ≤ rn)
K∏
k=1

P(W k
n = wkn)

=

∑
f (wn)≤rn,∀k,0≤wkn

K∏
k=1

(
Ekn
)wkn

wkn!
e
−

K∑
k=1

Ekn
, (11)

where f (wn) =
∑K

k=1
(
cn − bk

)
wkn. Consequently, we can

obtain the cloud-wide satisfying probability PS and the num-
ber of satisfied cloudlets N S respectively as follows

PS =
N∏
n=1

Pr(In ≥ 1) =
N∏
n=1

PSn , (12)

N S
=

N∑
n=1

Pr(In ≥ 1) =
N∑
n=1

PSn . (13)

C. ASYMPTOTIC ANALYSIS
Next we analyze the asymptotic performance of JamCloud,
i.e., when the number of vehiclesM tends to infinity. Specif-
ically, we ask the question that under what conditions,
the probability of any cloudlet,An, satisfying the computation
capacity is high. We consider this question in two scenarios.

1) HOMOGENEOUS VEHICLES
In this case, there is only one class of vehicles in the system.
We have the normal distribution as an approximation to the
Poisson distribution if M → ∞, which means E1

n → ∞.
Thus the satisfying probability of An is given by

PSn = lim
E1
n→∞

∑
0≤w1

n,(cn−b1)w1
n≤rn

(
E1
n
)w1

n

w1
n!

e−E
1
n

=


lim

E1
n→∞

1−8
(

rn
cn − b1

)
= 1, if cn ≤ b1,

lim
E1
n→∞

8

(
rn

cn − b1

)
= 0, if cn > b1.

(14)

where 8(x) is the cumulative distribution function (CDF) of
the normal distribution with both mean and variance as E1

n .

2) HETEROGENEOUS VEHICLES

When there are K classes of vehicles, by denoting Ekn∑K
k=1 E

k
n
=

rk and similar to the homogeneous case, we have the
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FIGURE 11. System performance of JamCloud as functions of computation demand: (a) cloudlet satisfying probability, (b) cloudlet-wide satisfying
probability, and (c) number of satisfied cloudlets.

satisfying probability of cloudlet An given by

PSn = lim
En→∞

∫
K∑
k=1

(
cn−bk

)
wkn≤rn

K∏
k=1

1√
2πEkn

e

(
wkn−E

k
n

)2
2Ekn dwn

=

{
1, if cn ≤

∑K
k=1 r

kbk ,
0, if cn >

∑K
k=1 r

kbk ,
(15)

where dwn =
∏K

k=1 dwk and En →∞ means that Ekn →∞
for k = 1, 2, · · · ,K .

The above analysis results tell us that when the number of
vehicles or cloudlets in the system is very large and the remote
computation capacity is not infinite, the performance of a
cloudlet mainly depends on whether the local computation
capacity can satisfy the demands. In this case, the allocation
of resources mainly happens inside the local cloudlet.

D. PERFORMANCE SIMULATION
Based on the above derivation, we setup a JamCloud envi-
ronment to observe the performance. There are 30 mobile
cloudlets in this simulated system. The allocated remote
computation capacity to each cloudlet is proportional to the
expectation of the number of vehicles in each cloudlet and
the total remote capacity is 50,000Gflops. The vehicles are
divided into two classes, with the computation capacity of
individual vehicles in the two classes being 2Gflops and
5Gflops, respectively. We choose these parameters because
the computation capacity of a single core CPU is usually
several Gflops and a remote computing center may have tens
of thousands times computation capacity of a single core
CPU.3 Related to the number of vehicles in each cloudlet,
we use the selected 30 intersections in the mobility trace of

3In real world, some vehicles, such as buses, may have higher computation
capacity. Also in near future, many cars on road will be electric and they
have higher computation capacity. Consequently, computation capacity of
cloudlets will be significantly higher and we will require less remote cloud
capacity to meet the demands.

Beijing, and choose the number of vehicles in the two classes
as the average number of taxis from 10:00 to 12:00 in each
cloudlet. We set this value as ρ and extend it by 2, 3, 4, 5 and
6 times for simulation, because in the real life, the number
of taxis is only a fraction of all the vehicles in each cloudlet.
We also set the mean of the computation demand of vehicles
to be the same in each cloudlets. Under the above settings,
we obtain the JamCloud system performance of cloudlet
satisfying probability, cloud-wide satisfying probability and
the number of satisfied cloudlets.

By varying the mean of the computation demands of vehi-
cles, the results of the cloudlet satisfying probability PSn are
shown in Fig. 11 (a), while Fig. 11 (b) and Fig. 11 (c) depict
the results of the cloud-wide satisfying probability PS and the
number of satisfied cloudlets N S , respectively. From Fig. 11,
we can observe that when the average number of vehicles
in each cloudlet is 6ρ, the cloudlet satisfying probability
is near 100% for the average demand less than 6Gflops,
and the cloud-wide satisfying probability is almost 100% for
the average demand less than 4Gflops, while almost every
cloudlet in the system is satisfied for the average demand less
than 5Gflops. By contrast, given that the average number of
vehicles in each cloudlet is 2ρ, PSn is 100% for the average
demand less than 15Gflops, and PS is almost 100% for the
average demand less than 11Gflops, while N S

≈ 30 for
the average demand less than 14Gflops. It can also be seen
that with the increase of demand, the satisfying probability
decreases, and the larger the average number of vehicles,
the sharper the decreasing rate. From these results, we can
decide how much remote computation capacity a cloudlet
need according to the specific requirements. We can also
use these results to design the system and to allocate remote
computation capacity to mobile cloudlets.

We also simulate the system performance by varying
the computation capacity of remote cloud computing cen-
ters. In this simulation, we set the mean of the computa-
tion demand of vehicles to 10Gflops and the results of the
three metrics are shown in Fig. 12. As expected, with the
increase of the computation capacity of remote cloud, all
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FIGURE 12. System performance of JamCloud as functions of remote computation capacity: (a) cloudlet satisfying probability, (b) cloudlet-wide
satisfying probability, and (c) number of satisfied cloudlets.

FIGURE 13. Asymptotic performance of JamCloud: (a) K = 1, computation capacity per vehicle is 2 Gflops, and remote
computation capacity is 20 Gflops, and (b) K = 2, computation capacity for two-class vehicles are 2 Gflops and 5 Gflops,
respectively, and remote computation capacity is 20 Gflops. In both (a) and (b), different curves are with different values of
average number of vehicles in each cloudlet.

the three metrics increase. Observe that the satisfying prob-
ability increases sharply from 0 to 1, indicating that there
exists a critical value of remote computation capacity for the
JamCloud to achieve the computationally satisfactory state.
In other words, given the specific settings of mobile cloudlets,
the performance of the system will be seriously limited if the
capacity of remote cloud is under some critical value. There-
fore, an optimized allocation protocol needs to be carefully
designed for attaining the achievable system performance.4

Next we carry out simulations on asymptotic performance
of mobile cloudlets with different classes of vehicles K ,
and the results of PSn are shown in Fig. 13. From Fig. 13,
we observe that depending on the relationship between local
computation demand and capacity, PSn reduces from 1 to
with the increase of the number of vehicles, which complies

4As aforementioned, in the near future, computational capacity of indi-
vidual vehicles are expected to be much higher than the values used in this
simulation. Consequently, the computational capacity of individual mobile
cloudlets will be significantly higher. The remote cloud capacity will become
less important to the system performance. In fact, in most situations, we may
not need remote cloud at all.

with our asymptotic analysis. This further demonstrates the
correctness of our theoretical analysis.

VI. CONCLUSION
In this paper, we have proposed and evaluated JamCloud,
a system that collect and aggregate computation resources
from local congested vehicles and remote cloud computing
centers to better satisfy the computation demand of vehi-
cles. We have modeled the system based on the model of
stochastic process and a queueing network. We have also
simulated and analyzed the computation capacity of mobile
cloudlets, the overall and asymptotic performance of the sys-
tem.We have observed that as a time-variant system, the com-
putation capacity of a vehicular mobile cloudlet depends
on the resident number of vehicles. Given limited compu-
tation resources of vechicle, we have found that the prob-
ability of satisfying computation demand decreases sharply
if local computation capacity is insufficient and the remote
computation capacity is lower than a certain critical value.
These conclusions help us to design practical JamCloud
system.
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With the ongoing revolution of making vehicles on road
electric and the coming 5G, JamCloud’s time has come.
In near future, the computation capacity of individual local
vehicle cloudlet will be substantially higher. Consequently,
even without the aid of remote cloud, a local mobile cloudlet
not only is capable of meeting the demands of all the local
vehicles but also has sufficiently large unused computation
resources. These extra computation resources can naturally
be utilized to support the local 5G BS or RSU’s baseband
computational tasks. It is worth highlighting that the dynam-
ics of local mobile cloudlet’s capacity shown in Fig. 9 match
well with the demands of local 5G baseband signal processing
tasks. Therefore, JamCloud offers an ideal means for aiding
green 5G communications in city by harvesting the resources
of congested vehicles, which otherwise would be wasted.
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