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MU LT I H O P CE L L U L AR :  FR O M RE S E A R C H T O SY S T E M S ,
STA N DA RDS ,  A N D AP P L I C AT I O N S

INTRODUCTION
As one of the next-generation wireless communi-
cation systems, Long Term Evolution-Advanced
(LTE-A) supports mobile content downloading
[1]. To meet the increasing demands for local area
services of popular content downloading, device-
to-device (D2D) communication is proposed as a
key component of LTE-A, which enables devices
to communicate directly, and is an underlay to the
cellular network for improving spectral efficiency
[2–4]. Under the control of a base station (BS),
user equipment (UE) can transmit data to each
other over direct links using the cellular resources
instead of through BSs. In these operator con-
trolled LTE networks, with the unified control of
access authentication, connection control, resource

allocation, and lawful interception of information,
D2D communications take place within the cellu-
lar coverage area and even outside the coverage of
BSs [2]. Most context-aware applications that
involve discovering and communicating with near-
by devices can benefit from D2D communication
by reducing communication cost, since it enables
physical proximity communication, which saves
power while improving spectral efficiency [3]. Fur-
thermore, in the vast application of popular Inter-
net content downloading and sharing, multihop
D2D communications will play a vital role in
decreasing redundant cellular direct transmissions
by enabling multihop sharing. Thus, it is expected
that multihop D2D communication will be a key
feature supported by next-generation cellular net-
works [4].

Although D2D communication may enhance
spectral efficiency and increase system capacity,
it also causes interference to the cellular net-
work as the result of spectrum sharing, and mul-
tihop transmissions depend on resource sharing
and allocation schemes. Furthermore, multihop
D2D communications occur only when mobile
users are physically in close proximity. Thus, it
depends on how often the devices are in physical
proximity communication with each other. In
other words, underlaying multihop D2D commu-
nication opportunities and hence system perfor-
mance depend on node mobility patterns.
Unsurprisingly, it is challenging to analyze and
design such a complicated system, which involves
dynamic human behaviors and complex commu-
nication relations.

Current works often consider D2D communi-
cation technical problems under a very restricted
cellular system setting, for example, consisting of
only four nodes — a pair of D2D UEs, a cellular
UE, and a BS [4–6]. Within such a small and
simplified network scenario, these existing stud-
ies can only deal with some individual aspects of
the underlaying D2D cellular network. However,
none of these existing contributions are able to
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tackle the underlaying problem as a whole, and
therefore they are unable to quantify the real
potential of multihop D2D enabling a cellular
network under a realistic network scenario with
tens of hundreds of nodes and D2D pairs.
Against this background, in this article, we aim
to establish a new paradigm for the design and
analysis of multihop D2D communications.
Specifically, we propose a dynamic graph opti-
mization framework for general multihop D2D
communication underlaying cellular. This frame-
work enables the modeling of a large-scale sys-
tem with multiple D2D pairs and node mobility
patterns, which sets up a realistic multihop D2D
communication framework for investigating the-
oretical performance limits and studying the
optimal system design. The model of a dynamic
graph and its corresponding optimization [10]
have been utilized in the performance analysis
and optimization in wireless vehicular networks
[11], and more. In this article, we exploit it in
the analysis and design of multihop D2D com-
munications; fundamentally, it enables us to
answer the following challenging questions: how
multihop D2D can improve the cellular network
system performance and what the potential
effects of multihop D2D are.

We structure the article as follows. After pro-
viding a system overview, we introduce the
dynamic graph optimization framework for mod-
eling the multihop underlaying D2D cellular net-
work system. After analyzing the capability of

the proposed dynamic graph optimization frame-
work in investigating the challenging technical
problems, we introduce its two main applications
in theoretical performance bound analysis and
optimal system design. Finally, we quantitatively
assess the capability of the proposed dynamic
graph optimization framework by simulation that
targets a realistic multihop D2D communication
underlaying cellular network.

SYSTEM OVERVIEW

A typical example of a multihop D2D communi-
cation underlaying cellular network is illustrated
in Fig. 1, where the cellular network provides
coverage over a certain region through the BS
deployment. The UEs are mobile nodes, and
their positions as well as access states change
over time. Therefore, at different timeframes,
their access and physical (location) relationships
are different. Here, a timeframe is loosely used
to mark a system time period during which no
access or physical state change occur. For exam-
ple, Fig. 1 displays the access and physical rela-
tionships at different system timeframes of t0
and t5, respectively.

A typical application for the multihop D2D
communication underlaying cellular network is
content downloading and sharing. In such a sys-
tem, the BSs are connected to the data servers
in the Internet. The UEs requesting data send
their requests to the relevant data servers via the

Figure 1. Illustration of a multihop D2D communication underlaying cellular network at different time-
frames of t0 and t5, where there are three cellular BSs, b1, b2, and b3, and seven mobile UEs. Among
these mobile UEs, there are four relaying nodes, r1 to r4, the communication ranges of which are denot-
ed by solid thin circles, and three receiver nodes, d1, d2, and d3, the communication ranges of which are
denoted by dotted thin circles. In this multihop D2D underlay communication system, a receiver can
receive the data from the cellular network directly (cellular transmission mode) or from the cellular net-
work via some relaying nodes (multihop D2D connected or opportunistic transmission mode).
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cellular network. The requested data may be
delivered from the corresponding data servers to
the related users either via direct cellular trans-
missions, if the users are under the cellular cov-
erage, or via D2D-enabled multihop
transmissions when the users requesting the data
are in physical proximity of some other users.

In such a content sharing system, some UEs
are requesting data, and they are referred to as
data receivers. Other UEs that currently are not
retrieving data for themselves may participate
in data transmission by receiving the data from
the BSs and then transmitting them to the rele-
vant receivers via D2D communication. These
UEs are referred to as relays. Incentives for
stimulating UEs to act as relays can be given by
using some micro-payment scheme, or the oper-
ator can offer the relays a reduced cost for
their services or better quality of service [7].
Thus, the UEs with energy and storage
resources will participate in the data transmis-
sion as relays under the assumption of rational-
ity. Note that our model does not make any
assumptions about these incentives, and only
the UEs that are willingly participating in the
content transmission will be treated as relays.
In the example depicted in Fig. 1, there are
three cellular BSs marked as b1 to b3, three
receivers known as d1, d2, and d3, and four
relays called r1, r2, r3, and r4. Apart from the
original and intuitive method of cellular direct
transmission, there are two other important
transmission modes to efficiently overcome the
weak coverage and signal attenuation problems
of a cellular network, which are defined below
with the aid of Fig. 1.

Multihop D2D connected transmission: In
this mode, a connected path from a cellular BS
via some relays to a receiver is established by
taking advantage of the physical proximity of
communicating devices, and the mobile data are
transmitted via the D2D enabled connected path
with multiple hops to the targeted receiver. The
example illustrated in Fig. 1 shows that during
timeframe t0, BS b2 is transmitting data to receiv-
er d3 via the two-hop connected path with the
aid of relay r4, while during timeframe t5, BS b1
is transmitting data to d1 using the three-hop
connected path r1 Æ r2 Æ d1.

Multihop D2D opportunistic transmission:
Due to the mobility of receivers and relays, a
D2D connected path is prone to be broken.
However, a relay can store the received data in
its buffer, and transmit the data to the relevant
receiver or other relays when communication
contact arises. Since UEs are inherently mobile,
this opportunistic communication mode is capa-
ble of enhancing the system performance. In Fig.
1, over timeframes t0–t5, receiver d2 is outside
the coverage of any BS. During timeframe t0,
relay r3 receives data for d2 from BS b3 and
stores the data in its buffer. When the communi-
cation opportunity occurs between r3 and d2 dur-
ing timeframe t5, r3 transmits the data to d2.

It should be emphasized that the D2D con-
nected and opportunistic transmission modes are
inherently multihop. Clearly, either mode must
have at least two hops with the first hop from a
BS to a relay and the second hop from this relay
to a receiver. In order to model the D2D com-

munication system with these two types of multi-
hop transmissions, and fundamentally under-
stand the complex relations between the D2D
communication and the underlaying system fac-
tors such as resource allocation and human
mobility, we present a dynamic graph model.
Based on this graph model, we propose a gener-
alized dynamic-graph-based optimization frame-
work for investigating multihop D2D
communication underlaying cellular networks.

DYNAMIC GRAPH OPTIMIZATION
FRAMEWORK

GRAPH CONSTRUCTION

The graph model for the above underlaying
D2D cellular network should include all the pos-
sible transmission opportunities of cellular direct
transmission, and multihop D2D connected and
opportunistic transmissions. Assume that there
are B cellular BS nodes, labeled by the set of B
= {b1, b2, …, bB}, D data receivers, labeled D =
{d1, d2, …, dD}, and R data relaying nodes,
labeled R = {r1, r2, …, rR}, which are involved
in multihop D2D communication to help the
data transmission to receivers.

Let us first form the graph of all the nodes,
including BSs, relays, and receivers, in the under-
laying D2D cellular network within a certain
timeframe by representing each network partici-
pating node as a vertex in the graph and adding
directional edges between nodes according to
the BSs’ coverage and UEs’ D2D contacts. As
within a timeframe no access and state change
occurs, such a graph has a static topology for the
duration of the timeframe. For example, consid-
ering the underlaying D2D cellular network
illustrated in Fig. 1, the constructed static graphs
for timeframe t0 and t5 are shown in Figs. 2a and
2b, respectively. Furthermore, we can associate
each edge with a real value to represent the tem-
poral link transmission rate. Given all the ver-
tices and edges, we thus build the transmission
graph for the underlaying D2D cellular commu-
nication in some timeframe, which is a weighted
directional graph representing the spatial distri-
bution of the network topology involving all the
BSs and UEs.

To describe the UEs’ dynamic accessing rela-
tionships with the BSs as well as the time-vary-
ing communication opportunities and multihop
paths among the relays and receivers, we identi-
fy the communication contact events between a
pair of nodes, which may be BS and UE, relay
and receiver, or relay and relay. These contact
events include five types: cellular accessing
starts, cellular accessing ends, D2D contact
starts, D2D contact ends, and link quality level
changes. These communication contact events,
which are assumed to sequentially occur at dif-
ferent time points of p0, p1, …, pN, divide the
continuous time into time periods. The time
period between two successive events defines a
timeframe. Specifically, the time period between
pl–1 and pl is labeled as timeframe tl, with the
initial timeframe t0 defining the time before p0.
All the timeframes are therefore labeled t0, t1,
…, tN. Within each timeframe, no contact event
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mission modes are
inherently multihop.
Clearly, either mode
must have at least two
hops, with the first hop
from a BS to a relay
and the second hop
from this relay to a
receiver.

LI_LAYOUT.qxp_Layout  10/20/14  11:05 AM  Page 54



IEEE Wireless Communications • October 2014 55

occurs and no link quality changes. In other
words, within each timeframe, the states of the
nodes and the commutation contacts do not
change. Thus, for each timeframe, we can obtain
a static graph to represent the system using the
method stated before. Since the nodes may
store the contents in their local buffers in a
timeframe and then transmit them in the com-
ing frames, we need to model the time evolution
of data buffering for relays and similarly for BSs
in order to represent the sequential time evolu-
tion of the static graphs. For this aim, a direc-
tional edge with certain weight, which
corresponds to the buffer size of a node, is

drawn for the same BS or relay between two
successive frames.

Given all the vertices and edges, we thus
build the transmission graph for the multihop
D2D communication underlaying cellular com-
munication, which is a weighted directional
dynamic graph representing the access and con-
tact distribution of the network topology. Con-
sider the underlaying D2D cellular network
illustrated in Fig. 1. For this example, assume
that there are no link quality changing events,
and we have counted all the network events of
cellular access start and end as well as D2D con-
tact start and end at time points p0 to p4, which

Figure 2. The dynamic underlaying D2D cellular communication graph generated by the events of
opportunistic contact and access relationship that are given in Fig. 1 and Table 1: a) static graph in
timeframe t0; b) static graph in timeframe t5; c) dynamic graph for the system varying from frame t0 to
frame t5.
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are summarized in Table 1. Figure 2c depicts the
dynamic graph for this underlaying D2D cellular
network. Note that this graph includes all the
BSs and UEs, and it also allows us to capture all
the possible data transmission modes.

OPTIMIZATION OBJECTIVE
Based on the graph model for multihop D2D
communication underlaying cellular networks,
we form an optimization framework by express-
ing the maximization objective and analyzing the
constraints. Since usually the optimization goal is
to maximize the data transmission in the system,
we can optimize any combined flows on the ver-
tices in the dynamic graph according to the spe-
cific requirements. Take the content
downloading system as an example; its goal is to
maximize the total data amount received by the
receivers, which is a max-flow goal. In order to
achieve this objective, we introduce two virtual
vertices, SV and DV, to represent the source and
destination of the total flow over the graph. To
model the flow from the source to destination,
we add the edges from the source to all the BS
vertices before timeframe t0, and introduce the
edges from all the receiver vertices to the desti-
nation. In this way, we obtain the directional
connected graph as shown in Fig. 3, on which
the data transmission is modeled as the flow
from SV to DV over the total communication
timeframes of {t0, t1, …, tN}, which represents
the total amount of transmitted data by the D2D
communication underlaying cellular network.
For any edge (a, b) in the graph, we further
denote the flow over the edge connecting the
two vertices of a and b as f(a, b). Then the objec-
tive of maximizing the total transmitted data can
be expressed as

where di
l denotes the vertex of receiver di at

timeframe tl.

SYSTEM CONSTRAINTS
We also need to consider the constraints of the
above flow maximization problem, which include
the constraints of flow conservation and system
resources.

Flow Conservation — For any vertex in the graph,
flow conservation means that the amount of
incoming flow must equal the amount of outgo-
ing flow. In the system, there are three different
types of vertices, BSs, relays, and receivers,
which have different content transmission behav-
iors that influence the flow. Thus, we need to
analyze the constraints of flow conservation for
these different types of nodes according to their
actual behaviors.

Transmission Rate and Channel Access — The spec-
trum bandwidth is allocated between the D2D
and cellular communications, and the allocated
resource directly influences the data transmis-
sion rates. Therefore, the weight of each edge,
the “flow” rate of each directional edge, is direct-
ly associated with the allocated resource. In the
case in which D2D communications of all pairs
use the same licensed band of cellular communi-
cation, we denote the spectrum resources that
are allocated directly to cellular communication
and D2D communication as xi

l and yi
l, respective-

ly, for each timeframe tl and each cellular BS bi.
Since the total resource for the coverage area of
bi is limited to a value denoted by bi, we have
the following constraint on the resource alloca-
tion xi + yi £ Bi, 1 £ i £ C, 0 £ l £ N. Under the
allocated spectrum xi

l and yi
l with a channel

model like Rayleigh fading, we can express the
maximum achievable average data rate for the
cellular direct transmission link to user u and
D2D link g under the coverage of under bi,
respectively, as

where Pbi, Pg, and Pg¢ are the transmitted signal
power of BS bi, two D2D pairs g and g¢, respec-
tively, zu and zg are the distance of the cellular
transmission and D2D links, l is the path loss
exponent, N0 is the power of the receiver noise,
which is assumed to be the additive white Gaus-
sian noise (AWGN), hbi,u2 and hg¢,g2 denote
the average power or second-order statistic of
the Rayleigh fading channel linking bi and u and
D2D pairs, respectively, and G is the set of all
the D2D communication pairs in the coverage
area of bi. In the above derivations, interference
between different D2D pairs is considered,
which influences the achievable communication
rate. Thus, the interference is inherently mod-
eled in the proposed framework. At the same
time, since the transmission rates of both the
cellular and D2D links are proportional to the
allocated resource xi

l or yi
l, transmission

resources are added as optimization variables
without explicit increase for the problem com-
plexity. For direct cellular communication with
UEs, the total transmitted flow to all the UEs
during a timeframe should satisfy the system
resource constraints on the transmission rates
and the given timeframe duration. As for the
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Table 1. Network events for the underlaying D2D cellular network involv-
ing three BSs (b1, b2, b3), three receivers (d1, d2, d3), and four relays (r1, r2,
r3, r4).

Time
point Event Meanings

p0 r4  d3 Contact between r4 and d3 ends

p1 d1 Æ b1 d1 moves into coverage of b1

p2 r2  d1 Contact between r2 and d1 starts

p3 r3  d2 Contact between r3 and d2 starts

p4 d3  b2, d3 Æ b3 d3 moves out coverage of b2 and moves into b3
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D2D communication, we also need to limit the
transmitted content flows among the “connect-
ed” UEs in each timeframe to satisfy the system
resource constraints on the transmission rates
and the given timeframe duration as well as to
meet the interference requirements for channel
access.

System Resources — As stated before, we also
need to consider the fact that the limited system
transmission resources are divided between cel-
lular direct and D2D communications. Some-
times, the number of operating BSs in the system
is also limited to save energy, and we also need
to take this into consideration in the problem
formulation.

ALGORITHM AND SOLUTION
Combining the objective and the constraints
introduced above, we can form maximization
problems for the multihop underlaying D2D cel-
lular system with the decision variables consist-
ing of link flows and allocated resources. It is
worth pointing out that the objective flow maxi-
mization, 

is a linear composition of individual flows of
f(di

l, DV), while the associated constraints of flow
conservation and resource allocation introduced
above are linear constraints. For the remaining
constraints on channel access that cannot be
expressed in linear forms, by using the reformu-
lation linearization technique (RLT) [8] we can
transform them into linear expressions of the
decision variables. Thus, the formulated maxi-
mization problem falls into the category of linear
programming problems, which can be solved by
linear programming techniques (i.e., using the
existing optimization toolkits, such as CPLEX
and YALMIP [9]). In the operator controlled
underlaying D2D cellular networks, the BS has
full control over the allocated resources and

needs to inform the D2D pairs and cellular users
of the scheduled resources for data transmission
via L1/L2 control signaling, such as a physical
downlink control channel (PDCCH) [4]. Thus,
by the centralized resource allocation approach,
system-wide optimal throughput can be achieved. 

CAPABILITY OF THE
OPTIMIZATION FRAMEWORK

In the above dynamic graph optimization frame-
work, several technical problems, such as mode
selection and resource allocation, are inherently
modeled in the optimization formulation. With
simple extensions, this dynamic graph optimiza-
tion framework is capable of modeling other
important technical problems for multihop D2D
communication underlaying cellular networks. In
this section, we briefly analyze how we can model
and analyze these important problems in the
proposed framework by considering communica-
tion mode selection, BS deployment and schedul-
ing, and storage management and allocation.

COMMUNICATION MODE SELECTION
Since D2D communication uses the same air
interface as cellular communication, a receiver
can only operate in either D2D mode or direct
cellular mode. Furthermore, in D2D mode, a
decision must be made whether to use multihop
connected or opportunistic transmission. Given
all the possible transmission modes involving all
the UEs, the task of communication mode selec-
tion is how to utilize them in order to maximize
the data transmission throughput.

In the dynamic graph optimization formula-
tion, a cellular direct transmission corresponds
to the flow from a BS vertex to a UE vertex,
which is a one-hop transmission. A D2D trans-
mission represents the data flow originating
from a BS vertex, via one or more relay vertices
at the same timeframe or subsequent time-
frames, to a receiver vertex, which is a multihop
flow occurring on some “connected” or “oppor-
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Figure 3. Illustration of the flow maximization formulation for the optimal throughput content down-
loading problem in the multihop D2D cellular network.
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tunistic” multi-edges. All these transmission
modes are naturally modeled by the flows f(a, b)
occurring on all the possible edges (a, b) existing
in the graph. Thus, we can utilize this dynamic
graph optimization framework to investigate the
transmission mode selection problem by optimiz-
ing the flow allocation on the edges of the graph. 

BASE STATION DEPLOYMENT AND SCHEDULING
Since D2D communication can transmit data to
nodes even without infrastructure coverage, BSs
can adjust their coverage or even shut down
completely in order to save energy while provid-
ing acceptable services by taking viable D2D
alternatives [12]. For service providers and carri-
ers, how to place the BSs given a set of possible
candidate places as well as how to dynamically
schedule the BSs given a network with groups of
users and a set of operational BS candidates is
an important problem. In particular, given avail-
able BSs and data transmission opportunities
between BSs and UEs as well as between UEs,
the BS Scheduling task is to dynamically sched-
ule the BS operation, that is, to decide which
BSs should be in operation and which should be
shut down, in order to reduce energy consump-
tion but still attain the maximum data transmis-
sion throughput from the operating BSs to all
the UEs.

To model the above challenging problem in
our proposed optimization framework, we first
construct a graph with all the BSs as the vertices
as usual, and then define a variable to indicate
the operational status of BS i, where 1 £ i £ B at
timeframe tl, which is denoted by zi

l. Specifically,
candidate BS i is scheduled to be operational
during timeframe tl if zi

l = 1; otherwise, zi
l = 0.

By adding all the operating BSs as a constraint
and setting the corresponding weights of the
edges connecting with the BSs that are shut
down to a zero value, the BS deployment and
scheduling can be incorporated into the dynamic
graph optimization framework, and this allows
us to study the optimal BS placement or schedul-
ing policies by solving the corresponding flow
maximization problems.

STORAGE MANAGEMENT AND ALLOCATION
Multihop D2D communication offers the bene-
fits of saving communication power and improv-
ing the spectral efficiency, but requires the UEs
to contribute local storage to buffer the data.
Moreover, a decision process is needed to effi-
ciently utilize the distributed storage in order to
enhance the opportunities for user collaboration.
Under this context, how to manage the distribut-
ed storage contributed by the UEs and how to
allocate them efficiently for content access are
among the important problems that need to be
modeled and solved by some effective optimiza-
tion tools.

The dynamic graph optimization framework
enables us to investigate these challenging prob-
lems with some simple extensions. In the con-
structed graph, the edges connecting the UE
vertices at consecutive timeframes represent the
same UEs at different times. Thus, they can be
utilized to represent the capability or possibility
that the nodes physically carry data with their
local storage during movement in time. By sim-

ply associating these edges with appropriate
weight values, we can model how much storage
each UE contributes. Furthermore, in a multi-
content sharing system, by dividing the flow f(a,
b) over edge (a, b) into the sub-flows fm(a, b),
each corresponding to the buffer size or trans-
mission rate for an individual content, we can
investigate the optimal storage policies for UEs
in a D2D-enabled multi-content sharing system.

APPLICATION SCENARIOS AND CHALLENGES

THEORETICAL PERFORMANCE BOUND ANALYSIS

One of the most important applications of our
proposed dynamic graph optimization frame-
work is to analyze the theoretical performance
upper bound for the multihop D2D communica-
tion underlaying cellular network. It is clear that
in order to obtain the fundamental performance
bound achievable by multihop D2D communica-
tion, it is essential to first find the optimal solu-
tions for the system (optimal resource allocation,
optimal mode selection, etc.) under the practical
network setting of a large number of users with
realistic mobility patterns. From a system engi-
neering viewpoint, in analyzing the theoretical
performance bound, we can make some realistic
assumptions: the availability of the preemptive
knowledge of BS positions and user mobility tra-
jectories. With the aid of this available system
information, we can cast the multihop D2D
communication underlaying cellular system as a
dynamic graph optimization problem that maxi-
mizes the system utilities (e.g., content down-
loading throughput, wireless network capacity).
The solution of the optimization problem yields
the optimal resource sharing and mode selection
for the cellular network with the given set of
users. Thus, it represents the theoretical perfor-
mance upper bound to the D2D-enabled cellular
system.

In particular, targeting the mobile content
downloading system as an example, by formulat-
ing a max-flow optimization problem that maxi-
mizes the content downloading flows from all
the BSs to the content receivers through all the
possible transmission modes, and multihop D2D
connected and opportunistic transmissions under
the dynamic graph optimization framework, we
obtain the theoretical upper bound to the achiev-
able system content downloading performance.
This enables us to further investigate the funda-
mental problems of how D2D communication
improves system performance and what the
potential effect of the multihop D2D communi-
cation may be. Specifically, using a realistic
mobility model and trace-driven simulations, we
can evaluate the effects of the different system
settings on the performance of the mobile con-
tent downloading system and reveal the funda-
mental influence of D2D communication. 

SYSTEM DESIGN AND OPTIMIZATION
From the above discussion on the capability of
the proposed optimization framework in solving
technical problems of multihop D2D communi-
cations, we perceive another intuitive applica-
tion, which is to solve difficult optimization
problems in protocol and algorithm design.
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The solution of the opti-
mization problem yields
the optimal resource
sharing and mode selec-
tion for the cellular net-
work with the given set
of users. Thus, it repre-
sents the theoretical per-
formance upper bound
to the D2D-enabled cel-
lular system.
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Indeed, for the spatial-temporal dynamic multi-
hop D2D communication system, it is hard to
model and formulate the system under a realistic
environment with tens of hundreds of cellular
users and multiple D2D pairs. The proposed
dynamic graph optimization framework may pro-
vide this well organized structure to model and
investigate such difficult problems. However,
some challenges need to be tackled in order to
exploit this optimization framework in designing
and analyzing these large-scale practical systems.

First, in the formulation of a dynamic graph
optimization problem, constructing the transmis-
sion graph needs the information of the UEs’
trajectories and the channel state information of
cellular and D2D links. However, in practice, we
do not have that information at the stage of cal-
culating optimal solutions. In a practical system,
the UEs are usually carried by human beings
who exhibit regularity in daily mobility. Existing
study [13] reveals that there is strong regularity
in daily human and vehicular mobility (driven by
humans) in terms of both temporal and spatial
dimensions, and it finds 93 percent potential
predictability in user mobility across the whole
user base [13]. This regularity may potentially be
exploited in prediction algorithm design [14].
Consequently, using mobility prediction and
including the prediction information may help
construct transmission graphs with the introduc-
tion of probabilistic graph-based representation.
How to use daily regularity and prediction to
design large-scale practical systems with the aid
of real-life human mobility traces remains an
open problem.

Second, under the large-scale practical net-
work setting with tens of hundreds of nodes, the
algorithms to solve the formulated optimization
problems are also challenging to design. In such
cases, usually the optimal solutions are obtained
with very large overhead of computing time and
cost. Thus, heuristic algorithms with low compu-
tational complexity and competitive performance
are in demand. This is another open problem in
fully utilizing the proposed dynamic graph opti-
mization framework, and further investigation is
needed.

CASE STUDY AND
PERFORMANCE EVALUATION

In this section, we use a cellular network deploy-
ment to quantitatively analyze and assess the
capability of the proposed optimization frame-
work in revealing system performance bound
and designing an optimization solution.

TARGETED SYSTEM
We target a cellular network by considering BS
deployment with real-world human mobility
traces of Orlando [15], which were obtained
from volunteers who spent their Thanksgiving or
Christmas holidays in the city of Orlando, Flori-
da. In the trace collection, the GPS devices take
readings of the users’ current positions every 10
s and record them into a daily track log with a
position accuracy of better than 3 m 95 percent
of the time [15]. All the users are divided into
relays and receivers with a ratio of 5:3, and their

mobility is governed by the collected traces. In
the network, multiple BSs are deployed to yield
about 30 candidate locations to deploy BSs. For
the spectrum sharing model, all the D2D com-
munications use the same allocated frequency
that is part of the cellular network’s spectrum
resource, while the D2D communication and
cellular communication occur on different fre-
quency channels. We limit the maximum node
transmission range for D2D communication to
50 m. Other network parameters are based on
the wireless propagation settings given in [16].

We concentrate on investigating the applica-
tion of utilizing the dynamic graph optimization
framework in the optimal BS scheduling design;
that is, given the number of operational BSs,
optimally choosing the operational BSs from the
30 candidate BSs (the remaining BSs are shut
down) in order to save energy while providing
acceptable services [12]. In this scenario, the ser-
vice providers look for the opportunity to shut
down entire underutilized BSs, and the corre-
sponding load or other delay-tolerant service
would be transferred to their neighboring cells
or/and to the D2D communications outside the
cellular coverage area. Under the above simula-
tion settings, we generate the transmission graph
and formulate the received content maximiza-
tion problem with the decision variables of BS
scheduling under the dynamic graph optimiza-
tion framework, which as explained previously is
naturally built with optimal decisions of mode
selection and spectrum allocation. Thus, the out-
put of this flow maximization problem implies
optimal BS scheduling. In order to show the
advantages of our optimization framework, we
compare our optimal BS scheduling with three
other strategies:
• Random scheduling, which randomly chooses

the operational BSs according to a uniform
distribution among the candidate BSs

• Max node scheduling, which chooses the BSs
that cover large numbers of users to be opera-
tional

• Max time scheduling, which selects the BSs
that cover the users over long average staying
time as the operational BSs

Note that max node and max time are two effi-
cient schemes for dynamic BS operation [12].
Thus, the compared schemes reflect the state of
the art for BS scheduling.

RESULTS ANALYSIS
We use the mobility data to generate the dynam-
ic transmission graph and evaluate the system
performance in terms of content downloading
throughput. The results generated are shown in
Fig. 4, in comparison with the content down-
loading throughput obtained by the other three
BS scheduling schemes. As can be clearly seen in
Fig. 4, among the different BS scheduling strate-
gies, our optimal scheme attains the best perfor-
mance, and it significantly outperforms the max
node and max time when there are fewer than
15 operational or deployed BSs. When the num-
ber of operational BSs increases to 15, the per-
formance of max node and max time are closely
matched to our optimal scheme. This is because
15 deployed BSs are sufficient for this simulated
network. The results of Fig. 4 show that how the

In the network, multiple
BSs are deployed to

yield about 30 candi-
date locations to deploy

BSs. For the spectrum
sharing model, all the
D2D communications

use the same allocated
frequency that is part of

the cellular network’s
spectrum resource, while
the D2D communication
and the cellular commu-
nication occur on differ-
ent frequency channels.
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BSs are deployed has more significant influence
on the achievable system performance when the
number of deployed BSs is limited, and our opti-
mal BS scheduling solution is particularly effec-
tive in such limited BS coverage network
scenarios.

Next, we further analyze the optimal BS
scheduling solution of the dynamic graph opti-
mization framework to investigate the obtained
performance bound of the targeted system.
Specifically, we examine the amounts of data
transmission achieved by the three different
modes of direct cellular transmission, multihop
D2D connected, and opportunistic transmis-
sions, respectively. The throughputs achieved by
the different transmission modes in the optimal
BS scheduling solution obtained by solving the
flow maximization problem are shown in Fig. 5a.
We observe that the importance of opportunistic
transmission increases with the decrease of the
number of operational BSs, and it accounts for
about 40 percent of the total network through-
put when the number of operational BSs is 4.
This clearly demonstrates the performance
enhancing capability of D2D communication. It
is also clear that most of the data transmitted by
multihop D2D communication are via the D2D
opportunistic mode, and the D2D connected
mode is only responsible for a small amount of
the data transmitted. This indicates that the con-
nected path from a BS with the assistance of
some relays to a receiver may not be the most
efficient method of data transmission.

To further observe the important role played
by the multihop D2D communication in data
transmission, we plot the ratio of the data trans-
mitted by the two D2D transmission modes over
the total transmitted data, and the results
obtained by the four different BS scheduling solu-
tions are depicted in Fig. 5b. We observe that the
D2D transmission fraction attains the largest
value under our optimal solution. Specifically, the
D2D mobile data transmission in the system

accounts for about 44 percent of the total data
flow when the number of BSs is 4, and this
decreases to about 28 percent when the number
of BSs increases to 20. These results demonstrate
the important role of multihop D2D transmission
in the targeted simulation system, which further
reveals the capability of our framework to analyze
the performance bound of the multihop D2D
communication underlaying cellular network.

CONCLUSIONS

We have proposed a dynamic graph optimization
framework that exploits the dynamic transmission
graph to model the spatio-temporal dynamics in
terms of mobile users in the multihop D2D com-
munication underlaying system. The proposed
framework enables optimal algorithm design and
performance bound analysis for the multihop
underlaying D2D communication system. This
study thus provides a useful model and optimiza-
tion methodology for multihop D2D communica-
tion, and opens up a new research direction for
the analysis and design of next-generation multi-
hop transmission enabled cellular networks.
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Figure 4. Comparison of content downloading throughput with the number
of operational BSs increasing from 3 to 20.
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Figure 5. Multihop D2D performance bound analysis for the simulated scenario: a) throughputs achieved by the different trans-
mission modes in the optimal BS scheduling solution of the dynamic graph optimization framework; b) comparison of the multi-
hop D2D transmission fractions achieved by different BS scheduling solutions.
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