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 A B S T R A C T

Label distribution learning (LDL) is an effective paradigm to address label ambiguity by modeling the relevance 
of multiple labels to an instance. However, existing LDL methods suffer from challenges such as high model 
complexity, slow convergence, and limited availability of label distribution-annotated training data. To tackle 
these issues, we propose RG4LDL, a novel framework that integrates the renormalization group (RG) principle 
with LDL for the first time. RG4LDL employs a restricted Boltzmann machine (RBM)-based neural network to 
iteratively extract relevant degrees of freedom, thereby optimizing feature learning and improving predictive 
accuracy. By combining unsupervised RG learning and supervised LDL prediction in an end-to-end manner, 
RG4LDL achieves both efficiency and effectiveness. Experimental results on 13 real-world datasets and a 
synthetic toy dataset demonstrate that RG4LDL significantly outperforms state-of-the-art LDL methods in terms 
of predictive accuracy and computational efficiency. These results highlight the potential of RG4LDL as a 
benchmark solution for label distribution learning tasks.
1. Introduction

As one of the core research fields of artificial intelligence, machine 
learning has gradually shifted from academic research to practical 
applications and has been widely used in multiple scientific and en-
gineering fields, such as medical diagnosis [1], financial analysis [2], 
intelligent transportation [3], text analysis [4], and many others.

Machine learning problems are often inherently ambiguous, with 
the ambiguity manifesting not only in the examples but also in the 
labels. The problem of label ambiguity has long been an active research 
area in machine learning and data mining. Traditional methods are 
largely based on single-label learning (SLL) [5] or multi-label learning 
(MLL) [6], with the former assigning a single label to each example and 
the latter assigning multiple labels to each sample. In real life, things 
often contain multiple semantic meanings simultaneously. For instance, 
in image annotation [7], an image may contain multiple labels like 
‘human’, ‘ocean’, ‘cloud’ at the same time.

Geng [8] proposed a novel learning paradigm called label dis-
tribution learning (LDL) to address label ambiguity. It assigns each 
instance a label distribution, whose elements are called label descrip-
tion degrees. Specifically, given an instance, LDL assigns each label a 
real-value to indicate the relevance of the label to the instance. For 
example, in image annotation [7], ‘ocean’ and ‘cloud’ are assigned label 
description degrees of 0.6 and 0.4, respectively, directly modeling their 
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differing relevance. Essentially, MLL aims to determine ‘which labels 
describe the instance’, while LDL solves ‘how much does each label 
describe it’ [8]. Thus, LDL is more general than MLL. It has found wide 
applications, such as age estimation [9,10], emotion recognition [11] 
and noisy label learning [12,13].

Therefore, LDL inherently involves mining correlations between 
labels and can serve as a means for utilizing these correlations in SLL 
or MLL tasks. As an important baseline, the IIS-LLD algorithm [10] 
used the maximum entropy model as a primary assumption in the ab-
sence of additional information, although there is no specific evidence 
supporting it in the context of age estimation. Alternatively, by using 
a three-layer neural network (NN) for approximation, the CPNN [10] 
offers a way to eliminate this assumption. However, it leads to a large 
number of weights between the hidden and output layers. With a 
limited number of training samples, an excessive number of weights can 
cause difficulties for the learning algorithm to converge. In this paper 
we characterize the feature extractor of the LDL process by random 
variables called degrees of freedom. This aspect constitutes an impor-
tant focus of this paper. To elaborate further, the LDL methods [10,14] 
utilize the correlations between adjacent labels during the machine 
learning stage but after the features are extracted, these correlations 
are ignored. The proposed method in this paper by contrast is an end-
to-end deep learning method that takes advantage of this correlation 
information in both feature learning and classifier learning.
https://doi.org/10.1016/j.knosys.2025.113666
Received 29 December 2024; Received in revised form 9 April 2025; Accepted 28 
vailable online 10 May 2025 
950-7051/© 2025 Elsevier B.V. All rights are reserved, including those for text and
April 2025

 data mining, AI training, and similar technologies. 

https://www.elsevier.com/locate/knosys
https://www.elsevier.com/locate/knosys
https://orcid.org/0000-0002-4064-2978
https://orcid.org/0000-0001-6882-600X
https://orcid.org/0000-0001-7729-0622
mailto:73022@njnu.edu.cn
mailto:sqc@ecs.soton.ac.uk
mailto:222202040@njnu.edu.cn
mailto:222202021@njnu.edu.cn
mailto:xgeng@seu.edu.cn
mailto:glji@njnu.edu.cn
https://doi.org/10.1016/j.knosys.2025.113666
https://doi.org/10.1016/j.knosys.2025.113666


C. Tan et al. Knowledge-Based Systems 320 (2025) 113666 
Deep convolutional neural networks (CNNs) have a natural advan-
tage in feature learning. Existing CNN frameworks can be divided into 
classification and regression models based on different optimization 
objectives. However, existing deep learning methods are unable to 
utilize label ambiguity information. Label distribution can naturally 
describe the fuzzy information between all possible labels by utilizing 
the correlations between adjacent labels [15]. To achieve this objec-
tive, a multi-layer NN may be constructed with samples and their 
corresponding labels as inputs, and the trained NN outputs the label 
distributions for the examples. This is another research focus of this 
paper.

Although the aforementioned advancements have opened up new 
avenues for studying machine learning algorithms, few works have used 
them to enhance learning algorithms, and there exists no study that 
utilizes information-theoretic NNs in LDL. This is because identifying 
relevant degrees of freedom is challenging, particularly in LDL predic-
tive tasks. To combat this challenge, this paper introduces renormaliza-
tion group (RG) to LDL process for the first time with an unsupervised 
NN that identifies relevant degrees of freedom in a spatial region 
iteratively. Concretely, for a physical system, e.g., feature extractor of 
the LDL process, represented by a set of degrees of freedom or random 
variables 𝑿={𝒙𝑖}, we consider a new smaller set of degrees of freedom 
𝑯 = {𝒉𝑗}, the coarse-grained variables, whose dependence on 𝑿 is 
found by maximizing an information theoretic measure, specifically, 
the mutual information of 𝑿 and 𝑯 , and lends itself naturally to an NN 
implementation. The conditional probability distribution to predict for 
new samples is given by a Boltzmann probability distribution with the 
energy 𝐸(𝒙,𝒉|𝜼) having the parameters 𝜼, and the parameters to learn 
𝜼 include all the trainable parameters of the implementing NN. Since 
all the conditional probability distributions 𝑑𝑦𝒙 = 𝑃 (𝑦|𝒙) normalize, the 
mutual information is invariant under homeomorphic transformation 
of 𝑿 or 𝑯 , which is the basis for training the NN with restricted 
Boltzmann machine (RBM) in this work.

To sum up, in this paper, we propose the RG for LDL (RG4LDL). 
Specifically, we utilize the RG, namely, RBM, approach to address 
the drawback of excessive degrees of freedom in LDL predictive tasks, 
thereby resolving the complexity and convergence challenges encoun-
tered when dealing with high-dimensional LDL models, as well as to 
tackle the main difficulty of lack of label distribution annotated training 
data in many real-world LDL problems. This significantly speeds up the 
LDL process as well as enhances the LDL predictive accuracy. To our 
best knowledge, this is the first time that the RBM theory is applied to 
enhance LDL. Our contributions are as follows.

• We introduce the RBM [16], a type of probabilistic graphical 
model that can be explained by stochastic NNs, into the LDL 
process to identify relevant degrees of freedom in the feature 
space iteratively.

• We verify our training algorithm based on evaluating the mu-
tual information between separated regions in the label space to 
predict label distributions on the test set.

• Experiments demonstrate that our RG4LDL is significantly faster 
than the existing state-of-the-art LDL methods, and it outperforms 
these LDL methods in terms of LDL predictive accuracy.

The remainder of this paper is structured as follows. Section 2 
introduces the related works, and Section 3 is dedicated to our pro-
posed RG4LDL framework. Experiment design is presented in Section 4. 
Extensive experimental results are provided in Section 4, and a further 
discussion of the results is offered in Section 6. Section 7 concludes the 
paper. Appendix lists the main symbols used in the paper.

2. Related works

We review the existing studies related to the topics of ambiguity 
in learning, deep learning-based LDL, information-theoretic NN, and 
restricted Boltzmann machine (RBM), which form the foundation of our 
proposed framework.
2 
2.1. Ambiguity in the learning process

Ambiguity in the learning process has emerged as a focal issue in the 
field of machine learning in recent years. Concept learning fundamen-
tally involves establishing a mapping from instances to concept labels. 
Ambiguity can arise at either end of this mapping. To date, MLL has be-
come a mainstream technique for addressing label-end ambiguity and 
has been successfully applied to various practical problems with con-
ceptual ambiguity, including document classification [17], image clas-
sification and labeling [18], object recognition [19], gene analysis [17,
18], web page classification [17], natural scene classification [17,18], 
audio labeling and retrieval [18,20], etc.

To dig deeper, in the traditional machine learning paradigm, there 
are two main ways of data annotation: (1) one example is assigned a 
label; and (2) one example is assigned with multiple labels. SLL assumes 
that all the examples in the training set are labeled in the first way, 
while MLL [6] allows the training examples to be labeled in the second 
way. Therefore, MLL can deal with the ambiguity that an example 
belongs to multiple categories. Both SLL and MLL aim to answer an 
essential question, that is, ‘which labels can describe the example?’. 
However, they do not directly answer another deeper question, ‘how 
does each label describe the example?’, that is, ‘how does each label 
describe the relative importance of the example?’.

In fact, the relevance or irrelevance of each label corresponding 
to an example is essentially relative in real-world tasks. If multiple 
tags represent an instance, the relative importance between the tags is 
more likely to be different, rather than exactly equal. LDL, which is a 
relatively new machine learning paradigm, explicitly characterizes the 
importance of different labels to the example with label distribution, 
and it has achieved good results in multiple application fields. For 
instance, in the studies investigating protein-tumor relationships [21], 
it has been observed that certain proteins may be associated with 
multiple tumors but exhibit distinct expression levels across them, with 
higher expression levels indicating stronger associations. Predicting 
protein-tumor associations and quantifying their differences based on 
variations in protein expression levels hold significant implications for 
early cancer detection and treatment.

The LDL framework [8] offers a way of resolving the label am-
biguity. Since its proposal, LDL has received extensive attention. For 
example, Ren et al. [22] proposed an LDL algorithm by utilizing label-
specific features, simultaneously learning the common features of all 
labels and specific features of each label to enhance LDL models. The 
authors of [23] applied a label correlation matrix based on low-rank 
approximation to capture global label correlations, and further modi-
fied the label correlation matrix using local label correlations between 
sample pairs. Jia et al. [24] proposed an algorithm to train LDL models 
by introducing the ranking loss function, which offers state-of-the-art 
performance.

LDL was initially applied to age estimation. The main difficulty in 
age estimation was the lack of sufficient datasets, as collecting facial 
images of the same person from childhood to old age requires a very 
long time span. Also, in the existing datasets, one facial image corre-
sponded to one age label. Inspired by the LDL idea, Geng et al. [10] 
designed the IIS-LDL algorithm. One of the main assumptions of IIS-
LDL is that the probability of label conditioned on example 𝑝(𝑦|𝒙)
is derived as a maximum entropy model [25]. Although this is a 
reasonable assumption without additional information, there is no par-
ticular evidence to support it in age estimation problems. Alternatively, 
using a three-layer NN to approximate 𝑝(𝑦|𝒙) is a way to eliminate 
this assumption. The natural design of such an NN has input units 
receiving 𝒙 with dimensionality 𝑞, which is typically very large, and 𝑐
output units, each outputting the description degree of a label 𝑦. Geng 
et al. [10] introduced such NNs to age estimation, called CPNN. An 
NN based LDL model typically contains large number of weights. Each 
weight can be viewed as a degree of freedom or a variable. The higher 
the degrees of freedom and the more variables, the more complex the 
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model and the stronger its capability. However, the more the NN’s 
weights, the easier it is to overfit and more sensitive to noise. Moreover, 
supervised training is required for the NN of CPNN. Gradient descent 
type algorithms are generally used in training NN based LDL models. 
With limited training samples, any learning algorithm will struggle to 
converge if the NN has too many weights.

The aforementioned issues of the existing LDL paradigm are generic 
and they are not restricted to the age estimation application. The LDL 
approach proposed in this paper is specifically designed to resolve 
the complexity and convergence challenges encountered by the exist-
ing LDL schemes as well as to address the problem of lack of label 
distribution annotated training data in real-world LDL tasks.

2.2. Deep learning-based LDL

With the advent of deep learning, LDL research has increasingly fo-
cused on leveraging advanced neural architectures. CNNs and recurrent 
neural networks have been widely used for feature extraction and label 
distribution prediction, particularly in tasks such as age estimation and 
emotion recognition [10,24]. These methods benefit from the strong 
representation learning capabilities of deep networks but often fail to 
fully exploit label correlations or address label ambiguity effectively.

More recently, contrastive learning techniques, as explored in [26], 
have been applied to LDL tasks to enforce label correlation by lever-
aging contrastive learning. These advancements have shown superior 
performance compared to traditional CNN-based methods, particularly 
in scenarios with limited labeled data. By integrating features and 
logical labels through contrastive learning and ensuring label attribute 
consistency, the paper [27] proposed a novel and effective method for 
recovering label distributions in LDL. A novel framework introduced 
in [28], called the DCLE, integrated dual-view descriptions and dual 
contrastive learning for LDL to produce high-quality label distributions.

The proposed RG4LDL framework builds upon these advancements 
by introducing the renormalization group (RG) principle and RBMs 
for feature extraction. Unlike traditional NNs or contrastive learning 
methods, which focus on leveraging attention mechanisms or represen-
tation learning, RG4LDL addresses the challenge of reducing degrees 
of freedom in high-dimensional feature spaces. This makes RG4LDL 
particularly effective in scenarios where computational efficiency and 
feature abstraction are critical.

2.3. Information-theoretic neural network

Hinton developed the Boltzmann machine [29], a type of NN, based 
on Hopfield network [30]. The Boltzmann machine randomly sets the 
values of neurons according to a probability distribution, ensuring that 
the network converges to a thermal equilibrium state fully determined 
by ‘energy’. In the Hopfield network, each node (neuron) represents 
a function. Nodes are updated according to a deterministic rule, which 
guarantees that the network’s defined ‘energy’ decreases monotonically 
towards a local minimum. Thus, training a Hopfield network involves 
minimizing this ‘energy’. However, the Hopfield network may converge 
to local minima rather than the global minimum. To avoid this issue, 
Hinton introduced a stochastic update rule, leading to the development 
of the Boltzmann machine. NNs based on the Boltzmann machine 
can be considered powerful empirical tools for testing the Boltzmann 
distribution. In other words, where NNs are effective, the Boltzmann 
distribution is also applicable.

Many machine learning techniques still lack solid theoretical foun-
dations, which hinders our understanding of their effects. Scholars have 
endeavored to describe some learning algorithms, such as RG [31], 
with methods from statistical physics. RG is an iterative coarse-graining 
scheme that allows relevant features to be extracted when physical 
systems are examined at different scales. Mehta and Schwab [32] 
constructed an exact mapping from the variational RG first introduced 
by Kadanoff [31] to the deep learning framework based on RBMs. 
3 
Their research shows that deep learning algorithms can learn relevant 
features from data in a scheme similar to RG.

More specifically, RG and deep NNs (DNNs) are both NN models, 
but there are some differences. RG is more flexible than DNN, capable 
of modeling dependencies between variables rather than just feature 
extraction. Compared to DNN, RG can better represent dependencies 
between variables, making RG more suitable for structured inference. 
RG can explicitly express relationships between variables through de-
fined potential functions, while relationships in DNN are more implicit. 
This enables RG to better explain the reasoning process and deal with 
uncertain knowledge, which is important for many LDL tasks. RG 
can represent various graph structures, suitable for knowledge graphs, 
molecular structures and other complex network topologies commonly 
seen in LDL. By contrast, DNN relies more on grid-like topologies. RG 
can perform inference and learning simultaneously, seamlessly integrat-
ing graph structure learning and inference. It can learn graph topologies 
and perform complex inference over graphs. The modeling flexibility, 
interpretability and ability to represent complex relationships make RG 
particularly suitable for graph model learning and LDL tasks.

For LDL tasks, the input layer of the NN inputs the feature vector 
of the example, and the output layer of the NN contains 𝑐 output units, 
each of which outputting a label description, where 𝑐 is the number 
of labels for each example. In machine learning and optimization 
combination problems, the most commonly used method is the gradient 
descent method, e.g., the back propagation (BP) algorithm [33]. The 
training goal of the BP NN algorithm is to make the 𝑐 output values 
of each training example as close as possible to its label distributions 
after passing the example through the NN. In this task, the more 
neurons that the NN has, the larger the degree of freedom is or more 
adjustable weight variables are. It is well-known however that the more 
complex a model is, the more likely the model is to overfit and be 
too sensitive to noise. Moreover, the lack of supervision information 
makes it difficult to evaluate the training and generalization errors of 
unsupervised samples.

The RG method adopted in this paper is a representation of DNN, 
consisting NNs with fully-connected layer structures. The fully-
connected networks are responsible for feature transformation and 
the final classification or regression of abstract feature outputs. The 
two complement each other to achieve end-to-end structured model 
learning. NN can learn local features of grid data, while RG can model 
non-Euclidean space structural data, which demonstrates the advantage 
of integration and evolution of NN and RG method.

2.4. Restricted Boltzmann machine

The two basic functions of NNs are feature transformation and 
classification/regression prediction. Each NN model encompasses at 
least one of these functions. RBM [16] can be employed for feature 
transformation, wherein the principle lies in variable transformation 
based on probability distribution. RBM consists of two layers: the visual 
layer representing the input variables and the hidden layer representing 
the transformed variables. Within each layer, the variables are dis-
connected, while between layers they are fully connected. Each node 
corresponds to a dimension, with independence among dimensions 
within the same layer. More specifically, RBM is a structure based 
on bipartite graphs, which are special models in graph theory. In an 
undirected graph, the vertices can be divided into two non-intersecting 
subsets, and each edge connects vertices from different subsets. RBM 
aims to find the mapping relationship between the input feature 𝑋 and 
the transformed feature 𝑋 which is another representation of 𝑋. While 
traditional NN models typically use a decision function 𝑌 = 𝑓 (𝑋) to 
represent this mapping relationship, RBM employs a joint probability 
distribution 𝑃 (𝑋,𝑋) for this purpose. Both discriminant functions and 
joint probability distributions can describe the underlying variable rela-
tionships. Therefore, RBM provides an alternative approach to solving 
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feature extraction problems by describing variable relationships from a 
probabilistic perspective.

The dichotomous (probabilistic) graph represents the dependency 
between variables, but cannot describe the specific form of 𝑃 (𝑋,𝑋). 
If the specific form 𝑃 (𝑋,𝑋) is known, the parameters of the prob-
ability distribution can be easily solved by the maximum likelihood 
function. When the specific form 𝑃 (𝑋,𝑋) is unknown but the depen-
dency between variables is known, the probability distribution can be 
constructed by means of the energy based model [29]. Hence according 
to the probability graph, by first defining an energy function, the 
corresponding probability distribution can be found according to this 
energy function. On the other hand, RBM is a stochastic NN rooted 
in statistical mechanics [29]. The learning of RBM is unsupervised. 
Inspired by statistical mechanics, an energy function is introduced. 
This energy function is a measure to describe the state of the entire 
system. The minimum value of the energy function corresponds to the 
most stable state of the system. The conclusion of statistical mechanics 
shows that any probability distribution can be transformed into an 
energy-based model, and distribution learning can exploit the unique 
properties and learning process of this energy model.

Inspired by the aforementioned related works, this paper proposes 
an unsupervised NN for LDL, called RG for LDL (RG4LDL), which 
models 𝑃 (𝑦|𝒙) using the RBM type NN, learns the latent representation 
𝑯 from 𝑿 that retains the maximum label-related information, and 
predicts the label distribution of new samples based on the latent 
representation.

3. Proposed RG4LDL

This section details the proposed RG4LDL framework, which in-
cludes the problem definition, the unsupervised RG learning process, 
and the supervised LDL process.

3.1. Definition of LDL problem

Denote the 𝑖th example by 𝒙𝑖, its 𝑗th label by 𝑦𝑖𝑗 , and the description 
degree of 𝑦𝑖𝑗 to 𝒙𝑖 by 𝑑

𝑦𝑖𝑗
𝒙𝑖 . We have 𝑑

𝑦𝑖𝑗
𝒙𝑖 ∈ [0, 1] and ∑𝑗 𝑑

𝑦𝑖𝑗
𝒙𝑖 = 1, which 

means that the label set fully describes an example and all the labels are 
correct labels for describing the example. The label distribution of 𝒙𝑖
is denoted by 𝒅𝑖 =

[

𝑑
𝑦𝑖1
𝒙𝑖 , 𝑑

𝑦𝑖2
𝒙𝑖 ,… , 𝑑

𝑦𝑖𝑐
𝒙𝑖
]

, where 𝑐 is the number of possible 
labels.

Borrowing from statistical theory, the description degree of label 
𝑦 to example 𝒙 can be represented as a conditional probability 𝑑𝑦𝒙 =
𝑃 (𝑦|𝒙). Let  ∈ R𝑞 denote the feature space of instances and  the label 
space. Given a training set 𝑆 = {(𝒙𝑖,𝒅𝑖), 1 ≤ 𝑖 ≤ 𝑛}, the goal of LDL is to 
learn from 𝑆 a conditional probability mass function 𝑃 (𝑦|𝒙). We further 
assume that the parametric model of 𝑃 (𝑦|𝒙) is 𝑃 (𝑦|𝒙;𝜽), where 𝜽 is the 
parameter matrix. Given 𝑆, the goal of LDL is then to find a 𝜽 such that 
given an instance 𝒙𝑖, 𝑃 (𝑦|𝒙;𝜽) can generate a label distribution as close 
as possible to the true label distribution 𝒅𝑖 of 𝒙𝑖. If Kullback–Leibler 
divergence is used to measure the distance between two distributions, 
the optimal parameter matrix 𝜽⋆ is obtained as: 

𝜽⋆ = argmax
𝜽

𝑛
∑

𝑖=1

𝑐
∑

𝑗=1
𝑑
𝑦𝑖𝑗
𝒙𝑖 ln𝑃

(

𝑦𝑖𝑗
|

|

|

𝒙𝑖;𝜽
)

. (1)

3.2. Unsupervised RG learning

Probability labels are mainly used in cases where the true labels 
of instances are uncertain. In practice, determining the probability (or 
confidence) of label occurrence is often challenging. In most cases, 
it relies on prior knowledge from human experts, which is a highly 
subjective and varying process. Therefore, it is necessary to determine 
the relevant degrees of freedom in the space concerned. The problem 
of learning from probability labels has not been widely studied so far, 
which is often a challenging conceptual step.
4 
Fig. 1. Structure of RBM.

This paper introduces an NN algorithm to iteratively identify rel-
evant degrees of freedom in the feature space. We consider the un-
derlying system represented by a set of degrees of freedom or random 
variables  = {𝒙𝑖} ∈ R𝑞 , where 𝑞 denotes the feature dimension of 
instances. As discussed in Sections 2.3 and 2.4, there exists a new 
smaller set of degrees of freedom  = {𝒉𝑖}, i.e., coarse-grained vari-
ables, whose dependence on  can be found through an algorithm that 
maximizes an information-theoretic metric. This algorithm is suitable 
for an NN implementation. The conditional probability distribution for 
predicting new samples is then given by the Boltzmann distribution 
with the energy 𝐸(𝒙,𝒉|𝜼), where 𝜼 denotes the parameters of the energy 
model, and all the conditional probability distributions 𝑑𝑦𝑗𝒙 = 𝑃 (𝑦𝑗 |𝒙)
are invariant under any homeomorphic degrees of freedom in  or . 
This is the principle for using RBMs in NN training.

Concretely, given a dataset 𝑿 =
[

𝒙1,… ,𝒙𝑛
]

∈ R𝑞×𝑛 of 𝑛 samples, 
we define a joint probability distribution 𝑃 (𝑿,𝑯) that describes how 
the relevant degrees of freedom 𝑯 ∈ R𝑚×𝑛 (called degree of freedom 
outputs) depend on ‘random’ variables 𝑿, where 𝑚 is the number of 
hidden layer neurons, and typically 𝑚 ≤ 𝑞. This is found by maximizing 
information-theoretic measures using an algorithm that lends itself nat-
urally to NN implementation. The conditional probability distribution 
to predict new samples is given by a Boltzmann probability distribution 
with the energy 𝐸(𝒙,𝒉|𝜼). By taking a probabilistic view, treating 𝑿
and 𝑯 as random variables, we extract relevant degrees of freedom 
𝑯 from 𝑿, i.e., learn latent representations 𝑯 from 𝑿 that retain 
maximum label correlation information, and make label distribution 
predictions based on the joint representations. We employ RBM which 
is well-suited to approximating arbitrary data distributions. RBM is a 
stochastic NN with a two-layer structure, specifically, a ‘visible layer’ of 
𝑞 nodes (corresponding to the feature dimension of the input data) and 
a ‘hidden layer’ of 𝑚 nodes (corresponding to local degrees of freedom). 
There are full symmetric connections between the two layers but no 
connections within a layer and no feedback.

Fig.  1 depicts the structure of RBM, where 𝑤𝑗,𝑙 is the connection 
weight between the 𝑗th visible node and the 𝑙th hidden node, 𝑏𝑗 is the 
bias term of the 𝑗th visible node and 𝑐𝑙 is the bias term of the 𝑙th hidden 
node. The degrees of freedom outputs are computed according to 

ℎ𝑙 = 𝜎
( 𝑞
∑

𝑗=1
𝑤𝑗,𝑙𝑥𝑗 + 𝑐𝑙

)

, 1 ≤ 𝑙 ≤ 𝑚, (2)

where 𝜎(⋅) is the sigmoid function. As the connections between the two 
layers are symmetric, the visible variables are related to ℎ𝑙, 1 ≤ 𝑙 ≤ 𝑚, 
by 

𝑥𝑗 = 𝜎
( 𝑚
∑

𝑙=1
𝑤𝑗,𝑙ℎ𝑙 + 𝑏𝑗

)

, 1 ≤ 𝑗 ≤ 𝑞. (3)

After the RBM has been trained, the ‘output’ vector 𝒉=[

ℎ1,… , ℎ𝑚
]T of 

the RBM for the given ‘input’ vector 𝒙=[

𝑥1,… , 𝑥𝑞
]T can be written as 

𝒉 = 𝜎
(

𝑾 T𝒙 + 𝒄
)

= 𝜎
(

𝑓 (𝒙, 𝜼)
)

, (4)

which is the extracted feature vector for sample 𝒙, where 𝑾 =
[

𝑤𝑗,𝑙
]

∈
R𝑞×𝑚, 𝒃=[

𝑏1,… , 𝑏𝑞
]T, 𝒄=[

𝑐1,… , 𝑐𝑚
]T, and the parameters 𝜼 include 𝑾 , 

𝒃 and 𝒄.
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Algorithm 1: RBM training process
Data: Input set 𝑿 = {𝒙𝑡}𝑛𝑡=1 of 𝑛 samples, number of hidden 

layer neurons 𝑚, number of maximum iterations 𝐼max, 
learning rate 𝜀;

Result: Weight matrix 𝑾 , bias vectors 𝒃 and 𝒄;
1 Initialization: Randomly assign 𝑾 , 𝒃 and 𝒄 with small values;
2 for 𝑘 = 1, 2,… , 𝐼max do
3 for 𝑡 = 1, 2,… , 𝑛 do
4 Given sample 𝒙𝑡, compute degrees of freedom outputs 

𝒉𝑡:
5 for 𝑙 = 1, 2,… , 𝑚 do
6

[

𝒉𝑡
]

𝑙=𝑃
(

[𝒉𝑡]𝑙|𝒙𝑡
)

=𝜎
(

𝑐𝑙+
𝑞
∑

𝑗=1
𝑤𝑗,𝑙[𝒙𝑡]𝑗

)

;

7 Given 𝒉𝑡, compute visible variables 𝒙∗𝑡 :
8 for 𝑗 = 1, 2,… , 𝑞 do
9

[

𝒙∗𝑡
]

𝑗 =𝑃
(

[𝒙∗𝑡 ]𝑗 |𝒉𝑡
)

=𝜎
(

𝑏𝑗+
𝑚
∑

𝑙=1
𝑤𝑗,𝑙

[

𝒉𝑡
]

𝑙

)

;

10 Given 𝒙∗𝑡 , update degrees of freedom outputs 𝒉∗𝑡 :
11 for 𝑙 = 1, 2,… , 𝑚 do
12

[

𝒉∗𝑡
]

𝑙=𝑃
(

[𝒉∗𝑡 ]𝑙|𝒙
∗
𝑡
)

=𝜎
(

𝑐𝑙+
𝑞
∑

𝑗=1
𝑤𝑗,𝑙[𝒙∗𝑡 ]𝑗

)

;

13 Update parameters:
14 𝑾 ← 𝑾 + 𝜀

(

𝒙𝑡𝒉T𝑡 − 𝒙∗𝑡
(

𝒉∗𝑡
)T
)

;
15 𝒃 ← 𝒃 + 𝜀

(

𝒙𝑡 − 𝒙∗𝑡
)

;
16 𝒄 ← 𝒄 + 𝜀

(

𝒉𝑡 − 𝒉∗𝑡
)

;

To train this RBM, we exploit the fact that the interactions between 
the two layers are defined by an energy function [29] 

𝐸(𝒙,𝒉|𝜼)= −
𝑞
∑

𝑗=1
𝑏𝑗𝑥𝑗−

𝑚
∑

𝑙=1
𝑐𝑙ℎ𝑙−

𝑞
∑

𝑗=1

𝑚
∑

𝑙=1
𝑥𝑗𝑤𝑗,𝑙ℎ𝑙 . (5)

The joint probability distribution for visible variables and degrees of 
freedom outputs is given by a Boltzmann weight, and the parameters 𝜼
can be learned by maximizing the log-likelihood of the RBM over the 
training set 𝑿, which is

𝐿(𝜼) = 1
𝑛

𝑛
∑

𝑖=1
log

𝑛
∑

𝑘=1
𝑃
(

𝒙𝑖,𝒉𝑘|𝜼
)

= 1
𝑛

𝑛
∑

𝑖=1
log

∑𝑛
𝑘=1 exp

(

−𝐸
(

𝒙𝑖,𝒉𝑘|𝜼
))

∑𝑛
𝑖=1

∑𝑛
𝑘=1exp

(

−𝐸
(

𝒙𝑖,𝒉𝑘|𝜼
)) , (6)

where 𝑃 (𝒙,𝒉|𝜼) defines the probabilistic relationship between 𝒙 and 
𝒉. This is an unsupervised learning, involving the input 𝑿 only. The 
algorithm of [29] can be adopted and extended to train this RBM,1 
which is presented in Algorithm 1, where the 𝑗th element of vector 
𝒙 is denoted by [𝒙]𝑗 .

It is worth pointing out that the CPNN proposed in [10] has a 
different NN structure. Specifically, in the CPNN, the input to the NN 
is 𝒙, the activation functions for the hidden layer and output layer are 
sigmoid function and exponential function, respectively. The output of 
the NN is given by 

𝑃 (𝒙; 𝜼′) = exp
(

𝑐(𝜼′) + 𝜎
(

𝑓 (𝒙; 𝜼′)
))

. (7)

However, unlike our unsupervised RG learning, the training of this NN, 
i.e., learning of 𝜼′, is in a supervised manner, requiring the true label 
distributions.

1 In [29], the visible variables and degrees of freedom outputs are binary 
variables. But the visible variables and degrees of freedom outputs in our RBM 
are not binary variables.
5 
3.3. Supervised LDL

Our RG4LDL assumes the parametric conditional probability model 
𝑝(𝑦|𝒙;𝜽), and this probability distribution is given by a Boltzmann 
weight, which is a Boltzmann probability distribution with energy 
𝐸(𝒙,𝒉|𝜽). Specifically, 

𝑝(𝑦𝑗 |𝒙;𝜽) =
1
𝑍

exp

( 𝑚
∑

𝑙=1
𝜃𝑗,𝑙

[

𝜎(𝑓 (𝒙; 𝜼))
]

𝑙

)

, (8)

where the parameter matrix 𝜽 =
[

𝜃𝑗,𝑙
]

∈ R𝑐×𝑚, 𝜎(𝑓 (𝒙; 𝜼)) ∈ R𝑚 is given 
by (4), and the normalization term is given by 

𝑍 =
𝑐
∑

𝑗=1
exp

( 𝑚
∑

𝑙=1
𝜃𝑗,𝑙

[

𝜎(𝑓 (𝒙; 𝜼))
]

𝑙

)

. (9)

Plugging (8) into (1), we obtain the objective function:

𝐽 (𝜽) =
𝑛
∑

𝑖=1

𝑐
∑

𝑗=1
𝑑
𝑦𝑖𝑗
𝒙𝑖

𝑚
∑

𝑙=1
𝜃𝑗.𝑙

[

𝜎
(

𝑓
(

𝒙𝑖; 𝜼
))]

𝑙

−
𝑛
∑

𝑖=1
ln
( 𝑐
∑

𝑗=1
exp

(

𝑚
∑

𝑙=1
𝜃𝑗.𝑙

[

𝜎
(

𝑓
(

𝒙𝑖; 𝜼
))]

𝑙

)

)

. (10)

The goal is to find the optimal parameters 𝜽⋆ by maximizing 𝐽 (𝜽). 
We use the BFGS algorithm [8] to perform this optimization. BFGS 
approximates the Hessian matrix of objective to achieve faster conver-
gence compared to simple gradient descent, while avoiding expensive 
computation of the true Hessian.

Specifically, consider the second-order Taylor series expansion of 
𝑇 (𝜽)=−𝐽 (𝜽) around the current estimate 𝜽(𝑙)

𝑇 (𝜽(𝑙+1))≈𝑇 (𝜽(𝑙))+𝛁𝑇 (𝜽(𝑙))T𝜟+ 1
2
𝜟T𝑴(𝜽(𝑙))𝜟, (11)

where 𝜟 = 𝜽(𝑙+1) − 𝜽(𝑙), 𝛁𝑇 (𝜽(𝑙)) is the gradient, and 𝑴(𝜽(𝑙)) is the 
Hessian. The minimum of (11) is 
𝜟(𝑙) = −𝑴−1(𝜽(𝑙))𝛁𝑇 (𝜽(𝑙)), (12)

which can be obtained through a Newton method based on line search 
with the search direction 𝒅(𝑙) = 𝜟(𝑙), and the parameter vector is 
updated by 
𝜽(𝑙+1) = 𝜽(𝑙) + 𝛼(𝑙)𝒅(𝑙), (13)

where the step size 𝛼(𝑙) obtained by line search satisfies the strong Wolfe 
condition [34]:
𝑇 (𝜽(𝑙)+𝛼(𝑙)𝒅(𝑙)) ≤ 𝑇 (𝜽(𝑙))+𝜌1𝛼(𝑙)𝛁𝑇 (𝜽(𝑙))T𝒅(𝑙), (14)

|𝛁𝑇 (𝜽(𝑙)+𝛼(𝑙)𝒅(𝑙))T𝒅(𝑙)
| ≤ 𝜌2|𝛁𝑇 (𝜽(𝑙))T𝒅(𝑙)

|, (15)

where 0 < 𝜌1 < 𝜌2 < 1.
The above method requires computing the inverse Hessian matrix 

at each iteration, which is computationally expensive. The BFGS algo-
rithm addresses this problem by iteratively updating the matrix 𝑩 to 
approximate 𝑴−1 [34]
𝑩(𝑙+1) =

(

𝑰 − 𝒅(𝑙)𝒔(𝑙)
(

𝒖(𝑙)
)T)𝑩(𝑙)(𝑰 − 𝒅(𝑙)𝒖(𝑙)

(

𝒔(𝑙)
)T)

+ 𝒅(𝑙)𝒔(𝑙)
(

𝒔(𝑙)
)T, (16)

where 𝒔(𝑙)=𝜽(𝑙+1)−𝜽(𝑙) and 𝒖(𝑙)=𝛁𝑇
(

𝜽(𝑙+1)
)

−𝛁𝑇
(

𝜽(𝑙)
)

. To optimize 𝑇 (𝜽)
using BFGS, the calculations mainly involve the first-order derivative 
given by
𝜕𝑇 (𝜽)
𝜕𝜃𝑗,𝑘

=
∑

𝑖

exp
(
∑

𝑘 𝜃𝑗,𝑘
[

𝜎
(

𝑓
(

𝒙𝑖; 𝜼
))]

𝑘
) [

𝜎
(

𝑓
(

𝒙𝑖; 𝜼
))]

𝑘
∑

𝑗 exp
(
∑

𝑘 𝜃𝑗,𝑘
[

𝜎
(

𝑓
(

𝒙𝑖; 𝜼
))]

𝑘
)

−
∑

𝑖
𝑑
𝑦𝑖𝑗
𝒙𝑖
[

𝜎
(

𝑓
(

𝒙𝑖; 𝜼
))]

𝑘. (17)

Our proposed RG4LDL is presented in Algorithm 2 and its whole 
architecture is shown in Fig.  2.
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Fig. 2. Flowchart of the proposed RG4LDL. Given the training dataset 𝑆={𝒙𝑖 ,𝒅𝑖}𝑛𝑖=1, the unsupervised RG learning transforms the input feature vectors into the degree of freedom 
outputs, which together with the true labels are used by the supervised LDL to produce the parametric conditional probability model 𝑝(𝑦|𝒙;𝜽). In the top-right figure, 𝐷 illustrates 
true label distributions, 𝐿 denotes true logic labels, and 𝑝 indicates predicted label distributions.
4. Experiment design

We evaluate the proposed RG4LDL framework through extensive ex-
periments conducted on a variety of datasets. The experiments are de-
signed to assess the effectiveness, efficiency, and robustness of RG4LDL 
compared to existing state-of-the-art LDL methods. The key aspects 
of the experimental setup includes the choice of datasets, evaluation 
metrics, and comparison benchmarks.

4.1. Datasets

Our experiments involve 13 real-world datasets and an artificial 
toy dataset [8]. The 13 real-world datasets cover a variety of domains 
including yeast biology experiments, facial expression image databases, 
natural scene recognition, human gene, movie user ratings, etc. The 
SJAFFE facial expression dataset is collected from facial expression 
images, and the natural scene dataset is collected from natural scene 
images and movies, while the datasets of Yeast-alpha to Yeast-spo5 are 
collected from the records of 9 biological experiments on the budding 
yeast genes. These datasets are chosen because they all provide the 
ground-truth label distributions. Table  1 summarizes the features of 

Algorithm 2: RG4LDL
Data: Training set 𝑆 = {𝒙𝑖,𝒅𝑖}𝑛𝑖=1, stop criterion 𝜀;
Result: 𝑝(𝑦|𝒙;𝜽);

1 Initialize 𝜽(0) and 𝑩(0), compute RBM feature matrix 𝑯 by (4), 
compute 𝛁𝑇 (𝜽(0)) by (17);

2 𝑙 ← 0;
3 repeat
4 Compute search direction 𝒅(𝑙) ← −𝑩(𝑙)𝛁𝑇 (𝜽(𝑙));
5 Compute 𝛼(𝑙) by line search to meet (14) and (15);
6 𝜽(𝑙+1) ← 𝜽(𝑙) + 𝛼(𝑙)𝒅(𝑙);
7 Compute 𝛁𝑇 (𝜽(𝑙+1)) by (17);
8 Compute 𝑩(𝑙+1) by (16);
9 𝑙 ← 𝑙 + 1;
10 until ‖‖

‖

𝛁𝑇 (𝜽(𝑙)) < 𝜀‖‖
‖

;
11 𝑝(𝑦𝑗 |𝒙;𝜽) ←

1
𝑍 exp

(
∑

𝑙 𝜃𝑗,𝑙
[

𝜎(𝑓 (𝒙; 𝜼))
]

𝑙
)

.

6 
Table 1
Multilabel datasets with ground-true label distributions from [8] used in experimental 
evaluation with LDL metrics.
 Dataset Examples (𝑛) Features (𝑞) Labels (𝑐) 
 Yeast-alpha 2465 24 18  
 Yeast-cdc 2465 24 15  
 Yeast-elu 2465 24 14  
 Yeast-diau 2465 24 7  
 Yeast-heat 2465 24 6  
 Yeast-spo 2465 24 6  
 Yeast-cold 2465 24 4  
 Yeast-dtt 2465 24 4  
 Yeast-spo5 2465 24 3  
 SJAFFE 213 243 6  
 Natural_Scene 2000 294 9  
 Human_Gene 30542 36 68  
 Movie 7755 1869 5  

these datasets, where 𝑛 is the number of examples, 𝑞 is the feature 
dimension, and 𝑐 is the number of class labels.

The toy dataset which contains 500 training instances is artificially 
generated to visualize the mapping from the instance to the label 
distribution. The instance 𝒙 is three dimensional and there are three 
labels. The ground-truth label distribution 𝒅 =

[

𝑑𝑦1𝒙 , 𝑑
𝑦2
𝒙 , 𝑑

𝑦3
𝒙
] of 𝒙 =

[

𝑥1, 𝑥2, 𝑥3
]T is created as

𝑡𝑖 = 𝑎′𝑥𝑖 + 𝑏′𝑥2𝑖 + 𝑐
′𝑥3𝑖 + 𝑑

′, 𝑖 = 1, 2, 3, (18)
⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜓1 =
(

𝒉̄T1 𝒕
)2,

𝜓2 =
(

𝒉̄T2 𝒕 + 𝛽1𝜓1
)2,

𝜓3 =
(

𝒉̄T3 𝒕 + 𝛽2𝜓2
)2,

(19)

𝑑𝑦𝑖𝒙 =
𝜓𝑖

𝜓1 + 𝜓2 + 𝜓3
, 𝑖 = 1, 2, 3, (20)

where 𝒕 = [

𝑡1, 𝑡2, 𝑡3
]T, 𝑥𝑖 ∈ [−1, 1], 𝑎′ = 1, 𝑏′ = 0.5, 𝑐′ = 0.2 and 𝑑′ = 1, 

while 𝒉̄1 = [4, 2, 1]T, 𝒉̄2 = [1, 2, 4]T, 𝒉̄3 = [1, 4, 2]T and 𝛽1 = 𝛽2 = 0.01. To 
visualize the results of LDL algorithms, the test examples are selected 
from a certain manifold in the feature space. The first two components 
of 𝒙, 𝑥1 and 𝑥2, are located at a grid of the interval 0.01 within the 
range [−1, 1], and there are a total of 201 × 201=40, 401 instances. The 
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third component 𝑥3 is calculated by 

𝑥3 = sin
(

𝜋(𝑥1 + 𝑥2)
)

. (21)

Then the label distribution of each test instance is transformed into a 
color. Thus the ground-truth or predicted label distributions of the test 
instances can be compared visually through the color pattern on the 
manifold.

4.2. Evaluation measures

Six different metrics are used to assess the predictive performance 
of LDL algorithms, and they are: Chebyshev distance (Cheb), Clark 
distance (Clark), Canberra metric (Canber), Kullback–Leibler diver-
gence (KL), cosine coefficient (Cosine) and intersection similarity (In-
tersec) [8]. For the first four metrics, which are distance-based metrics, 
lower values mean better predictive accuracy, and we use ‘↓’ to indicate 
this. For the last two metrics, which are similarity-based metrics, higher 
values mean better performance, and we use ‘↑’ to indicate this.

We now elaborate why choosing these six metrics. Cheb metric 
measures the largest local difference between distributions by capturing 
the maximum deviation, making it particularly suitable for the sce-
narios that emphasize extreme errors. Clark metric is based on the 
weighted sum of squared relative differences, effectively accounting 
for the overall deviation of the two distributions. Canber metric, with 
its careful weighting of the absolute differences across dimensions, 
sensitively reflects subtle shifts in the distributions. KL metric quantifies 
the information loss between the predicted and true distributions, 
making it especially relevant for the scenarios involving probabilistic 
approximations. Cosine metric evaluates the similarity of distribution 
shapes by measuring the consistency of vector directions, thereby re-
ducing the impact of differences in magnitude. Intersec metric focuses 
on the overlapping areas of distributions, directly reflecting the degree 
of shared information retention. Together, these six metrics provide 
an evaluation framework that covers multiple perspectives, including 
sensitivity to extreme values, global bias, local details, differences 
in information entropy, shape similarity, and overlap measurement. 
This framework not only highlights the distinct differences across var-
ious dimensions in label distribution learning but also aligns with 
diverse optimization objectives in real-world applications. As such, 
it establishes a multi-scale and multi-perspective evaluation system 
for effectively quantifying the degree of similarity or approximation 
between predicted and true label distributions.

Additionally, the runtime is also used to measure the complexity. 
Obviously, the runtime  ↓ is a metric that is the smaller the better.

4.3. Comparison benchmarks

The proposed RG4LDL is compared with 8 existing state-of-the-art 
LDL methods, and they are AA-BP [8], BFGS-LDL [8], CPNN [10], IIS-
LDL [10], LDL-LRR [24], LDLLC [35], LDLSF [22], and LDL-LCLR [23]. 
For AA-BP, a hidden layer with 60 neurons and 6000 iterations is set 
for NN training. For BFGS-LDL, the maximum number of iterations 
is 300 to guarantee convergence. For CPNN, the number of training 
iterations is 100. For IIS-LDL, the maximum number of iterations for 
training is 50. The last four more recent competing LDL algorithms are 
known to provide state-of-the-art performance, and their parameters 
are tuned following the recommendations in their original papers to 
ensure their optimal performance, with 100 to 400 iterations in train-
ing. For our RG4LDL, the numbers of hidden units are selected from 
{10, 20, 50, 100, 200, 500, 800} and the maximum number of iterations is 
10.
7 
Fig. 3. Average ranking on predictive performance of each algorithm across all 13 
datasets for each evaluation metric as well as average ranking over all the evaluation 
metrics, where the smaller the value the higher the ranking.

5. Experimental results

This section presents the experimental results, including compar-
ative LDL predictive performance analysis, an ablation study of the 
proposed RG4LDL, and statistical validation of the experimental results 
as well as label distribution visualization. For each algorithm, we 
perform 10 runs of 5-fold cross-validation on each dataset. Specifically, 
we randomly split the dataset into 5 folds, using one fold as the test 
set and the rest as the training set, repeated for 5 folds. This process is 
repeated 10 times. All the experiments are carried out on Matlab 2019b, 
running on a PC with i5-12400 2.50 GHz processor of 12th Gen Intel(R) 
Core(TM).

5.1. Comparison of LDL predictive performance

For the 13 real-world datasets, the results obtained are shown in Ta-
bles  2 to 7, which are presented in the format of mean  ± std (rank) for 
each dataset and each metric. The ranking achieved by each algorithm 
for each dataset and each evaluation metric is included in the brackets, 
where the smaller the value the higher the ranking, and the boldface 
value indicates the best performance. The results of Tables  2 to 7 clearly 
show that our RG4LDL overall outperforms the other 8 benchmark LDL 
algorithms, in terms of LDL predictive accuracy. To visually show that 
overall our RG4LDL outperforms the other 8 benchmarks, we aggregate 
the average ranking of each algorithm across all the 13 datasets for 
each evaluation metric as well as the average ranking across all the 
six metrics. The results obtained are depicted in Fig.  3, where it can 
be seen that our RG4LDL has the best average ranking across all the 6 
metrics.

In the runtime statistics of Table  8, it can be seen that our RG4LDL 
is extremely time-efficient. The average runtime of our algorithm over 
13 datasets is only 1.791 s, and it is more than 10 times faster than 
the second-best performing LDL-LRR. Experimental results therefore 
convincingly demonstrate that our RG4LDL is significantly faster than 
the existing state-of-the-arts LDL methods and offers superior LDL 
predictive accuracy over these existing methods.

5.2. Ablation study

To evaluate the contribution of each component of our RG4LDL, we 
conduct an ablation study to assess the impact of removing or isolating 
individual components on the overall performance of the framework. 
The results obtained are given in Table  9. The complete RG4LD (the 
top row), which combines unsupervised RG learning and supervised 
LDL, is the full RG4LDL framework. RG4LDL without RBM (the middle 
row), i.e., the RG learning step is removed, is directly applied to the 
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Table 2
Label distribution recovery performance measured by Chebyshev distance ↓.
 Dataset RG4LDL LDL-LRR LDLLC LDLSF LDL-LCLR AA-BP BFGS-LDL CPNN IIS-LDL  
 Yeast-alpha 0.0134 ± 0.0003(3) 0.0134 ± 0.0001(3) 0.0135 ± 0.0002(6) 0.0134 ± 0.0001(3) 0.0134 ± 0.0002(3) 0.0361 ± 0.019(9) 0.0134 ± 0.0064(3) 0.0144 ± 0.0065(7) 0.0169 ± 0.0072(8)   Yeast-cdc 0.0162 ± 0.0004(3) 0.0162 ± 0.0002(3) 0.0163 ± 0.0004(6) 0.0162 ± 0.0005(3) 0.0162 ± 0.0002(3) 0.0371 ± 0.0199(9) 0.0162 ± 0.0082(3) 0.0176 ± 0.0083(7) 0.0200 ± 0.0090(8)   Yeast-elu 0.0162 ± 0.0001(2) 0.0161 ± 0.0004(1) 0.0163 ± 0.0163(4.5) 0.0163 ± 0.0001(4.5) 0.0163 ± 0.0002(4.5) 0.0370 ± 0.0197(9) 0.0163 ± 0.0075(4.5) 0.0170 ± 0.0075(7) 0.0202 ± 0.0086(8)   Yeast-diau 0.0369 ± 0.0006(1) 0.0371 ± 0.0009(6) 0.0370 ± 0.0008(3.5) 0.0370 ± 0.0006(3.5) 0.0370 ± 0.0008(3.5) 0.0482 ± 0.0236(9) 0.0370 ± 0.0181(3.5) 0.0401 ± 0.0186(7) 0.0412 ± 0.0187(8)   Yeast-heat 0.0418 ± 0.0006(1) 0.0421 ± 0.0007(2) 0.0423 ± 0.0007(4.5) 0.0423 ± 0.0004(4.5) 0.0423 ± 0.001(4.5) 0.0515 ± 0.0241(9) 0.0423 ± 0.0198(4.5) 0.0425 ± 0.0199(7) 0.0465 ± 0.0202(8)   Yeast-spo 0.0583 ± 0.0020(2) 0.0585 ± 0.0011(6) 0.0583 ± 0.0013(2) 0.0584 ± 0.0012(4.5) 0.0583 ± 0.0008(2) 0.0662 ± 0.0333(9) 0.0584 ± 0.0312(4.5) 0.0595 ± 0.0324(7) 0.0617 ± 0.0315(8)   Yeast-cold 0.0510 ± 0.0008(2) 0.0509 ± 0.0010(1) 0.0511 ± 0.0011(3.5) 0.0512 ± 0.0011(5.5) 0.0511 ± 0.0016(3.5) 0.0573 ± 0.0312(9) 0.0512 ± 0.0280(5.5) 0.0523 ± 0.0286(7) 0.0567 ± 0.0300(8)   Yeast-dtt 0.0359 ± 0.0006(2) 0.0358 ± 0.0008(1) 0.0361 ± 0.0009(5) 0.0361 ± 0.0014(5) 0.0360 ± 0.0010(3) 0.0439 ± 0.0257(9) 0.0361 ± 0.0212(5) 0.0368 ± 0.0215(7) 0.0433 ± 0.0243(8)   Yeast-spo5 0.0910 ± 0.0020(1) 0.0913 ± 0.0008(3) 0.0913 ± 0.0021(3) 0.0914 ± 0.0008(5.5) 0.0913 ± 0.0011(3) 0.0936 ± 0.0571(8) 0.0915 ± 0.0566(7) 0.0914 ± 0.0563(5.5) 0.0946 ± 0.0579(9)   SJAFFE 0.0859 ± 0.0057(1) 0.0882 ± 0.0039(3) 0.1196 ± 0.0075(8) 0.0871 ± 0.0069(2) 0.1163 ± 0.0053(6) 0.1352 ± 0.0603(9) 0.1043 ± 0.0552(4) 0.1105 ± 0.0476(5) 0.1170 ± 0.0567(7)   Natural_Scene 0.2976 ± 0.0036(2) 0.2949 ± 0.0038(1) 0.3097 ± 0.0096(3) 0.3207 ± 0.0060(6) 0.3190 ± 0.0072(5) 0.3375 ± 0.2090(7) 0.3220 ± 0.0170(9) 0.3148 ± 0.2160(4) 0.3413 ± 0.2238(8)   Human_Gene 0.0533 ± 0.0009(2.5) 0.0536 ± 0.0012(7) 0.0534 ± 0.0012(5.5) 0.0533 ± 0.001(2.5) 0.0533 ± 0.0013(2.5) 0.0600 ± 0.0754(8) 0.0533 ± 0.0779(2.5) 0.3148 ± 0.0780(9) 0.0534 ± 0.0779(5.5)  Movie 0.1153 ± 0.0010(3) 0.1139 ± 0.0015(2) 0.1136 ± 0.0015(1) 0.1264 ± 0.0026(5) 0.1327 ± 0.0022(8) 0.1228 ± 0.0704(4) 0.1292 ± 0.0750(6) 0.1340 ± 0.0764(9) 0.1311 ± 0.0721(7)  
 Average rank 1.9615(1) 3.0000(2) 4.2692(5) 4.1923(4) 3.9615(3) 8.3077(9) 4.7692(6) 6.8077(7) 7.7308(8)  
Table 3
Label distribution recovery performance measured by Clark distance ↓.
 Dataset RG4LDL LDL-LRR LDLLC LDLSF LDL-LCLR AA-BP BFGS-LDL CPNN IIS-LDL  
 Yeast-alpha 0.2096 ± 0.0029(1) 0.2097 ± 0.0027(2) 0.2114 ± 0.0034(6) 0.2102 ± 0.0024(4.5) 0.2102 ± 0.0034(4.5) 0.7169 ± 0.4157(9) 0.2101 ± 0.0823(3) 0.2273 ± 0.0819(7) 0.2605 ± 0.0866(8)  Yeast-cdc 0.2158 ± 0.0045(2) 0.2151 ± 0.0021(1) 0.2165 ± 0.0041(6) 0.2162 ± 0.0053(5) 0.2160 ± 0.0022(3.5) 0.5670 ± 0.3341(9) 0.2160 ± 0.0987(3.5) 0.2358 ± 0.1014(7) 0.2589 ± 0.1008(8)  Yeast-elu 0.1986 ± 0.0012(2) 0.1975 ± 0.0040(1) 0.1998 ± 0.1998(6) 0.1992 ± 0.0017(4.5) 0.1992 ± 0.0012(4.5) 0.5109 ± 0.3022(9) 0.1991 ± 0.0778(3) 0.2091 ± 0.0788(7) 0.2406 ± 0.0830(8)  Yeast-diau 0.2005 ± 0.0032(1) 0.2016 ± 0.0055(6) 0.2010 ± 0.0042(4) 0.2010 ± 0.0021(4) 0.2010 ± 0.0038(4) 0.2650 ± 0.1355(9) 0.2009 ± 0.1033(2) 0.2161 ± 0.1049(7) 0.2223 ± 0.1031(8)  Yeast-heat 0.1810 ± 0.0034(1) 0.1821 ± 0.0026(2) 0.1830 ± 0.0032(6) 0.1827 ± 0.0007(3) 0.1828 ± 0.0041(4.5) 0.2258 ± 0.1063(9) 0.1828 ± 0.0830(4.5) 0.1842 ± 0.0836(7) 0.2005 ± 0.0842(8)  Yeast-spo 0.2498 ± 0.0086(3) 0.2504 ± 0.0042(6) 0.2497 ± 0.0054(1.5) 0.2500 ± 0.0067(5) 0.2497 ± 0.0038(1.5) 0.2884 ± 0.1405(9) 0.2499 ± 0.1265(4) 0.2541 ± 0.1280(7) 0.2637 ± 0.1257(8)  Yeast-cold 0.1395 ± 0.0023(3.5) 0.1385 ± 0.0036(1) 0.1394 ± 0.0029(2) 0.1397 ± 0.0029(5.5) 0.1395 ± 0.0044(3.5) 0.1563 ± 0.0874(9) 0.1397 ± 0.0793(5.5) 0.1424 ± 0.0804(7) 0.1532 ± 0.0825(8)  Yeast-dtt 0.0979 ± 0.0017(2) 0.0976 ± 0.0024(1) 0.0984 ± 0.0026(6) 0.0983 ± 0.0040(4.5) 0.0982 ± 0.0033(3) 0.1196 ± 0.0734(9) 0.0983 ± 0.0618(4.5) 0.1001 ± 0.0626(7) 0.1163 ± 0.0674(8)  Yeast-spo5 0.1836 ± 0.0048(1) 0.1838 ± 0.0018(2) 0.1840 ± 0.0050(3) 0.1843 ± 0.0016(5.5) 0.1841 ± 0.0029(4) 0.1885 ± 0.1238(8) 0.1843 ± 0.1234(5.5) 0.1845 ± 0.1230(7) 0.1902 ± 0.1243(9)  SJAFFE 0.3278 ± 0.0108(1) 0.3296 ± 0.0118(2) 0.4258 ± 0.0158(8) 0.3638 ± 0.0261(3) 0.4143 ± 0.0184(6) 0.5545 ± 0.2210(9) 0.4082 ± 0.1575(5) 0.3983 ± 0.1194(4) 0.4169 ± 0.1175(7)  Natural_Scene 2.3791 ± 0.0086(1) 2.4297 ± 0.0109(4) 2.4501 ± 0.0137(5) 2.4745 ± 0.0090(9) 2.4286 ± 0.0063(3) 2.4603 ± 0.2990(6) 2.4110 ± 0.0230(2) 2.4679 ± 0.3021(8) 2.4606 ± 0.3099(7)  Human_Gene 2.1060 ± 0.0212(1) 2.1129 ± 0.0212(5) 2.1196 ± 0.0181(7) 2.1119 ± 0.0131(4) 2.1087 ± 0.0196(2) 3.3666 ± 0.8462(9) 2.1092 ± 1.2453(3) 2.4679 ± 1.2453(8) 2.1166 ± 1.2442(6)  Movie 0.5200 ± 0.0041(3) 0.5117 ± 0.0041(1) 0.5123 ± 0.0044(2) 0.6154 ± 0.0104(9) 0.5787 ± 0.0098(7) 0.5591 ± 0.2700(5) 0.5604 ± 0.2874(6) 0.5795 ± 0.2946(8) 0.5585 ± 0.2751(4) 
 Average rank 1.7308(1) 2.6154(2) 4.8077(5) 5.1154(6) 3.9231(3) 8.3846(9) 3.9615(4) 7.0000(7) 7.4615(8)  
Table 4
Label distribution recovery performance measured by Canberra metric ↓.
 Dataset RG4LDL LDL-LRR LDLLC LDLSF LDL-LCLR AA-BP BFGS-LDL CPNN IIS-LDL  
 Yeast-alpha 0.6806 ± 0.0097(2) 0.6800 ± 0.0074(1) 0.6868 ± 0.0110(6) 0.6825 ± 0.0080(4) 0.6828 ± 0.0101(5) 2.3640 ± 1.3499(9) 0.6823 ± 0.2602(3) 0.7409 ± 0.2586(7) 0.8595 ± 0.2849(8)   Yeast-cdc 0.6469 ± 0.0137(2) 0.6446 ± 0.0095(1) 0.6492 ± 0.0103(6) 0.6486 ± 0.0143(5) 0.6478 ± 0.0082(3.5) 1.7160 ± 0.9886(9) 0.6478 ± 0.2719(3.5) 0.7134 ± 0.2878(7) 0.7869 ± 0.2889(8)   Yeast-elu 0.5821 ± 0.0051(2) 0.5784 ± 0.0117(1) 0.5862 ± 0.5862(6) 0.5833 ± 0.0042(3) 0.5835 ± 0.0052(5) 1.5030 ± 0.8639(9) 0.5834 ± 0.2128(4) 0.6157 ± 0.2176(7) 0.7148 ± 0.2368(8)   Yeast-diau 0.4304 ± 0.0058(1) 0.4331 ± 0.0117(6) 0.4316 ± 0.0087(5) 0.4314 ± 0.0038(4) 0.4313 ± 0.0085(3) 0.5710 ± 0.2854(9) 0.4311 ± 0.2149(2) 0.4654 ± 0.2223(7) 0.4808 ± 0.2169(8)   Yeast-heat 0.3610 ± 0.0053(1) 0.3633 ± 0.0045(2) 0.3650 ± 0.0061(6) 0.3643 ± 0.0021(3) 0.3645 ± 0.0079(4.5) 0.4540 ± 0.2089(9) 0.3645 ± 0.1579(4.5) 0.3681 ± 0.1597(7) 0.4035 ± 0.1632(8)   Yeast-spo 0.5132 ± 0.0178(2) 0.5140 ± 0.0074(6) 0.5131 ± 0.0110(1) 0.5138 ± 0.0124(5) 0.5133 ± 0.0085(3) 0.5910 ± 0.2863(9) 0.5136 ± 0.2585(4) 0.5236 ± 0.2626(7) 0.5417 ± 0.2562(8)   Yeast-cold 0.2401 ± 0.0037(3.5) 0.2386 ± 0.0057(1) 0.2399 ± 0.0051(2) 0.2404 ± 0.0058(5) 0.2401 ± 0.0071(3.5) 0.2693 ± 0.1497(9) 0.2406 ± 0.1355(6) 0.2457 ± 0.1382(7) 0.2647 ± 0.1429(8)   Yeast-dtt 0.1668 ± 0.0032(1) 0.1678 ± 0.0037(2) 0.1692 ± 0.0043(6) 0.1691 ± 0.0066(4.5) 0.1690 ± 0.0056(3) 0.2060 ± 0.1225(9) 0.1691 ± 0.1014(4.5) 0.1720 ± 0.1026(7) 0.2011 ± 0.1131(8)   Yeast-spo5 0.2819 ± 0.0067(1) 0.2824 ± 0.0026(2) 0.2826 ± 0.0072(3) 0.2831 ± 0.0024(6) 0.2828 ± 0.0041(4) 0.2895 ± 0.1846(8) 0.2831 ± 0.1837(6) 0.2831 ± 0.1828(6) 0.2923 ± 0.1863(9)   SJAFFE 0.6668 ± 0.0215(1) 0.6775 ± 0.0271(2) 0.8886 ± 0.0368(8) 0.7214 ± 0.0517(3) 0.8644 ± 0.0394(6) 1.1329 ± 0.4539(9) 0.8360 ± 0.3320(5) 0.8310 ± 0.2642(4) 0.8698 ± 0.2744(7)   Natural_Scene 6.5057 ± 0.0183(1) 6.6337 ± 0.0420(3) 6.7152 ± 0.0555(5) 6.7756 ± 0.0414(7) 6.6686 ± 0.0372(4) 6.7783 ± 1.2586(8) 6.6200 ± 0.0970(2) 6.8549 ± 1.2275(9) 6.7649 ± 1.3250(6)   Human_Gene 14.4166 ± 0.1696(2) 14.4701 ± 0.1815(6) 14.5114 ± 0.1390(8) 14.4508 ± 0.1050(5) 14.4345 ± 0.1463(3) 22.9427 ± 7.0070(9) 14.4388 ± 9.8155(4) 6.8549 ± 9.8147(1) 14.4915 ± 9.8117(7)  Movie 0.9954 ± 0.0089(3) 0.9805 ± 0.0085(2) 0.9795 ± 0.0098(1) 1.1516 ± 0.0236(9) 1.1161 ± 0.0220(7) 1.0622 ± 0.5492(4) 1.0805 ± 0.5968(6) 1.1187 ± 0.6138(8) 1.0730 ± 0.5676(5)  
 Average rank 1.7301(1) 2.6154(2) 4.8462(5) 4.8846(6) 4.1923(3.5) 8.4615(9) 4.1923(3.5) 6.4615(7) 7.5385(8)  
Table 5
Label distribution recovery performance measured by Kullback–Leibler divergence ↓.
 Dataset RG4LDL LDL-LRR LDLLC LDLSF LDL-LCLR AA-BP BFGS-LDL CPNN IIS-LDL  
 Yeast-alpha 0.0055 ± 0.0002(3.5) 0.0054 ± 0.0002(1) 0.0056 ± 0.0002(6) 0.0055 ± 0.0001(3.5) 0.0055 ± 0.0002(3.5) 0.0819 ± 0.1032(9) 0.0055 ± 0.0043(3.5) 0.0064 ± 0.0046(7) 0.0084 ± 0.0055(8)  Yeast-cdc 0.0070 ± 0.0003(4) 0.0069 ± 0.0002(1) 0.0070 ± 0.0003(4) 0.0070 ± 0.0003(4) 0.0070 ± 0.0001(4) 0.0603 ± 0.0841(9) 0.0070 ± 0.0062(4) 0.0085 ± 0.0069(7) 0.0099 ± 0.0073(8)  Yeast-elu 0.0062 ± 0.0001(4) 0.0061 ± 0.0003(1) 0.0062 ± 0.0062(4) 0.0062 ± 0.0001(4) 0.0062 ± 0.0001(4) 0.0526 ± 0.0763(9) 0.0062 ± 0.0048(4) 0.0068 ± 0.0051(7) 0.0091 ± 0.0062(8)  Yeast-diau 0.0131 ± 0.0004(2) 0.0133 ± 0.0007(6) 0.0131 ± 0.0005(2) 0.0132 ± 0.0002(4.5) 0.0132 ± 0.0004(4.5) 0.0242 ± 0.0334(9) 0.0131 ± 0.0133(2) 0.0152 ± 0.0152(7) 0.0159 ± 0.0144(8)  Yeast-heat 0.0124 ± 0.0004(1) 0.0126 ± 0.0003(3) 0.0127 ± 0.0004(5.5) 0.0126 ± 0.0001(3) 0.0126 ± 0.0006(3) 0.0203 ± 0.0264(9) 0.0127 ± 0.0114(5.5) 0.0129 ± 0.0116(7) 0.0151 ± 0.0124(8)  Yeast-spo 0.0246 ± 0.0014(2) 0.0247 ± 0.0009(6) 0.0246 ± 0.0009(2) 0.0246 ± 0.0011(2) 0.0246 ± 0.0008(2) 0.0332 ± 0.0360(9) 0.0246 ± 0.0240(2) 0.0257 ± 0.0251(7) 0.0271 ± 0.0250(8)  Yeast-cold 0.0120 ± 0.0006(1) 0.0122 ± 0.0005(4) 0.0122 ± 0.0006(4) 0.0122 ± 0.0006(4) 0.0122 ± 0.0010(4) 0.0154 ± 0.0207(9) 0.0122 ± 0.0154(4) 0.0127 ± 0.0158(7) 0.0146 ± 0.0170(8)  Yeast-dtt 0.0061 ± 0.0003(1) 0.0062 ± 0.0005(2) 0.0063 ± 0.0005(4.5) 0.0063 ± 0.0006(4.5) 0.0063 ± 0.0005(4.5) 0.0095 ± 0.0154(9) 0.0063 ± 0.0101(4.5) 0.0065 ± 0.0102(7) 0.0087 ± 0.0120(8)  Yeast-spo5 0.0291 ± 0.0017(1) 0.0292 ± 0.0006(2.5) 0.0292 ± 0.0014(2.5) 0.0294 ± 0.0005(6.5) 0.0293 ± 0.0013(4.5) 0.0305 ± 0.0361(8) 0.0293 ± 0.0351(4.5) 0.0294 ± 0.0352(6.5) 0.0312 ± 0.0368(9)  SJAFFE 0.0427 ± 0.0052(1) 0.0435 ± 0.0024(2) 0.0735 ± 0.0064(8) 0.0486 ± 0.0080(3) 0.0682 ± 0.0047(6) 0.1345 ± 0.1304(9) 0.0667 ± 0.0560(5) 0.0629 ± 0.0386(4) 0.0693 ± 0.0440(7)  Natural_Scene 0.7404 ± 0.0142(2) 0.7083 ± 0.0155(1) 0.7609 ± 0.0230(3) 1.1981 ± 0.0718(9) 0.8199 ± 0.0342(4) 0.8901 ± 0.4918(7) 0.8540 ± 0.0620(5) 0.9194 ± 0.6027(8) 0.8697 ± 0.4453(6)  Human_Gene 0.2355 ± 0.0061(1) 0.2372 ± 0.0066(6) 0.2374 ± 0.0053(7) 0.2370 ± 0.0037(5) 0.2359 ± 0.0049(2) 0.5058 ± 0.4012(8) 0.2360 ± 0.3623(3) 0.9194 ± 0.3651(9) 0.2367 ± 0.3627(4)  Movie 0.0986 ± 0.0019(3) 0.0963 ± 0.0028(2) 0.0958 ± 0.0029(1) 0.2111 ± 0.0132(9) 0.1339 ± 0.0052(7) 0.1112 ± 0.1217(4) 0.1241 ± 0.1512(6) 0.1356 ± 0.1669(8) 0.1206 ± 0.1395(5) 
 Average rank 2.0384(1) 2.8846(2) 4.1154(5) 4.7692(6) 4.0769(3.5) 8.3077(9) 4.0769(3.5) 7.0385(7) 7.3077(8)  
Table 6
Label distribution recovery performance measured by Cosine coefficient ↑.
 Dataset RG4LDL LDL-LRR LDLLC LDLSF LDL-LCLR AA-BP BFGS-LDL CPNN IIS-LDL  
 Yeast-alpha 0.9946 ± 0.0002(3) 0.9946 ± 0.0001(3) 0.9945 ± 0.0002(6) 0.9946 ± 0.0001(3) 0.9946 ± 0.0002(3) 0.9494 ± 0.0457(9) 0.9946 ± 0.0041(3) 0.9937 ± 0.0044(7) 0.9915 ± 0.0055(8)  Yeast-cdc 0.9934 ± 0.0003(1) 0.9934 ± 0.0002(4) 0.9933 ± 0.0002(4) 0.9933 ± 0.0003(4) 0.9933 ± 0.0001(4) 0.9595 ± 0.0391(9) 0.9933 ± 0.0055(4) 0.9918 ± 0.0062(7) 0.9902 ± 0.0070(8)  Yeast-elu 0.9941 ± 0.0001(1.5) 0.9941 ± 0.0002(1.5) 0.9940 ± 0.9940(4.5) 0.9940 ± 0.0001(4.5) 0.9940 ± 0.0001(4.5) 0.9637 ± 0.0358(9) 0.9940 ± 0.0043(4.5) 0.9934 ± 0.0046(7) 0.9909 ± 0.0059(8)  Yeast-diau 0.9879 ± 0.0003(3) 0.9878 ± 0.0007(6) 0.9879 ± 0.0005(3) 0.9879 ± 0.0002(3) 0.9879 ± 0.0004(3) 0.9791 ± 0.0204(9) 0.9879 ± 0.0113(3) 0.9860 ± 0.0123(7) 0.9851 ± 0.0126(8)  Yeast-heat 0.9882 ± 0.0003(1) 0.9880 ± 0.0003(4) 0.9880 ± 0.0004(4) 0.9880 ± 0.0002(4) 0.9880 ± 0.0006(4) 0.9816 ± 0.0169(9) 0.9880 ± 0.0100(4) 0.9878 ± 0.0102(7) 0.9854 ± 0.0113(8)  Yeast-spo 0.9769 ± 0.0013(4.5) 0.9769 ± 0.0008(4.5) 0.9770 ± 0.0008(1.5) 0.9769 ± 0.0009(4.5) 0.9770 ± 0.0007(2) 0.9701 ± 0.0268(9) 0.9769 ± 0.0208(4.5) 0.9759 ± 0.0219(7) 0.9744 ± 0.0220(8)  Yeast-cold 0.9886 ± 0.0004(3) 0.9887 ± 0.0005(1) 0.9886 ± 0.0005(3) 0.9885 ± 0.0005(5.5) 0.9886 ± 0.0008(3) 0.9857 ± 0.0160(9) 0.9885 ± 0.0128(5.5) 0.9880 ± 0.0133(7) 0.9861 ± 0.0146(8)  Yeast-dtt 0.9942 ± 0.0002(1) 0.9941 ± 0.0003(4) 0.9941 ± 0.0003(4) 0.9941 ± 0.0005(4) 0.9941 ± 0.0004(4) 0.9912 ± 0.0112(9) 0.9941 ± 0.0077(4) 0.9939 ± 0.0079(7) 0.9916 ± 0.0098(8)  Yeast-spo5 0.9742 ± 0.0013(2) 0.9742 ± 0.0005(2) 0.9742 ± 0.0010(2) 0.9740 ± 0.0004(7) 0.9741 ± 0.0008(5) 0.9730 ± 0.0288(8) 0.9741 ± 0.0279(5) 0.9741 ± 0.0278(5) 0.9723 ± 0.0298(9)  SJAFFE 0.9603 ± 0.0061(1) 0.9590 ± 0.0025(3) 0.9308 ± 0.0061(8) 0.9593 ± 0.0057(2) 0.9355 ± 0.0042(6) 0.9016 ± 0.0692(9) 0.9404 ± 0.0522(4) 0.9400 ± 0.0368(5) 0.9345 ± 0.0428(7)  Natural_Scene 0.7479 ± 0.0045(2) 0.7614 ± 0.0061(1) 0.7393 ± 0.0088(3) 0.7241 ± 0.0046(4) 0.7193 ± 0.0103(5) 0.6928 ± 0.1749(7) 0.7100 ± 0.0170(9) 0.6774 ± 0.2008(8) 0.6976 ± 0.1567(6)  Human_Gene 0.8351 ± 0.0030(1) 0.8341 ± 0.0037(6) 0.8336 ± 0.0025(7) 0.8347 ± 0.0025(3.5) 0.8348 ± 0.0022(2) 0.7219 ± 0.1642(8) 0.8347 ± 0.1768(3.5) 0.6774 ± 0.1778(9) 0.8342 ± 0.1767(5)  Movie 0.9351 ± 0.0013(3) 0.9365 ± 0.0019(2) 0.9369 ± 0.0018(1) 0.9227 ± 0.0034(5) 0.9161 ± 0.0031(8) 0.9280 ± 0.0758(4) 0.9206 ± 0.0884(7) 0.9119 ± 0.0968(9) 0.9212 ± 0.0831(6) 
 Average rank 2.0769(1) 3.2308(2) 3.9231(3) 4.1538(5) 4.1154(4) 8.3077(9) 4.6923(6) 7.0769(7) 7.4615(8)  
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Table 7
Label distribution recovery performance measured by Intersec↑.
 Dataset RG4LDL LDL-LRR LDLLC LDLSF LDL-LCLR AA-BP BFGS-LDL CPNN IIS-LDL  
 Yeast-alpha 0.9624 ± 0.0005(2) 0.9625 ± 0.0004(1) 0.9621 ± 0.0006(6) 0.9623 ± 0.0004(4) 0.9623 ± 0.0005(4) 0.8767 ± 0.0652(9) 0.9623 ± 0.0142(4) 0.9591 ± 0.0142(7) 0.9520 ± 0.0160(8)   Yeast-cdc 0.9574 ± 0.0009(3) 0.9576 ± 0.0007(1) 0.9573 ± 0.0007(5.5) 0.9573 ± 0.0009(5.5) 0.9574 ± 0.0006(3) 0.8915 ± 0.0581(9) 0.9574 ± 0.0175(3) 0.9530 ± 0.0186(7) 0.9476 ± 0.0190(8)   Yeast-elu 0.9589 ± 0.0004(2.5) 0.9592 ± 0.0008(1) 0.9586 ± 0.9586(6) 0.9589 ± 0.0003(2.5) 0.9588 ± 0.0004(4.5) 0.8975 ± 0.0546(9) 0.9588 ± 0.0147(4.5) 0.9565 ± 0.0151(7) 0.9489 ± 0.0169(8)   Yeast-diau 0.9403 ± 0.0008(1.5) 0.9400 ± 0.0016(6) 0.9402 ± 0.0012(4) 0.9402 ± 0.0006(4) 0.9402 ± 0.0012(4) 0.9210 ± 0.0379(9) 0.9403 ± 0.0287(1.5) 0.9353 ± 0.0299(7) 0.9328 ± 0.0293(8)   Yeast-heat 0.9408 ± 0.0008(1) 0.9404 ± 0.0008(2) 0.9401 ± 0.0009(6) 0.9402 ± 0.0005(4) 0.9402 ± 0.0013(4) 0.9256 ± 0.0331(9) 0.9402 ± 0.0252(4) 0.9396 ± 0.0256(7) 0.9333 ± 0.0265(8)   Yeast-spo 0.9155 ± 0.0029(2.5) 0.9154 ± 0.0012(5.5) 0.9155 ± 0.0018(2.5) 0.9154 ± 0.0018(5.5) 0.9155 ± 0.0014(2.5) 0.9031 ± 0.0455(9) 0.9155 ± 0.0413(2.5) 0.9138 ± 0.0422(7) 0.9105 ± 0.0413(8)   Yeast-cold 0.9409 ± 0.0008(3) 0.9412 ± 0.0013(1) 0.9409 ± 0.0012(3) 0.9408 ± 0.0015(5) 0.9409 ± 0.0017(3) 0.9336 ± 0.0358(9) 0.9407 ± 0.0323(6) 0.9394 ± 0.0331(7) 0.9345 ± 0.0346(8)   Yeast-dtt 0.9584 ± 0.0008(2) 0.9586 ± 0.0009(1) 0.9583 ± 0.0010(4.5) 0.9583 ± 0.0015(4.5) 0.9583 ± 0.0013(4.5) 0.9492 ± 0.0290(9) 0.9583 ± 0.0237(4.5) 0.9575 ± 0.0240(7) 0.9500 ± 0.0272(8)   Yeast-spo5 0.9090 ± 0.0020(1) 0.9087 ± 0.0008(3) 0.9087 ± 0.0021(3) 0.9086 ± 0.0008(5.5) 0.9087 ± 0.0011(3) 0.9064 ± 0.0571(8) 0.9085 ± 0.0566(7) 0.9086 ± 0.0563(5.5) 0.9054 ± 0.0579(9)   SJAFFE 0.8886 ± 0.0049(1) 0.8854 ± 0.0043(2) 0.8485 ± 0.0069(8) 0.8844 ± 0.0092(3) 0.8529 ± 0.0065(6) 0.8144 ± 0.0722(9) 0.8611 ± 0.0602(4) 0.8577 ± 0.0473(5) 0.8519 ± 0.0521(7)   Natural_Scene 0.5821 ± 0.0041(1) 0.5725 ± 0.0032(2) 0.5462 ± 0.0079(4) 0.5397 ± 0.0056(5) 0.5482 ± 0.0094(3) 0.4924 ± 0.1678(6) 0.5480 ± 0.0170(9) 0.4819 ± 0.1861(8) 0.4869 ± 0.1733(7)   Human_Gene 0.7849 ± 0.0026(1) 0.7841 ± 0.0030(5) 0.7833 ± 0.0021(7) 0.7844 ± 0.0017(4) 0.7846 ± 0.0020(2) 0.6685 ± 0.1187(8) 0.7845 ± 0.1467(3) 0.4819 ± 0.1471(9) 0.7838 ± 0.1466(6)   Movie 0.8354 ± 0.0016(3) 0.8380 ± 0.0019(2) 0.8384 ± 0.0019(1) 0.8192 ± 0.0043(5) 0.8136 ± 0.0039(8) 0.8248 ± 0.0948(4) 0.8189 ± 0.1058(6.5) 0.8104 ± 0.1101(9) 0.8189 ± 0.1003(6.5) 
 Average rank 1.8846(1) 2.5000(2) 4.6538(6) 4.4231(4) 3.9615(3) 8.2308(9) 4.5769(5) 7.1154(7) 7.6538(8)  
Table 8
Experimental results on 13 real-world datasets measured by runtime performance [s] ↓.
 Dataset RG4LDL LDL-LRR LDLLC LDLSF LDL-LCLR AA-BP BFGS-LDL CPNN IIS-LDL  
 Yeast_alpha 0.135 4.710 9.478 10.740 325.731 36.856 0.271 30.142 7.285  
 Yeast_cdc 0.129 3.252 6.622 9.309 272.557 35.151 0.150 28.828 6.540  
 Yeast_elu 0.198 2.948 5.994 9.338 247.768 35.967 0.128 27.758 5.677  
 Yeast_diau 0.213 1.453 3.367 6.931 2.997 33.618 0.063 20.102 2.798  
 Yeast_heat 1.067 1.215 3.208 5.925 1.783 35.083 0.053 19.285 2.440  
 Yeast_spo 1.223 1.050 3.358 6.779 1.748 34.914 0.053 8.359 2.440  
 Yeast_cold 0.135 0.790 2.885 4.632 1.031 32.196 0.036 4.435 2.005  
 Yeast_dtt 0.181 0.913 2.920 4.030 1.006 32.028 0.035 4.880 1.673  
 Yeast_spo5 0.257 0.762 2.675 4.176 0.840 31.752 0.030 4.144 1.443  
 SJAFFE 0.170 0.210 1.693 114.562 26.958 7.098 16.397 2.419 15.144  
 Natural_Scene 1.161 1.853 30.075 403.482 983.672 33.144 0.312 27.643 45.901  
 Human_Gene 1.534 294.397 154.992 3131.411 1206.775 174.411 86.704 465.243 80.173  
 Movie 16.886 5.851 210.769 2122.874 973.160 154.443 9.400 189.726 226.575 
 MEAN 1.791 24.569 33.695 448.784 311.233 52.051 8.741 64.074 30.776  
raw features for LDL. RG4LDL without BFGS (the bottom row) is used 
as the baseline.

It can be seen that the RG4LDL performance without RBM (RG 
learning) is significantly degraded, suggesting that RG learning is criti-
cal in reducing and extracting effective features. The performance of 
RG4LDL without BFGS is also significantly weaker than that of the 
full framework, indicating the central role of BFGS in optimizing the 
objective function. Combining the two components allows the RG4LDL 
framework to achieve state-of-the-art performance, indicating the im-
portance of integrating both unsupervised RG learning and supervised 
LDL.

5.3. Friedman test and critical difference diagram

Friedman test statistically compares relative performance among 
multiple algorithms over multiple datasets [36]. We use this test to 
validate the statistical significance of the performance of various al-
gorithms given in Tables  2 to 7. Table  10 shows the Friedman statistic 
𝐹𝐹  and the critical value on each evaluation metric at a significance 
level of 0.05, among the 9 comparing algorithms and 13 datasets.

As confirmed in Table  10, the 𝐹𝐹  values on all the evaluation 
metrics are greater than the critical value. Therefore, Bonferroni-Dunn 
test [36] can be adopted as a post hoc test to show the algorithms’ 
relative performances. Specifically, based on Table  10, we use Nemenyi 
test [36] to check the average ordering comparison between two algo-
rithms. Figs.  4 to 9 represent these results with a critical difference (CD) 
graph for each evaluation metric, respectively. When the significance 
level is 0.05, the number of comparison algorithms is 9, and the number 
of datasets is 13, the CD value is CD=2.1870 for Nemenyi test. In the 
CD diagram, the average ordering of each algorithm is marked on the 
same coordinate axis. If the difference between the average order of the 
two algorithms is less than the CD value, then there exists no significant 
difference between the two algorithms and they are connected by a line 
9 
Fig. 4. CD diagrams given CD = 2.1870 of Nemenyi tests on the 9 algorithms for 
Chebyshev distance evaluation metric.

Fig. 5. CD diagrams given CD = 2.1870 of Nemenyi tests on the 9 algorithms for Clark 
distance evaluation metric.

segment in the CD graph. Algorithms not connected with the RG4LDL 
in the CD diagrams are considered to have significant performance 
difference from the control algorithm, given the CD value of 2.1870 at 
a significance level of 0.05. From the CD diagrams of Nemenyi tests 
for the six estimation accuracy metrics depicted in Figs.  4 to 9, it 
can be seen that only the LDL-LRR has line segments connected with 
the RG4LDL in the tests for Clark and Canberra distances. Thus the 
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Table 9
Ablation study on LDL predictive performance comparison between RG4LDL (the top row), RG4LDL without RBM (the middle row) and RG4LDL without BFGS (the bottom row) 
on each of 13 datasets measured by 6 metrics shown as ‘mean ± std (rank)’.
 Dataset Cheb↓ Clark↓ Canber↓ KL↓ Cosine↑ Intersec↑  
 Yeast_alpha 0.0134 ± 0.0003 0.2096 ± 0.0029 0.6806 ± 0.0097 0.0055 ± 0.0002 0.9946 ± 0.0002 0.9624 ± 0.0005 
 0.0135 ± 0.0002 0.2102 ± 0.0028 0.6824 ± 0.0092 0.0055 ± 0.0001 0.9946 ± 0.0001 0.9623 ± 0.0005  
 0.0140 ± 0.0001 0.2200 ± 0.0028 0.7220 ± 0.0092 0.0060 ± 0.0001 0.9938 ± 0.0001 0.9589 ± 0.0005  
 Yeast_cdc 0.0162 ± 0.0004 0.2158 ± 0.0045 0.6469 ± 0.0137 0.0070 ± 0.0003 0.9934 ± 0.0003 0.9574 ± 0.0009  
 0.0162 ± 0.0004 0.2160 ± 0.0036 0.6479 ± 0.0090 0.0070 ± 0.0003 0.9933 ± 0.0002 0.9574 ± 0.0006  
 0.0170 ± 0.0004 0.2200 ± 0.0035 0.7000 ± 0.0030 0.0080 ± 0.0003 0.9920 ± 0.0002 0.9540 ± 0.0005  
 Yeast_elu 0.0162 ± 0.0001 0.1986 ± 0.0012 0.5821 ± 0.0051 0.0062 ± 0.0001 0.9941 ± 0.0001 0.9589 ± 0.0004 
 0.0163 ± 0.0004 0.1994 ± 0.0040 0.5839 ± 0.0117 0.0062 ± 0.0002 0.9940 ± 0.0002 0.9588 ± 0.0008  
 0.0170 ± 0.0004 0.2100 ± 0.0040 0.6290 ± 0.0117 0.0070 ± 0.0002 0.9930 ± 0.0002 0.9550 ± 0.0008  
 Yeast_diau 0.0369 ± 0.0006 0.2005 ± 0.0032 0.4304 ± 0.0058 0.0131 ± 0.0004 0.9879 ± 0.0003 0.9403 ± 0.0008  
 0.0370 ± 0.0007 0.2006 ± 0.0043 0.4306 ± 0.0088 0.0131 ± 0.0005 0.9879 ± 0.0004 0.9403 ± 0.0011  
 0.0380 ± 0.0007 0.2010 ± 0.0043 0.4400 ± 0.0088 0.0140 ± 0.0005 0.9870 ± 0.0004 0.9390 ± 0.0011  
 Yeast_heat 0.0418 ± 0.0006 0.1810 ± 0.0034 0.3610 ± 0.0053 0.0124 ± 0.0004 0.9882 ± 0.0003 0.9408 ± 0.0008 
 0.0422 ± 0.0009 0.1825 ± 0.0041 0.3639 ± 0.0074 0.0126 ± 0.0006 0.9880 ± 0.0005 0.9403 ± 0.0012  
 0.0430 ± 0.0009 0.1850 ± 0.0041 0.3700 ± 0.0074 0.0130 ± 0.0006 0.9870 ± 0.0005 0.9390 ± 0.0012  
 Yeast_spo 0.0583 ± 0.0020 0.2498 ± 0.0086 0.5132 ± 0.0178 0.0247 ± 0.0014 0.9769 ± 0.0013 0.9155 ± 0.0029 
 0.0584 ± 0.0007 0.2500 ± 0.0031 0.5138 ± 0.0062 0.0246 ± 0.0007 0.9769 ± 0.0006 0.9154 ± 0.0010  
 0.0600 ± 0.0007 0.2540 ± 0.0031 0.5200 ± 0.0062 0.0250 ± 0.0007 0.9760 ± 0.0006 0.9140 ± 0.0010  
 Yeast_cold 0.0510 ± 0.0008 0.1395 ± 0.0023 0.2401 ± 0.0037 0.0122 ± 0.0005 0.9886 ± 0.0004 0.9409 ± 0.0008 
 0.0512 ± 0.0011 0.1398 ± 0.0026 0.2406 ± 0.0040 0.0122 ± 0.0005 0.9885 ± 0.0004 0.9407 ± 0.0010  
 0.0530 ± 0.0011 0.1410 ± 0.0026 0.2441 ± 0.0040 0.0130 ± 0.0005 0.9881 ± 0.0004 0.9399 ± 0.0010  
 Yeast_dtt 0.0359 ± 0.0006 0.0979 ± 0.0017 0.1686 ± 0.0032 0.0062 ± 0.0003 0.9941 ± 0.0002 0.9584 ± 0.0008 
 0.0361 ± 0.0005 0.0983 ± 0.0021 0.1692 ± 0.0035 0.0063 ± 0.0004 0.9941 ± 0.0003 0.9583 ± 0.0007  
 0.0370 ± 0.0005 0.0100 ± 0.0021 0.1755 ± 0.0035 0.0070 ± 0.0004 0.9939 ± 0.0003 0.9555 ± 0.0007  
 Yeast_spo5 0.0910 ± 0.0020 0.1836 ± 0.0048 0.2819 ± 0.0067 0.0291 ± 0.0017 0.9742 ± 0.0013 0.9090 ± 0.0020 
 0.0914 ± 0.0023 0.1842 ± 0.0045 0.2819 ± 0.0072 0.0293 ± 0.0014 0.9741 ± 0.0010 0.9086 ± 0.0023  
 0.0920 ± 0.0023 0.1865 ± 0.0045 0.2869 ± 0.0072 0.0300 ± 0.0014 0.9735 ± 0.0010 0.9077 ± 0.0023  
 SJAFFE 0.0859 ± 0.0057 0.3278 ± 0.0108 0.6668 ± 0.0215 0.0427 ± 0.0052 0.9603 ± 0.0061 0.8886 ± 0.0049 
 0.1178 ± 0.0123 0.4683 ± 0.0219 0.9681 ± 0.0530 0.0885 ± 0.0105 0.9238 ± 0.0116 0.8401 ± 0.0123  
 0.1170 ± 0.0123 0.4190 ± 0.0219 0.8750 ± 0.0530 0.0770 ± 0.0105 0.9338 ± 0.0116 0.8501 ± 0.0123  
 Natural_Scene 0.2976 ± 0.0036 2.3791 ± 0.0086 6.5057 ± 0.0183 0.7404 ± 0.0142 0.7479 ± 0.0045 0.5821 ± 0.0041 
 ∖ ∖ ∖ ∖ ∖ ∖  
 0.3400 ± 0.0016 2.4210 ± 0.0026 6.6005 ± 0.0113 0.8601 ± 0.0042 0.7089 ± 0.0085 0.4889 ± 0.0041  
 Human_Gene 0.0533 ± 0.0009 2.1060 ± 0.0212 14.4166 ± 0.1696 0.2355 ± 0.0061 0.8351 ± 0.0030 0.7849 ± 0.0026 
 0.0533 ± 0.0015 2.1090 ± 0.0276 14.4363 ± 0.2215 0.2359 ± 0.0073 0.8348 ± 0.0041 0.7846 ± 0.0034  
 0.0534 ± 0.0015 2.1199 ± 0.0276 14.5413 ± 0.2215 0.2370 ± 0.0073 0.8330 ± 0.0041 0.7835 ± 0.0034  
 Movie 0.1153 ± 0.0010 0.5200 ± 0.0041 0.9954 ± 0.0089 0.0986 ± 0.0019 0.9351 ± 0.0013 0.8354 ± 0.0016 
 0.1329 ± 0.0017 0.5784 ± 0.0072 1.1156 ± 0.0141 0.1344 ± 0.0037 0.9159 ± 0.0021 0.8135 ± 0.0023  
 0.1415 ± 0.0017 0.5850 ± 0.0072 1.1376 ± 0.0141 0.1388 ± 0.0037 0.9110 ± 0.0021 0.8050 ± 0.0023  
The RG4LDL without RBM does not work on Natural_Scene dataset.
Table 10
Friedman statistics 𝐹𝐹  for each evaluation metric with critical value at significance 
level 0.05 (comparing algorithms 9, datasets 13).
 Evaluation metric 𝐹𝐹 Critical value 
 Chebyshev distance 19.5996

2.036

 
 Clark distance 24.3199  
 Canberra distance 19.8939  
 Kullback–Leibler divergence 14.0494  
 cosine coefficient 17.7629  
 intersectional similarity 23.3283  

conclusion can be led to that the RG4LDL consistently achieves the 
significant good estimation accuracy statistically.

5.4. Statistical validation of LDL predictive results

To show the statistical relationships among the 9 LDL algorithms on 
the 13 real-world datasets, Wilcoxon signed-rank test [36] is employed 
to validate whether our RG4LDL performs significantly better than 
10 
Fig. 6. CD diagrams given CD = 2.1870 of Nemenyi tests on the 9 algorithms for 
Canberra distance evaluation metric.

the other 8 benchmarks, in terms of each evaluation metric. Table 
11 summarizes the Wilcoxon signed-rank statistical test results, where 
the 𝑝-values for the corresponding tests are shown in the brackets. 
Validated by the Wilcoxon signed-rank test results of Table  11, it is 
statistically significant that our RG4LDL outperforms all the bench-
marks with the exception of LDL-LRR, in terms of all six metrics. The 
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Table 11
Wilcoxon signed-rank test for LDL predictive performance of RG4LDL vs. benchmarks (significance level 𝛼 = 0.05, 𝑝-values shown in the
brackets).
 RG4LDL Evaluation metric
 versus Cheb Clark Canber KL Cosine Intersec  
 LDL-LRR TIE[0.587890625] TIE[0.533492435410] TIE[0.497314453125] TIE[0.752669134351] TIE[0.811070129333] TIE[0.375732421875]   LDLLC WIN[0.021484375] WIN[0.022647175233] WIN[0.021484375] WIN[0.096614208447] WIN[0.159369547355] WIN[0.032423418011]  LDLSF WIN[0.000244140625] WIN[0.005062032126] WIN[0.000244140625] WIN[0.012772494550] WIN[0.011513828076] WIN[0.001925774646]  LDL-LCLR WIN[0.002183044737] WIN[0.007632441648] WIN[0.002830577835] WIN[0.012772494550] WIN[0.024353118662] WIN[0.004753229214]  AA-BP WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625]  BFGS-LDL WIN[0.000244140625] WIN[0.005033508200] WIN[0.000244140625] WIN[0.017290280592] WIN[0.011310671074] WIN[0.004948477274]  CPNN WIN[0.021484375] WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625]  IIS-LDL WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625] WIN[0.000244140625] 
Table 12
Bayesian signed-rank test for LDL performance of RG4LDL vs. benchmarks (significance level rope = 0.0001, default prior strength is 0.6).
 RG4LDL Evaluation metric
 versus Cheb Clark Canber KL Cosine Intersec  
 LDL-LRR [0.73598, 0.0, 0.26402] [0.63526, 0.1578, 0.20694] [0.7721, 0.00044, 0.22746] [0.2334, 0.41096, 0.35564] [0.12528, 0.71822, 0.1565] [0.77086, 0.01618, 0.21296]  LDLLC [0.99416, 0.0, 0.00584] [0.9047, 0.07446, 0.02084] [0.99482, 0.0, 0.00518] [0.6368, 0.33618, 0.02702] [0.37708, 0.59578, 0.02714] [0.96124, 0.02388, 0.01488]  LDLSF [1.0, 0.0, 0.0] [0.94664, 0.05336, 0.0] [1.0, 0.0, 0.0] [0.85806, 0.14194, 0.0] [0.6471, 0.3529, 0.0] [0.86692, 0.13308, 0.0]   LDL-LCLR [1.0, 0.0, 0.0] [0.74908, 0.25092, 0.0] [0.99996, 4e−05, 0.0] [0.7762, 0.2238, 0.0] [0.51996, 0.48004, 0.0] [0.86766, 0.13234, 0.0]   AA-BP [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0]   BFGS-LDL [1.0, 0.0, 0.0] [0.94736, 0.05264, 0.0] [1.0, 0.0, 0.0] [0.77368, 0.22632, 0.0] [0.56966, 0.43034, 0.0] [0.92356, 0.07644, 0.0]   CPNN [0.98592, 0.0, 0.01408] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0]   IIS-LDL [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0] [1.0, 0.0, 0.0]  
Fig. 7. CD diagrams given CD = 2.1870 of Nemenyi tests on the 9 algorithms for 
Kullback–Leibler divergence metric.

Fig. 8. CD diagrams given CD = 2.1870 of Nemenyi tests on the 9 algorithms for cosine 
coefficient evaluation metric.

Fig. 9. CD diagrams given CD = 2.1870 of Nemenyi tests on the 9 algorithms for 
intersectional similarity evaluation metric.

performance of RG4LDL and LDL-LRR are statistically tied judged by 
Wilcoxon signed-rank test.

To further discover to what extent our RG4LDL outperforms the 
other 8 algorithms, we use Bayesian sign ranking test [37] as the 
statistical test. Compared to Wilcoxon signed-rank test, Bayesian sign 
ranking test provides more statistical details/information. Table  12 
summarizes the results of this statistical test, where the values in 
11 
parentheses [a,b,c] represent the probabilities of the control algorithm 
(our RG4LDL in this case) being better, comparable, or worse than the 
comparison algorithm [WIN,TIE,LOSE]. The default assumption is that 
the performance of the two algorithms is the same. The prior strength is 
the strength of the null hypothesis, which means the probability of the 
null hypothesis being true is 0.6. If the difference between the results 
of the two algorithms is less than rope = 0.0001, their performance 
is considered similar. Verified by Bayesian sign ranking test results of 
Table  12, our RG4LDL statistically outperforms the other comparison 
algorithms. In particular, compared with the second best LDL-LRR, our 
RG4LDL ‘WIN’s in Cheb, Clark, Canber and Intersec metrics, and ‘TIE’s 
in KL and Cosine metric.

Therefore, validated by these two statistical tests, we can confi-
dently state that our RG4LDL outperforms the 8 existing state-of-the-art 
LDL schemes.

5.5. Visualization of label distribution

The artificial toy dataset is used to compare how good the mappings 
from the instance to the label distribution generated by various LDL 
algorithms. In order to visually show the result of an LDL algorithm, 
the description degrees of the three labels are regarded as the three 
color channels of the RGB color space, respectively. In this way, the 
color of a point in the instance space will visually represent its label 
distribution. Thus the predictions made by various LDL algorithms can 
be compared with the ground-truth label distributions through observ-
ing the color patterns on the manifold where the test examples lie on. 
For easier comparison, the images are visually enhanced by applying 
a decorrelation stretch process. Fig.  10 compares the predicted label 
distributions by various LDL algorithms with the ground-truth, where 
the three-dimensional label distributions of the RGB color channels 
are displayed separately, and the three axises correspond to the three 
components, 𝑥1, 𝑥2 and 𝑥3, of the example. The closer the color pattern 
of the predicted label distribution is to the ground truth, the better 
the prediction performance. It can be seen that BFGSLDL, CPNN, IIS-
LLD, LDL-LCLR, LDL-LRR, LDLLC and our RG4LDL are able to obtain 
color distributions similar to the ground truth pattern, while AA-BP 
and LDLSF fail to achieve good prediction performance on this artificial 
dataset. A close examination of the visualization results in Fig.  10 shows 
that our RG4LDL is the closest to the ground-truth.

5.6. Case study for label ranking relationship

To intuitively illustrate the role of label ranking relationships, we 
select some representative samples from four different datasets. Figs. 
11 to 14 show the predicted results of the different algorithms on 
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Fig. 10. Comparison between the ground-truth and predicted label distributions (as RBG color) on the artificial data test manifold.
four typical test instances with 3, 4, 7 and 14 labels, respectively. 
Each figure shows the corresponding predicted distributions of one 
LDL algorithm. The numbers below each predicted label distributions 
correspond to three evaluation measures, and they are KL, Cosine, and 
Spearman’s rank. It can be clearly seen that the label distribution fitting 
curves of our RG4LDL are the closest to the ground-truth curves, which 
is consistent with its three evaluation metrics.

6. Discussion

The key differences between our RG4LDL and other existing state-
of-the-art LDL methods are as follows. Unlike traditional LDL methods 
such as CPNN and IIS-LDL, which rely on fixed feature representations, 
our RG4LDL employs an unsupervised RG-based feature extraction 
mechanism. This ensures that the most relevant degrees of freedom 
are retained, leading to better feature representations for LDL tasks. 
Unlike our RG4LDL, the LDL methods like LDL-LRR and LDL-LCLR focus 
on label correlations but do not explicitly optimize feature extraction 
in an unsupervised manner. Furthermore, our RG4LDL significantly 
reduces the complexity of high-dimensional LDL models by iteratively 
12 
coarse-graining the feature space. This makes RG4LDL more efficient 
and scalable, particularly compared to the methods like CPNN, which 
suffer from overfitting and require extensive training iterations due to 
the large number of neural network parameters. RG4LDL seamlessly 
combines unsupervised RG feature learning with supervised LDL pre-
diction in an end-to-end manner. This integration distinguishes it from 
the approaches like IIS-LDL and BFGS-LDL, which operate solely in a su-
pervised learning paradigm. Last but not least, RG4LDL is significantly 
faster than the existing LDL methods, which is evidently demonstrated 
in the runtime experimental results.

The experimental results of Section 5 convincingly demonstrate that 
our RG4LDL outperforms the existing state-of-the-art LDL methods in 
terms of label distribution prediction accuracy as measured by multiple 
evaluation metrics, while offering the most efficient runtime efficiency 
with the average runtime an order of magnitude faster than the second-
best LDL-LRR method. These significant improvements are owing to the 
following reasons.

RG4LDL leverages the RG principle and implements the RBM to 
iteratively reduce the degrees of freedom in the feature space. This ap-
proach ensures efficient feature extraction while preserving label distri-
bution information, making it particularly suitable for high-
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Fig. 11. The role of the label ranking relation in fitting the ground-truth label distribution illustrated by typical examples sampled from Artificial dataset (3 labels).

Fig. 12. The role of the label ranking relation illustrated by typical examples sampled from Yeast_cold dataset (4 labels).
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Fig. 13. The role of the label ranking relation illustrated by typical examples sampled from Yeast_diau dataset (7 labels).

Fig. 14. The role of the label ranking relation illustrated by typical examples sampled from Yeast_elu dataset (14 labels)..
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Table 13
The main symbols involved in the paper and their dimensions.
 Symbol Description Dimensionality 
 𝒙𝑡 Current visible layer vector (𝑡th input feature vector) 𝑞  
 𝒉𝑡 Current hidden layer vector (𝑡th extracted feature vector) 𝑚  
 𝒙∗

𝑡 Reconstructed visible layer vector (approximated 𝑡th input feature vector from hidden layer) 𝑞  
 𝒉∗

𝑡 Reconstructed hidden layer vector (extracted 𝑡th feature vector from reconstructed visible layer) 𝑚  
 𝑾 Weight matrix between visible and hidden layers of RBM 𝑞 × 𝑚  
 𝒃 Visible layer bias vector of RBM 𝑞  
 𝒄 Hidden layer bias vector of RBM 𝑚  
 𝜽 Parameter matrix of condition probability (label distribution) model 𝑐 × 𝑚  
dimensional datasets. By combining unsupervised RG-based feature 
learning with supervised LDL prediction in an end-to-end manner, 
RG4LDL achieves significantly faster convergence in the feature op-
timization process and results in better label distribution predictive 
model, compared to traditional LDL methods. It can be seen that by 
effectively addressing the key challenges of LDL, RG4LDL not only 
improves the predictive performance of LDL tasks but also enhances 
the practicality of LDL in real-world scenarios.

Although RG4LDL is designed for LDL tasks, its underlying prin-
ciples and framework can be extended to broader machine learning 
problems, such as multi-label classification and recommendation sys-
tems. Specifically, the RBM-based feature extraction in RG4LDL can 
naturally handle dependencies between multiple labels. By modifying 
the output layer to predict binary relevance scores for each label, 
RG4LDL can be adapted for multi-label classification tasks. This ex-
tension can be particularly useful in domains like image annotation, 
where instances are associated with multiple labels. The RG principle, 
which identifies relevant degrees of freedom, aligns well with the 
needs of recommendation systems that require effective dimensionality 
reduction and feature extraction. RG4LDL can be extended to model 
user-item interactions by treating users and items as separate sets 
of features, while the label distributions can represent the predicted 
relevance scores of items for each user.

7. Conclusions

In this paper, we have proposed RG4LDL, a novel framework that 
integrates the renormalization group (RG) principle with label distri-
bution learning (LDL). To the best of our knowledge, this study is 
the first to incorporate the RG principle, implemented as a restricted 
Boltzmann machine (RBM), into the LDL process. RG4LDL addresses the 
major challenges faced by existing LDL methods, such as high model 
complexity, slow convergence, and the scarcity of label distribution-
annotated data, by iteratively identifying relevant degrees of freedom 
and optimizing feature representation. Extensive experimental results 
have demonstrated that the proposed RG4LDL outperforms all the 
existing state-of-the-art LDL methods in terms of label distribution 
prediction accuracy, while imposing dramatically lower computational 
complexity than these existing benchmarks.

While our RG4LDL have demonstrated significant improvements, 
the current framework is specifically designed for LDL tasks. To re-
move this limitation, it requires further adaptations to generalize to 
broader tasks, such as multi-label classification and recommendation 
systems. Our future work will focus on exploring hybrid architectures 
that combine RG4LDL with other deep learning paradigms, to improve 
scalability, and extending the framework to broader machine learning 
tasks.
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Table  13 describes the main symbols and their dimensions adopted 
in the paper.
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