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Abstract— In non-cooperative communications, malicious elec-
tromagnetic interference attacks communication systems and
causes higher probability of communication disruption. In order
to address the challenges posed by electromagnetic interference,
the wireless interference recognition technique has emerged,
which identifies the interference signals without priori infor-
mation. In recent years, the success of deep learning (DL)
has sparked interest in introducing DL in the field of wireless
interference recognition. However, most DL-based interference
identification methods improve accuracy by dramatically increas-
ing network sizes while ignoring the important effect of network
inputs. For this reason, we extensively investigate the impact
of different signal transformation forms of interference (called
signal modalities) on performance. The artificial features of
the interference signal are also utilized as one of the refined
modalities, which breaks the inherent concept that artificial
features are only used in the methods of feature extraction.
Convolution and transformer are combined in the extraction
of different modal features. In order to reduce the complexity
of transformer, a dual transformer module (DTM) is proposed.
Furthermore, to overcome the imbalance of modal optimization
during the training process, an adaptive gradient modulation
(AGM) strategy is proposed, which leads to better conver-
gence for the multimodal training. Finally, modal information
selection mechanism (MISM) selects the most appropriate modal-
ities for each input sample, which saves computational costs.
Extensive experiments demonstrate that combining multiple
interference modalities is more effective than trying different
networks.

Index Terms— Wireless interference recognition, multi-
modal learning, convolutional neural networks, anti-interference
communication.
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I. INTRODUCTION

WITH the emergence of new services in wireless com-
munications and the rapid development of satellite

communications, the scarcity of wireless spectrum resources
has become a pressing issue [1], [2]. The regulation of radio
magnetic spectrum is of great practical importance as it can
effectively and reasonably allocate spectrum resources to meet
the needs of as many legitimate users as possible [3], [4].
At the same time, the regulation of spectrum enables the
detection of illegal users and safeguarding the legitimate
users. Therefore, it is imperative to strengthen monitoring and
management of spectrum resources [5], [6].

In traditional collaborative communications, both the trans-
mitter and receiver have a priori communication information,
such as transmission bandwidth, frame format and modu-
lation method. Unlike collaborative communications, non-
collaborative wireless signal awareness has to make detection
and analysis with almost no a priori knowledge at all, which is
a key aspect of magnetic spectrum regulation [7]. The wireless
interference signal recognition refers to detection and identifi-
cation of electromagnetic signals released by non-cooperative
users under the condition that the parameters of these signals
are completely unknown, so as to obtain and understand the
information of the electromagnetic environment and to ensure
safe and reliable communication [8], [9].

Information confrontation is a form of modern warfare.
How to effectively identify and detect the non-cooperative
wireless signals becomes more and more critical [10]. In a
complex and changing electromagnetic environment, wireless
interference identification can achieve the discovery, moni-
toring and reconnaissance of non-cooperative signals [11],
[12]. The anti-interference technology must be aware of
interference released by non-partners in order to select an
appropriate technical means to eliminate or mitigate the
effects of the interference. Communication anti-interference
technology usually includes interference recognition, interfer-
ence suppression, anti-interference decision and interference
avoidance [13], [14], [15]. Among these, wireless interference
recognition is the foundation of anti-interference commu-
nication [16]. If the type of interference signal can be
efficiently and accurately identified, the corresponding subse-
quent anti-interference measures can be developed to minimize
the damage to communication quality. Therefore, wireless
interference signal cognition is of great significance for anti-
interference communication [17].
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In civil communication, the main application scenarios of
wireless interference cognition technology are in the fields
of cognitive radio, spectrum monitoring and radio man-
agement [18], [19], [20]. Wireless interference cognition
technology can regulate the use of spectrum and ensure
the communication of all kinds of legal users. In addition,
for public frequency bands, wireless interference recognition
technology can effectively schedule the use of spectrum and
avoid communication collisions. Therefore, in both civil and
military communications, wireless interference identification
technology plays an important role [21], [22].

Traditional identification methods can generally be divided
into two categories: maximum likelihood-based and feature-
based methods. The likelihood-based methods utilize a
Bayesian minimum error probability criterion to construct the
test statistic and develop an optimal judgement threshold to
yield identification results, which theoretically achieves the
best performance. The interference identification based on
Naive Bayes classifier was investigated in [23]. The simu-
lation results reported in [23] indicated that the proposed
method achieved a better average accuracy compared with
other traditional methods. The study [24] used generalized
likelihood ratios to cope with deception interference signals,
and simulation results showed that the generalized likeli-
hood ratio approach had a high identification probability
for detecting deception interference. The work [25] studied
adaptive coherent estimator and the generalized likelihood
ratio test for detecting and classifying jamming signals.
The mean likelihood ratio-based identification method was
adopted in [26] for classifying binary phase shift keying
(BPSK) and quadrature phase shift keying signals. The
work [27] studied joint detection and automatic classification
of multiple interference signals using a generalized dynamic
Bayesian network. However, the aforementioned maximum
likelihood-based approaches require full knowledge of the
wireless channel information, which is not available in most
communication scenarios.

The feature-based approach relies heavily on feature extrac-
tion. Feature extraction is used to obtain features that can
distinguish different interfering signals, and these features
essentially reflect the inherent differences between the diverse
signals. The study [28] investigated the bispectral and singular
spectrum analysis of interfering signals and classifies these
interferences by means of artificial neural networks. This
method improved the classification recognition rate compared
to conventional algorithms. The work [29] used fourth-order
cumulants as features for signal extraction, which effectively
distinguished between multiple electromagnetic signals and
was robust to noise. The authors of [30] considered the recog-
nition of wireless signals in communication scenarios with
high speed movement and impulse noise. They used cumulants
as extracted signal features and analyzed the recognition
accuracy of higher order cumulants in this communication sce-
nario. However, the aforementioned feature extraction methods
require expert knowledge with hand-crafting features.

Deep learning (DL) is one of the most rapidly devel-
oping research areas in the recent years, and it shows an
extraordinary potential in the areas such as image recognition,

intelligent transportation, natural language processing and
sentiment analysis [31], [32], [33]. Moreover, DL has been
introduced into the field of wireless communication [34], [35],
[36]. Thanks to its powerful feature extraction and data mining
capabilities, DL offers a completely new solution in the field
of interference signal recognition and has shown amazing
recognition performance [37], [38]. The convolutional neural
network (CNN) with an attention mechanism was proposed
in [39] for deception interference recognition. The experimen-
tal results reported in [39] showed that the proposed method
achieved a higher recognition accuracy and faster convergence
speed than conventional methods. The work [40] introduced
a novel distributed few-shot learning method for interference
identification, with multiple sub-networks adopting federated
learning to achieve global optimization. The simulation results
of [40] showed that the proposed method can achieve good
performance even with small training data set. The authors
of [41] proposed a two-stage training strategy for CNN
based signal recognition methods, and the experimental results
showed that the proposed CNN network training method
outperforms manual feature extraction methods based on
higher-order cumulants. In [42], a complex CNN network was
designed, which can better model the interrelationship between
the homogeneous and orthogonal components compared with
the traditional CNN network. The study [43] proposed a
weighted ensemble CNN with transfer learning for classifying
radar active deception interference signals. A denoising diffu-
sion probability model was utilized in [44] to identify diverse
types of interference in real-time communication scenarios.
To utilizing the capability of the self-attention mechanism in
transformer in capturing global features [45], [46], networks
with the self-attention mechanism were designed to classify
interference signals [47].

However, the current DL-based methods for interference
recognition focus on changing model structures to obtain gains
and ignore the effect of different transform domain forms of
interference on the performance, resulting in low recognition
performance. Drawing inspiration from multimodal learning,
we consider the various transformed forms of the signal as dis-
tinct modalities in the context of multimodal learning, thereby
enabling networks to enhance performance. Multimodal learn-
ing integrates information from different sources, such as
images, text, and audio, to create a more comprehensive and
holistic understanding of the data. In this paper, we refer to
the transform-domain forms of signal (e.g., time-frequency
domain information, frequency domain sequences, artificial
features) as signal modalities. To this end, we propose adap-
tive multi-modal networks (AMN), which combine different
modal information as the network input and intelligently select
the appropriate modal information for processing, ensuring
recognition accuracy while reducing the computational costs
of multi-modal information. The contributions of this paper
can be summarized as follows.

1) We break away from the traditional separate view of
feature-based methods and DL-based methods by using
artificial features as a special modal information as
the input to deep neural networks. In fact, artificial
features can be regarded as a refined modality that can
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TABLE I
COMPARISON BETWEEN PROPOSED AMN AND CONVENTIONAL AS WELL AS EXISTING DL-BASED METHODS

provide complementary information to DL approaches
for wireless interference identification. The performance
of artificial features as well as different modal informa-
tion, for deep learning networks is analyzed. To the best
of our knowledge, this is the most extensive study on
different modal information for DL-based interference
recognition.

2) In order to extract features from different modal infor-
mation, this paper adopts a network structure with joint
convolution and transformer, which allows the network
to capture both local and global features. To reduce the
complexity of multi-headed self-attention in transformer,
a low-complexity dual transformer module (DTM) is
proposed. Furthermore, we propose an adaptive gradient
modulation (AGM) strategy during multimodal training,
resulting in better fusion performance.

3) To reduce the computational overhead of processing
multiple modalities simultaneously, we propose modal
information selection mechanism (MISM). This MISM
applies reinforcement learning methods to construct
novel reward functions that encourage the network to
select the most appropriate modal information based on
the current input samples rather than using all modal
information, which can effectively reduce the computa-
tional overhead.

4) Extensive experiments verify that utilizing multiple
interference modalities effectively improves recogni-
tion accuracy compared to the traditional uni-modal
approaches. The proposed AMN has advantages in
terms of both recognition accuracy and computational
complexity, achieving a balance between accuracy and
complexity.

Table I offers a brief comparison of the proposed AMN with
conventional feature-based methods and existing DL-based
methods. A feature-based approach typically consists of
two components, namely, feature extraction and classifica-
tion. The common manually made features includes high
order statistics, cyclic feature, and so on. Support vector
machine or decision tree are generally adopted as the clas-
sifier. Existing DL-based approaches by contrast leverage
deep neural networks to automatically extract features from
the input data, eliminating the need for manual feature
engineering. The proposed AMN combines the advantages
of both feature-based and DL-based approaches, and an
MISM is seamlessly incorporated in the AMN for choosing
the most appropriate modal information conditioned on the
inputs.

The rest of the paper is organized as follows. Section II
briefly defines the wireless interference recognition and com-
monly encountered interfering signals. Section III details the
proposed AMN. Section IV performs simulations and analyzes
the advantages of the proposed algorithm, in terms of accuracy
and complexity. Section V summarizes this paper.

II. PROBLEM DEFINITION AND INTERFERENCE
SIGNAL MODEL

The interference signal emitted by non-cooperative party,
denoted as s(t), reaches the receiver after passing through the
wireless channel. The received signal r(t) can be mathemati-
cally expressed as

r(t) = s(t) ∗ h(t) + n(t), (1)

where h(t) denotes the unit impulse response of the wireless
channel, the notation ‘∗’ denotes convolution operation, and
n(t) refers to the additive white Gaussian noise which is
independent of the interference signal s(t).

A. Problem Definition

The objective of wireless interference recognition is to
blindly recognize the category of interference. Assume that
there are M categories of s(t), namely, s(t) ∈ Y = {yi}M

i=1,
where Y is the candidate pool of interfering signals, and
yi corresponds to the i-th interference category. The final
determination of the category index i⋆ can be obtained by
the maximum-a-posterior (MAP) criterion, which can be for-
mulated as

i⋆ = arg max
i∈{1,2,··· ,M}

G
(
yi|r(t)

)
, (2)

where G
(
yi|r(t)

)
is the conditional probability distribution of

yi given the observed r(t).

B. Interference Signal Model
Non-cooperative parties frequently employ various patterns

of interference signals to target wireless communication sys-
tems. These interference patterns can be categorized into
different types, such as aimed interference, partial band
noise (PBN) interference, comb interference and sweeping
interference.

1) Aimed interference encompasses signals like modulated
signals and continuous wave (CW), among others. Binary fre-
quency shift keying (BFSK) is a common type of modulation
used in interference signals. It employs different frequencies
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to represent distinct information. Specifically, the transmission
of binary bits 0 and 1 in BFSK is achieved by utilizing two
frequencies, namely, fp and fq , respectively. The mathematical
model for BFSK can be formulated as

s(t) =
√

PJ mJ(t) ej(2πfct+θJ ), (3)

where PJ is the transmit power, j =
√
−1, and mJ(t) is the

baseband modulated signal, while fc and θJ are the carrier
frequency and initial phase of BFSK interference, respectively.
Here θJ is uniformly distributed within [0, 2π], and mJ(t) can
be expressed as

mJ(t) = cos
(
2πfpt m(t) + 2πfqt m(t)

)
, (4)

where m(t) represents the unipolar digital baseband signal,
and the opposite of m(t) is denoted as m(t).

BPSK is another widely used modulation interference,
which represents binary information by employing two differ-
ent phases, and the mathematical model of BPSK interference
can be formulated as

s(t) =
√

PJ ej(2πfct+θP +θJ ), (5)

where θP denotes the modulation phase, which typically takes
the values of 0 or π.

CW interference can be modeled as a signal with a fixed
frequency, which can be expressed as

s(t) =
√

PJ ej(2πfct+θJ ). (6)

2) PBN interference is a form of interference that operates
in the frequency domain. It utilizes bandlimited noise to
suppress the target frequency band, and it exhibits noise
characteristics in the time domain. The mathematical model
of PBN interference can be represented as

s(t) = Un(t) ej(2πfct+θJ ), (7)

where Un(t) is the baseband bandlimited noise, and the
interference bandwidth is defined to be equal to the bandwidth
of Un(t).

3) Multi-tone (MT) interference involves combining mul-
tiple independent CW signals with different frequencies and
phases. Mathematically it can be expressed as

s(t) =
NT∑
l=1

√
PJl

ej(2πfcl
t+θJl), (8)

where NT is the number of tones, PJl
is the power of the l-th

tone, fcl
represents the center frequency of the l-th tone, and

θJl
denotes the initial phase of the l-th tone.

4) Unlike CW interference, which consists of a single tone
at a fixed frequency, frequency modulation (FM) interference
spans a range of frequencies during the modulation process.
In FM interference, the carrier frequency is controlled by a
specific modulating signal. At a specific moment, FM inter-
ference resemble CW interference, while FM interference
is a band-limited form of interference that covers a certain
frequency range over a period of time.

In particular, the carrier frequency of linear frequency
modulation (LFM) interference linearly changes with time, and
the LFM interference can be mathematically formulated as

s(t) =
√

PJ e
j
(
2π
(

fL+
fH−fL

2Tsw
t
)

t+θJ

)
, (9)

where Tsw is the sweep period, and fL and fH are the start and
cut-off frequencies of the interference band, respectively. The
sweep bandwidth Wsw can be calculated as Wsw = fH − fL,
and the center frequency can be obtained as fc = fH−fL

2 .
Similarly, the carrier frequency of sinusoid frequency mod-

ulation (SFM) interference changes with time in a cosine
manner. Mathematically, SFM can be represented as

s(t) =
√

PJ e
j2π

(
fct+KFM

t∫
0

cos(2πfmτ)dτ

)
, (10)

where fm is the modulation frequency of the baseband modu-
lated signal, and KFM is the frequency modulation proportional
constant. In (10), θJ is omitted for simplification.

III. THE PROPOSED METHOD

Our AMN exploits modal information from various trans-
formation domains of the interference signals. These diverse
modalities contain artificial feature (AF), time-frequency
image (TFI), frequency sequence (FS) and differential
sequence (DS). For each modal information, the AMN sep-
arately extracts the information and then interacts with the
modal information through the information fusion module.
This process allows the network to effectively combine and
integrate the different modalities. Furthermore, the MISM
plays a crucial role in selecting and prioritizing the most
relevant modal information, allowing the network to allo-
cate its computational resources more effectively and make
better decisions based on the prioritized information. Conse-
quently, the network’s performance and processing efficiency
are enhanced. We now provide a detailed explanation of this
proposed AMN.

A. Overall Structure of AMN

The overall framework of the proposed AMN is illustrated
in Fig. 1. As can be seen from Fig. 1, the proposed network
comprises four main parts. (i) Multi-modal information pre-
processing: In this stage, the interference signals undergo
signal pre-processing to obtain a multi-modal representation.
The modal information in this part includes AF, FS, DS and
TFI of the interference signals. (ii) Modal information extrac-
tion module: This module consists of four separate branches,
each dedicated to extracting features from a specific modality.
Each branch incorporates convolutional layers and transformer
layers. The convolutional operations enhance the local fea-
ture extraction capability, while the multi-head self-attention
(MSA) mechanism provides the global feature extraction capa-
bility. (iii) Information fusion module: This module facilitates
the interaction of information among different modal features.
By learning the complementarity between modal features,
it helps to improve the accuracy of classification. (iv) MISM:
This module selects and activates the most appropriate modal
processing branch for the current input signal, assisting the
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Fig. 1. Pipeline of the AMN. The input to the AMN contains four modal information, namely, AF, FS, DS and TFI, of interference signals. Our model
consists of four modules: multi-modal information pre-processing, MISM, modal information extraction, and information fusion. Multi-modal information
pre-processing extracts four types of information. MISM, taking all or partial modal information as input, selects and activates the most appropriate modal
processing branch for the current input signal. Modal information extraction, taking all the modal information as input, is responsible for conducting feature
extraction of the corresponding modal information branch. Information fusion module is adopted to thoroughly explore and fuse information of different modal
information.

network in determining the optimal modal information input
for different samples of interference signals. This effectively
reduces the computational complexity of the network, while
maintaining accuracy.

B. Multi-Modal Information Pre-Processing

The multi-modal information pre-processing module is
responsible for extracting the four modal features, namely, AF,
TFI, FS and DS, from the interference signals. By obtaining
these modal representations, the network can leverage the
complementarity between different modalities and enhance its
overall recognition performance.

1) AF Modal Information: Nine AFs are elaborately
designed to enhance the representation of interference sig-
nals and provide valuable insights into key properties
of these signals. By treating AF as the distinct signal
modal information, their characteristics can be leveraged to
improve the analysis and understanding of the signals by the
AMN.

Time-domain kurtosis (TDK) can be formulated as

TDK =
E
(
(rre − µre)

4
)

+ E
(
(rim − µim)4

)
(σ4

re + σ4
im)

, (11)

where E(·) denotes the expectation operator, rre and rim

represent the real and imaginary parts of the received signal,
respectively. The mean values of rre and rim are denoted as
µre and µim, and the corresponding variances are denoted as
σ2

re and σ2
im, respectively.

The 3 dB bandwidth factor BF3dB can be written as

BF3dB =
W3dB

Wcogn
, (12)

where W3dB and Wcogn represent the 3 dB bandwidth of the
signal and the cognitive bandwidth, respectively.

Jamming detection bandwidth factor (JDBF) can be formu-
lated as

JDBF =
Wj

Wcogn
, (13)

where Wj indicates the estimated interference bandwidth.
Frequency-domain kurtosis (FDK) can be formulated as

FDK =
E
(
(P (k)− µP )4

)
σ4

P

, (14)

where P (k) is the power spectral density, also known as FS,
of the received signal, while µP and σP are the mean and
standard deviation of P (k), respectively.

Average spectral flatness coefficient (ASFC) can be written
as

ASFC =

√√√√ 1
La

La−1∑
k=0

(
Pp(k)− Pp

)2
, (15)

Pp(k) = P (k)− 1
Ls

Ls−1∑
i=0

PCir(k + i), (16)

where La and Ls are the predefined lengths of ASFC and
sliding window, respectively, while PCir(k + i) is the circular
shift sequence of P (k), and Pp denotes the mean of Pp(k).
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The ASFC serves as an indicator for determining whether a
significant impulsive component exists in the spectrum.

Square spectrum bandwidth factor (SSBF) can be expressed
as

SSBF =
W s

3dB

Wcogn
, (17)

where W s
3dB is the 3 dB bandwidth of the squared received

signal.
Second spectrum kurtosis (SSK) can be written as

SSK =
E
(
(Ps − µs)4

)
σ4

s

, (18)

where Ps is the power spectrum obtained from the fourth
power of the received signal, while µs and σs are the mean
and standard deviation of Ps, respectively.

Quartic spectrum bandwidth factor (QSBF) can be written
as

QSBF =
W q

3dB

Wcogn
, (19)

where W q
3dB refers to the 3 dB bandwidth obtained from the

fourth power of the received signal.
Differential signal spectrum kurtosis (DSSK) can be

expressed as

DSSK =
E
(
(Pq − µq)4

)
σ4

q

, (20)

where Pq is the power spectrum of the differential signal,
while µq and σq are the mean and standard deviation of Pq ,
respectively.

The temporal domain amplitude distribution of the input
signal can be represented by the definition of the TDK. The
value of the TDK reflects the sharpness of the distribution
or the level of concentration of the data around its center.
A higher TDK value suggests a sharper distribution, while a
lower TDK value indicates a flatter distribution.

The concept behind defining frequency domain parame-
ters is to capture the key characteristics of the interference
signal in a concise manner, aiming to reduce computational
complexity. This can be achieved by considering commonly
used frequency domain parameters such as signal bandwidth
and ripple. Additionally, the distribution of frequency domain
components can be reflected through parameters like FDK.

Considering that the bandwidth is a crucial and easily
understandable characteristic of a signal in frequency domain
analysis, it is reasonable to prioritize the bandwidth factor
when selecting frequency domain features for an interference
signal. To distinguish between broadband and narrowband
jamming, it is possible to define and extract a parameter known
as the JDBF and BF3dB from the jamming signal.

To assess the degree of energy concentration of an inter-
fering signal in the frequency domain and determine whether
it contains an impulse, we can use the ASFC. This measure
helps to reflect this characteristic by quantifying the variability
or spread of the impulse component within the frequency
spectrum of the signal.

These nine features are concatenated together to form a
one-dimensional AF modal information as XA ∈ RLa0 , where

La0 = 9 is the length of AF. These AF modal information can
provide valuable insights and contribute to a more comprehen-
sive analysis of the signals, leading to enhanced understanding
and potentially better decision-making.

2) TFI Modal Information: The TFI reflects the macro-
scopic characteristics of the signal’s frequency changes over
time. To capture the time-frequency characteristics of the inter-
ference signals, we employ the short-time Fourier transform
(STFT), formulated as

XT =

∣∣∣∣∣
NSTFT−1∑

n=0

r(n)wH(n−m) e
−j 2πkn

NSTFT

∣∣∣∣∣
2

, (21)

where m and k denote the discrete indices of time and
frequency, respectively, NSTFT is the number of points in
STFT, and the window function w(n) used is the Hamming
window, while wH(n) denotes conjugation of w(n).

The modal TFI, denoted as XT ∈ RHt0×Wt0×Ct0 , can be
converted into RGB images for input, where Ht0 ×Wt0 rep-
resents the resolution of the image, and Ct0 is the dimension
of feature channels.

3) FS Modal Information: FS, denoted as XF ∈ RLf0 ,
describes the microscopic characteristics of the signal spec-
trum. Specifically, the sequence XF is the squared moduli of
the NFFT-points fast Fourier transform (FFT) of r(n):

XF =
1

NFFT

∣∣∣∣∣
NFFT−1∑

n=0

r(n) e
−j 2πkn

NFFT

∣∣∣∣∣
2

, (22)

for 0 ≤ k ≤ NFFT − 1. In this case, the length Lf0 = NFFT.
4) DS Modal Information: DS exhibits frequency invari-

ance of the signal over time, which can be obtained as

XD =
1

NFFT

∣∣∣∣∣
NFFT−1∑

n=0

d(n) e
−j 2πkn

NFFT

∣∣∣∣∣
2

, (23)

for 0 ≤ k ≤ NFFT − 1, where the differential signal d(n) is
calculated from the received signal r(n) according to

d(n) = r(n + ∆) rH(n). (24)

The offset ∆ is set to 256 in this paper. DS can be expressed
as a one-dimensional (1D) sequence XD ∈RLd0 , with length
Ld0 = NFFT.

C. Modal Information Extraction Module

This module comprises four branches: the AF branch, TFI
branch, FS branch, and DS branch. CNNs are effective in
capturing local features by sliding convolutional kernels over
the input but they have limitation in capturing global features.
Transformer networks by contrast enjoy significant superiority
in capturing global features. Therefore, we leverage both the
global feature capturing capabilities of transformer networks
and the local extraction properties of CNNs.

1) Feature Extraction for AF: The feature extraction pro-
cess for AF, as depicted in the upper part of Fig. 1, involves
stacking 1D convolutional layers and transformer layers.
In particular, the processing of the convolutional layers can
be expressed as

XA′ = f1d-conv(XA; φ), (25)
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where f1d-conv(·; φ) represents a series of 1D convolution oper-
ations, and XA′ ∈RLa×Ca is the output with length La and
Ca feature channels, while φ stands for trainable parameters
of 1D convolutional layers. After the convolutional operations,
XA′ is further processed through stacked transformer layers.

Transformer is composed of an MSA module and a
feed-forward network (FFN). The MSA module is responsi-
ble for capturing global feature information, while the FFN
facilitates information interaction between feature channels.
Specifically, the MSA consists of h heads, and each head
calculates the information in the same manner, expressed as

Attention(Q, K, V ) = softmax
(

QKT

√
dt

)
V. (26)

In (26), (·)T denotes the transpose operator, dt = Ca

h , the query
matrix Q∈RLa×dt , the key matrix K∈RLa×dt and the value
matrix V ∈ RLa×dt are given by Q = XA′Wq , K = XA′Wk

and V = XA′Wv , respectively, where Wq, Wk, Wv ∈RCa×dt

are learnable matrices. To ensure the diversity of extracted
features, the MSA module computes information using a total
of h heads and then combines them together. This process,
which helps to capture different aspects of the input and
enhances the overall representation, can be expressed as

Ai = Attention
(
Qi, Ki, Vi

)
, 1 ≤ i ≤ h, (27)

XA′′ = concat
(
A1, A2, · · · , Ah

)
W, (28)

where Ai ∈ RLa×dt is the i-th head, XA′′ ∈ RLa×Ca is the
output of the MSA, and W ∈RCa×Ca is a learnable matrix

To facilitate inter-channel information interaction, the MSA
is followed by the FFN. The FFN, which consists of two layers
of multi-layer perceptron (MLP), can be expressed as

FFN
(
XA′′

)
= ω

(
XA′′W

′)W ′′, (29)

where the activation function ω is chosen to be the Gaussian
error linear unit (GELU), W ′ ∈ RCa×(r·Ca) and W ′′ ∈
R(r·Ca)×Ca are trainable matrices, in which r is referred to
as the expanding ratio.

To recap, the processing of AF is summarized as follows
X

(0)
A′ = f1d-conv

(
XA; φ

)
,

X
(l)
A′′ = MSA

(
NL
(
X

(l−1)
A′

))
+ X

(l−1)
A′ ,

X
(l)
A′ = FFN

(
NL
(
X

(l)
A′′

))
+ X

(l)
A′′ ,

(30)

where X
(l)
A′′ ∈RLa×Ca and X

(l)
A′ ∈RLa×Ca are the outputs of

the l-th layer MSA and FFN, respectively, and NL(·) repre-
sents the layer normalization. Let the number of transformer
layers for the AF branch be Na. Then the final output of the
AF branch is X

(Na)
A′ .

2) Feature Extractions for FS and DS: As can be seen from
the middle part of Fig. 1, the FS and DS branches adopt the
same structure as the AF branch. Therefore, they have similar
feature extraction processes as that of AF, and we denote their
output features by X

(Nf )
F ′ ∈ RLf×Cf and X

(Nd)
D′ ∈ RLd×Cd ,

respectively, where Nf and ND are the numbers of transformer
layers in the FS and DS branches, and Lf and Ld denote the
output lengths of FS and DS, respectively, while Cf and Cd

represent the corresponding feature dimensions.

Fig. 2. Structure of DTM. Different colors signify various windows, and
WMSA conducts MSA operations within each of these designated segments.

3) Feature Extraction for TFI: As shown in the bottom part
of Fig. 1, several 2D convolutional layers are employed to
extract the details and local features of XT , which can be
expressed as

XT ′ = f2d-conv
(
XT ; η

)
, (31)

where f2d-conv(·; η) represents this feature extraction operation
with learnable parameters η, and XT ′ ∈ RH×W×Ct denotes
the output features.

To adapt the input form for the transformer, XT ′ can be
divided into multiple feature blocks, which are sequentially
concatenated to form a sequence. Specifically, the size of each
feature block is defined as p×p, and XT ′ ∈RH×W×Ct can be
evenly partitioned into E =W×H/p2 feature blocks. The i-th
feature block is denoted as xi ∈RCt′ , where Ct′ is given by
Ct′ = p2×Ct. These feature blocks are concatenated to form a
sequence Xp =

[
x1, x2, · · · , xE

]
∈RE×C′t . The computational

complexity Ψ(·) of MSA can be written as

Ψ(MSA) = 4EC2
t′ + 2E2Ct′ . (32)

It can be seen that the computational complexity of MSA and
FFN grows quadratically with the number of feature blocks E.
When the size of the TFI input is large, the number of feature
blocks E increases dramatically, resulting in a substantial
computational cost for the MSA operation.

To address the aforementioned challenge, a low-complexity
dual transformer module (DTM) is introduced. Drawing inspi-
ration from [46], the DTM incorporates a window-based
multi-head self-attention (WMSA) operation, which partitions
the input into multiple windows to effectively reduce compu-
tational complexity.

As illustrated in Fig. 2, the DTM consists of both WMSA
and MSA operations. The WMSA focuses on capturing char-
acteristics within each window, while the MSA aims to extract
global characteristics between windows. The input tensor,
denoted as Xp, is divided into E/r2 windows, where each
window has a size of r2. Thus, Xp can be written as Xp ∈
RE/r2·r2×C′t . MSA operations are performed in each window.
Since r2 is considerably smaller than E, the WMSA operation
significantly reduces the computational complexity, compared
to the standard MSA. This approach enables the DTM to
achieve a low-complexity solution.

However, the WMSA operations performed within each
window pose a challenge in terms of effectively interacting
with information between windows, which inevitably impacts
the prediction performance. In other words, WMSA operations
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deviate from the original intention of designing global feature
extraction. To address this issue, the MSA is employed to
enhance the flow of information between windows. A rep-
resentative of each window can be selected, resulting in a
total of E/r2 representatives. For ease of implementation,
a representative is randomly selected from each window
in this paper. These representatives can interact with each
other through the MSA operation. Finally, each representa-
tive is fused back into its original window by element-wise
summation, facilitating the exchange of information between
different windows. During the summation, each representative
is broadcasted (copied) to the widow size. The computa-
tional complexity of this low-complexity DTM can be written
as

Ψ(DTM) = 4
(

1 +
1
r2

)
EC2

t′ + 2 r2

(
1 +

E

r6

)
ECt′ .

(33)

Let the number of DTMs be Nt. We obtain the final output
of the TFI branch as X

(Nt)
T ′ ∈ RLt×Ct , where Lt and Ct

are the length and feature dimension of the output, respec-
tively. When E is set to 600, r to 5, and Ct′ to 64, the
ratio Ψ(DTM)/Ψ(MSA) is found to be 8%, highlighting the
computational complexity advantage that DTM exhibits.

D. Information Fusion Module

The output features of the AF, FS, DS and TFI branches
are denoted as X

(Na)
A′ , X

(Nf )
F ′ , X

(Nd)
D′ and X

(Nt)
T ′ , respectively.

To obtain the recognition probability for each branch, the
obtained features are fed into the globe average pooling
(GAP) operation along spatial dimension and the fully con-
nected layers, followed by a softmax function. For example,
the output probability of the TFI-branch can be expressed
as

Gt = FC
(
X

(Nt)
T ′

)
, (34)

where Gt is the recognition probability obtained from the TFI-
branch, and we have omitted the GAP function. Similarly,
the probabilities corresponding to the AF, DS, and FS can be
obtained as Ga, Gd and Gf , respectively.

We employ two straightforward approaches, namely, prob-
abilistic fusion (PF) and feature fusion (FF), to fuse the
information from the four modalities. Specifically, the PF
approach with equal weighting can be expressed as

GPF =
1
4
(
Ga + Gt + Gd + Gf

)
, (35)

where GPF denotes the probability after fusion.
The FF method first combines the features from different

branches by concatenating them. The concatenated features are
then passed through a fully connected layer with a softmax
function, to calculate the final probability according to

GFF = FC
(
X

(Na)
A′ , X

(Nf )
F ′ , X

(Nd)
D′ , X

(Nt)
T ′

)
. (36)

In (34) and (36), we have omitted the softmax function.

1) Gradient Imbalance Phenomenon: Gradient imbalance
in modal optimization is an inevitable phenomenon [48].
To illustrate this, consider the PF method as an example. For
the FF method, the derivation and conclusion are similar.

Denote the four modal extraction functions as XA′(·|θA),
XF ′(·|θF ), XD′(·|θD) and XT ′(·|θT ), where θA, θF , θD

and θT are learnable parameters for the AF, FS, D and
TFI, respectively. Let the weights of the corresponding fully
connected classifiers be WA, WF , WD and WT . The PF
probability output for the k-th input xk can be expressed as

G
(
xk

)
= WAXA′

(
xk|θA

)
+ WF XF ′

(
xk|θF

)
+ WF XD′

(
xk|θD

)
+ WT XT ′

(
xk|θT

)
. (37)

For simplicity, the bias terms are omitted. The true label of the
input xk is denoted as yk, and the cross-entropy loss function
L is expressed as

L = − 1
N

N∑
k=1

log

(
eG(xk)yk∑M

m=1 eG(xk)m

)
(38)

where N and M are the numbers of samples and categories,
respectively, while G(xk)m denotes the output for class m.

The parameters associated with each modality are updated
using gradient descent. We take the TFI update as an example
(other modalities are similar), which can be expressed as

W t+1
T = W t

T − µ
∂L (W t

T )
∂WT

= W t
T − µ

1
N

N∑
k=1

∂L
∂G (xk)

XT ′ (xk|θT ) , (39)

θt+1
T =θt

T − µ
∂L (θt

T )
∂θT

= θt
T − µ

1
N

N∑
k=1

∂L
∂G (xk)

∂ (W t
T XT ′ (xk|θT ))

∂θt
T

, (40)

where the superscript t denotes the iteration index, W t
T is

the weight at the t-th iteration, and µ is the learning rate.
It can be observed that the update of each modal parameters is
largely independent of the other modalities, except for the term

∂L
∂G(xk) . This implies that when a particular modality exhibits
high confidence, it will play a dominant role in fusion process.
As a result, the network will prioritize this modality, paying
more attention to this modality, and potentially ignore the other
modalities, making the other modalities insufficiently updated.

2) Adaptive Gradient Modulation: Our propose AGM
strategy specifically addresses the aforementioned gradient
imbalance problem and enables the network to updating dif-
ferent modalities simultaneously. We take the single modality
v∈{A, F, D, T} update as an example. The stochastic gradient
descent (SGD) can be expressed as

θt+1
v =θt

v − µ
∂L (θt

v)
∂θv

= θt
v − µg

(
θt

v

)
, (41)

where g (θt
v) denotes the full gradient. An unbiased estimation

of g (θt
v) can be formulated as

g
(
θt

v

)
=

1
Bt

∑
x∈Bt

∂lBt
(θt

v)
∂θv

, (42)
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where Bt denotes mini-batch, and lBt
is the cross-entropy loss

function over Bt.
We define a performance factor χt

v of modality v, which
reflects the relative convergence speed of the individual modal-
ity v during joint multimodal training, and it is expressed as

χt
v =

∑
k∈Bt

γt
v,k

χt
mean

, (43)

γt
v,k =

M∑
i=1

Ii=yk
softmax

(
W t

vXv′
(
xk|θt

v

))
i
, (44)

where I denotes indicator function, γt
v,k reflects the recogni-

tion confidence of modality v, and softmax(·)i denotes the i-th
term of softmax output, while χt

mean represents the average
convergence speed of the different modalities, formulated as

χt
mean =

1
4

∑
k∈Bt

(
γt

A,k + γt
F,k + γt

D,k + γt
T,k

)
. (45)

Therefore, a gradient adjustment factor at the t-th iteration
corresponding to the mode v can be introduced as

kt
v =

{
1− κ

(
sigmoid

(
χt

v

)
− 0.5

)
, χt

v > 1,

1, otherwise,
(46)

where κ is a hyper-parameter, which is set to 1 in this paper.
With kt

v , the SGD update of the modal v (41) is modified as

θt+1
v = θt

v − µkt
vg
(
θt

v

)
. (47)

E. Modal Information Selection Mechanism

The fusion of the multimodal information enjoys signif-
icant superiority in terms of prediction accuracy. However,
processing multiple modal information imposes higher compu-
tational cost. Our MISM addresses this issue by selecting the
appropriate modal branch based on the current input sample,
allowing the AMN to reduce computational complexity while
maintaining high prediction accuracy. In other words, the
MISM enables the network to handle multimodal data with
improved efficiency and effectiveness by utilizing computa-
tional resources more wisely. To achieve this, the MISM
incorporates a policy network as a selection switch to choose
the suitable modal branches for each sample. This policy
network is trained using reinforcement learning technique so
that it learns to make optimal decisions on which modal
branches to activate, based on the characteristics of the input
sample.

We choose a low-overhead policy network with partial
modal information as its input so that the cost of running
it is negligible compared to modal extraction branches. This
policy network takes partial modal information x as input and
produces an output of (K+1)-dimensional vector as:

o =
[
o1, · · · , ok, · · · , oK , oK+1

]
= fpolicy(x; ϕ), (48)

where fpolicy is the policy network with trainable parameters ϕ,
ok is the probability of executing the k-th modal branch, 1≤
k≤K, and oK+1 is the probability of extracting all the input
modal information and performing modal fusion. An action
vector is defined as u =

[
u1, · · · , uk, · · · , uK+1

]
. If uk = 1,

the k-th modal branch is executed, while if uk = 0, the k-th
branch is not executed. The action uk is selected based on ok,
and the output distribution of the policy network is given by

πϕ(u|x) =
K+1∏
k=1

(
1− ok

)1−ukouk

k . (49)

The selection of the modal processing branch for the current
sample is determined by the action vector u according to

k⋆ = arg max
k∈{1,2,··· ,K+1}

uk, (50)

where k⋆ denotes the selected branch. In this paper, K = 4.
The final predicted category is determined according to

ŷ = arg max
y∈{1,2,··· ,M}

G
(
XA, XT , XF , XD|k⋆

)
, (51)

where G
(
XA, XT , XF , XD|k⋆

)
∈RM is the prediction prob-

ability by the k⋆-th modal branch determined by the policy
network. For simplicity, the branch index k∗ is omitted below.

Depending on the chosen branch determined by the policy
network, the reward signal R(u) can be obtained, which
reflects the network accuracy and computational efficiency
associated with the decision. R(u) can be expressed as

R(u) =

{
1− Ĉ(u), ŷ = y,

ρ, otherwise,
(52)

where Ĉ(u) denotes the normalized computational cost, which
is the ratio of the utilized computing resources, associated
with action u, to the total available computing resources.
The reward function encourages the network to minimize
computational costs when the predicted category is correct
under the decision u. Conversely, the reward function applies
a penalty ρ when the predicted category is incorrect. The
policy network can be optimized by maximizing the following
expected reward:

J = Eu∼πϕ
(R(u)), (53)

Since the reward function R(u) is non-differentiable, a policy
gradient method [49] is employed to perform the optimization.

F. Training and Testing Procedure

The training samples are represented as {Xi, yi}N
i=1, where

Xi is the i-th training sample and yi is the correspond-
ing label, while N is the number of training samples.
{Xi}N

i=1 are processed by multimodal pre-processing to yield
{XA,i, XT,i, XF,i, XD,i}N

i=1, where XA,i, XT,i, XF,i and
XD,i are the i-th AF, TFI, FS and DS training samples,
respectively. During the training process, the parameters of
the AMN are updated using the cross-entropy loss function:

L = −
N∑

i=1

yi log (G(XA,i, XT,i, XF,i, XD,i)) , (54)

where G(XA,i, XT,i, XF,i, XD,i) denotes the prediction prob-
ability of the AMN, which can be the function of single
modality or multiple modalities, determined by the MISM
module. Algorithm 1 summarizes the training and testing
procedure for the proposed AMN.
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Algorithm 1 Training and Testing Procedure of AMN

Input: Training data {Xi, yi}N
i=1, total training epochs

Ep, B mini-batches in each epoch, testing data
{Xti}

N ′

i=1

Output: Predicted interference types {ŷti
}N ′

i=1 for test
samples {Xti

}N ′

i=1.
1 Process multimodal information{

XA,i, XT,i, XF,i, XD,i

}N

i=1
from {Xi}N

i=1 by (11)–(24);
2 Construct modal extraction module XA′(·|θA),

XF ′(·|θF ), XD′(·|θD) and XT ′(·|θT );
3 Construct modal fusion PF by (35) or FF by (36);
4 if end-to-end training then
5 for i = 1, 2, · · · , Ep do
6 for j = 1, 2, · · · , B do
7 Obtain modal features X

(Na)
A′ , X

(Nf )
F ′ , X

(Nd)
D′

and X
(Nt)
T ′ , and GPF or GFF during forward

propagation;
8 Calculate gradient adjustment factor kt

v for
different modalities by (46);

9 Update parameters θv by (47);
10 end
11 end
12 Fix parameters of θA, θF , θD and θT ;
13 Construct policy network fpolicy(·; ϕ);
14 for i = 1, 2, · · · , Ep do
15 for j = 1, 2, · · · , B do
16 Calculate R(u) by (52);
17 Update parameters ϕ by maximizing (53);
18 end
19 end
20 Save all the learnable parmeters of AMN;
21 else
22 Load the AMN model;
23 for i = 1, 2, · · · , N ′ do
24 Process multimodal information

{XA,ti
, XT,ti

, XF,ti
, XD,ti

}N ′

t=1 from {Xt}N ′

t=1;
25 Obtain predicted ŷti

by ŷti
=

arg max
y∈{1,2,··· ,M}

G
(
XA,ti

, XT,ti
, XF,ti

, XD,ti

)
;

26 end
27 end

IV. SIMULATION STUDY

Extensive experiments are conducted to validate the effec-
tiveness of the proposed AMN. We also perform a series of
simulations to assess the impact of different modalities on
accuracy, evaluate the superiority of the DTM, and demon-
strate the effectiveness of the MISM.

A. Simulation Setup
The simulation dataset is generated by Matlab2018.

It includes seven types of interference patterns: BFSK, MT,
BPSK, CW, LFM, PBN and SFM. The parameters correspond-
ing to the center frequency and bandwidth of each interference
sample are randomly varied. The interference signal is often

TABLE II
THE STRUCTURES OF FOUR MODALITIES IN AMN

emitted by a highly mobile unmanned aerial vehicle (UAV) or
jamming vehicle, resulting in a direct path and high jamming
power. This type of signal significantly impacts the cooperative
communication link, leading to a Rice channel model for the
interference signal. For the channel model, a single-path Rice
channel with a Rice factor of 10 dB is considered.

In the experiments, the batch size of 64 and the SGD
optimizer are adopted. The maximum number of epochs is
set to 50. The initial learning rate is 0.001, and learning rate
decays by a factor of 0.1 for every 30 epochs. The training
and test samples are 1000 and 100, respectively, under each
interference type and each interference-to-noise ratio (INR).
The INR value varies from −20 dB to 10 dB at 2 dB intervals.

B. Recognition Performance of Different Modalities
Table II summarizes the network structures of the four

modalities in the AMN. The input to the AMN contains 4 mul-
timodal information (AF, FS, DS and TFI). Conv1d(16, 1, 1)
represents a 1D convolutional layer with 16 feature chan-
nels, a convolutional kernel size of 1 and a stride of 1.
Conv2d(16, 3× 3, 2) represents a 2D convolutional layer with
16 channels, a 3 × 3 convolutional kernel and a stride of 2.
Maxpool(2) indicates maximum pooling with a size reduction
of 2 times. Dense(7) denotes the fully connected layer with
seven neurons. BN and rectified linear unit (Relu) denote
the batch normalization and activation function, respectively.
To extract global features, the automatic feature extraction of
each type of modality contains the transformer structure. The
transformer of the TFI uses the DTM to reduce the complexity.

The numbers of learnable parameters and floating-point
operations (FLOPs) for different modal extraction branches
are reported in Table III. It can be seen that the AF modality
has the lowest number of FLOPs, compared to the other
modalities, since the AF input contains only 9 features. As for
the TFI modality, which involves a 2D image input, the DTM
is employed to reduce the complexity.

Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on December 13,2024 at 11:07:41 UTC from IEEE Xplore.  Restrictions apply. 



18586 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 23, NO. 12, DECEMBER 2024

TABLE III
COMPUTATIONAL COMPLEXITY OF EACH MODALITY

Fig. 3. Recognition accuracy of different modal information.

TABLE IV
AVERAGE RECOGNITION PERFORMANCE OF DIFFERENT

MODAL INFORMATION

Fig 3 depicts the recognition performance of the dif-
ferent modal information, where the square spectrum (SS)
and quadratic spectrum (QS) of the interference signals are
compared with AF, FS, DS and TFI. SS is the frequency
sequence of the squared received signal, while QS is the
frequency sequence of the quadratic term of the received
signal. Both SS and QS can also serve as modal information
for the interference signal. In general, the recognition accuracy
increases as the INR increases. This is because as the INR
increases, the interference signals are less affected by noise,
making them easier to recognize. Clearly, the recognition
performance varies across different modal information. Certain
modalities are more susceptible to noise and fading, while
others demonstrate better robustness. Specifically, SS and QS
exhibit much lower identification capability compared to AF,
FS, DS and TFI. In our experiments, we find that SS performs
well in recognizing BPSK but it does not distinguish other
interference signals effectively, resulting in poor overall recog-
nition performance. Therefore, we do not use SS and QS as
modal information in the subsequent experiments. For our four
modalities, AF and FS outperform AS and DS, particularly at
low INRs, indicating their advantageous performance under
low INRs. DS achieves the worst recognition performance
compared with the other three modalities. But at high INRs
(greater than 0 dB), all the four modalities attain near 100%
accuracy.

Table IV lists the average recognition accuracies for the
different modal information. It can be seen that the recog-
nition accuracies of FS and TFI are similar, both reaching
approximately 81%. The recognition accuracy of AF reaches

TABLE V
FLOPS OF DIFFERENT MODELS

Fig. 4. Recognition accuracy comparison of different networks with TFI
modal information.

TABLE VI
AVERAGE RECOGNITION PERFORMANCE OF DIFFERENT NETWORKS WITH

TFI MODAL INFORMATION

77.97%, while imposing the lowest computational complexity.
The average recognition accuracies of QS and SS are only
17.33% and 22.88%, respectively.

C. Performance Comparison With Existing Methods
We now demonstrate the superiority of the proposed AMN

over existing networks by evaluating the recognition perfor-
mance of our AMN as well as different existing networks with
the TFI modal information. The networks compared include
CNN [31], ResNet [32], ResNext [33], VIT [45] and SWIN
[46]. First Table V compares the computational complexity of
these evaluated networks. It can be seen that the computational
complexity of these models are approximately the same.

Fig. 4 depicts the recognition accuracies of different models
with TFI. Observe that the proposed AMN demonstrates
superior recognition performance compared to the existing
models. At INR = −10 dB, the recognition accuracy of
the proposed method surpasses those of ResNext, SWIN,
VIT, Resnet and CNN by 7%, 12%, 18%, 23% and 30%,
respectively. Furthermore, at high INRs, our method can
reach approximately 100% accuracy, while the other methods
cannot. This notable improvement can be attributed to the
proposed DTM, which enables the extraction of both local
and global features while effectively reducing computational
complexity.

The average recognition performance of the six models with
TFI are given in Table VI, where it can be seen that our
AMN exhibits a higher average accuracy for wireless interfer-
ence recognition compared to the other models. Furthermore,
we eliminate the MSA for window information fusion from the
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Fig. 5. Fusion performance of FF(AF+TFI) in comparison with the
performance of using AF and TFI alone.

Fig. 6. Recognition accuracy of PF for all modalities (AF, FS, TFI, DS)
without and with AGM.

DTM and observe a performance decrease of approximately
2%. This finding underscores the critical role of the MSA in
facilitating effective interaction among windowed information,
thereby proving its significance within the proposed DTM
framework.

D. Fusion Performance of Modal Information

In the traditional algorithms, AF is commonly used as
input for feature-based methods. We utilize AF as a modality
and fuse it with other modalities to enhance the recognition
performance. Fig. 5 illustrates the performance improve-
ment achieved by fusing the AF and TFI modalities, where
FF(AF+TFI) denotes the feature fusion of AF and TFI. The
results show that AF can serve as valuable modal information
for the interference signal and effectively enhance the recogni-
tion accuracy. Also AF modality has low complexity and does
not introduce high computational cost to the fusion process.
In contrast, existing methods treat AF as conventional features
without considering its potential as refined information to
boost the performance of DL-based methods.

Next, we validate the effectiveness of the proposed AGM.
The performance of PF and FF for all the modalities without
and with the AGM are given in Figs. 6 and 7, respectively.
It can be seen that the AGM strategy does improve the

Fig. 7. Recognition accuracy of FF for all modalities (AF, FS, TFI, DS)
without and with AGM.

Fig. 8. Recognition accuracy of different interference patterns using
FF+AGM.

recognition accuracy. This performance enhancement can be
attributed to the dynamic adjustment of gradients during the
training process. Specifically, it increases the gradient of the
under-optimized modality while suppressing the gradient of
the better-optimized modality.

Fig. 8 presents the recognition accuracy of FF+AGM for
each type of interference. It can be seen that the accuracy can
reach 95% at INR =−20 dB for CW interference. However,
the recognition accuracy of SFM is much poorer at low INRs,
and the accuracy only reaches 95% at at INR = −10 dB.
This is primarily due to SFM’s vulnerability to be confused
with LFM interference. The inherent similarity between these
two FM signals leads to such confusion. Fig. 9 shows the
confusion matrices for INRs of −12 dB and 0 dB. At INR =
−12 dB, there appears to be confusion between LFM and SFM
signals, while at INR = 0 dB, all the signals are correctly
classified.

We present the performance outcomes following a two-
by-two fusion process for various modalities, as depicted in
Fig. 10. Observing the figure, it is evident that the combined
performance matches or surpasses the best performance of
the individual modality. Notably, in the scenario involving the
fusion of TFI with either AF or FS, the fused performance
exhibits a clear superiority. We have elucidated a fusion
principle that governs the amalgamation of two operational
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Fig. 9. Confusion matrix.

Fig. 10. Fusion performance for various modalities.

modalities. When one modality exhibits a pronounced perfor-
mance superiority, the resultant combined performance closely
aligns with that of the dominant modality. Conversely, in sit-
uations where each modality thrives in separate contexts (for
example, AF and FS excel at low INR while TFI does so at
high INR), the collaborative performance of these modalities
significantly boosts overall effectiveness. TFI has the macro-
scopic characteristics of the interfering signal, and AF portrays

TABLE VII
MISM WITH DIFFERENT PENALTY VALUES ρ

Fig. 11. Convergence speed of the reward function for MISM under various
penalty factors.

the microscopic statistical characteristics, and the fusion of the
two exhibits the best performance.

E. Modal Information Selection Mechanism
To achieve a fast computing speed and lightweight strategy,

we choose to use a subset of modalities x = [TFI, AF] as
the input to the MISM. TFI goes through a 3 × 3 separable
convolution with 16 channels and GAP, and AF is processed
through a fully connected layer with 16 neurons. The outputs
of both pathways are concatenated and passed through a
fully connected layer with 5 neurons, representing the five
strategies: AF, FS, DS, TFI, and FF+AGM. The MISM com-
prises only 587 learnable parameters, a number significantly
smaller than the computational load of processing different
modalities. Consequently, computational complexity of the
policy network is almost negligible compared to the computa-
tional complexity of processing multimodal information. The
proportion of network selection for each branch, recognition
performance and computational complexity as the functions
of penalty factor ρ are listed in Table VII. It can be seen
that the penalty factor trades of performance with complexity.
A lower ρ value enhances accuracy while imposing higher
computational complexity. We simulate the convergence speed
of the reward function for MISM under various penalty
factors (ρ = −0.1, ρ = −1 and ρ = −1.5) as depicted
in Fig. 11. The results reveal that MISM reward function
converges within a few epochs, suggesting swift training speed
for MISM.

Multimodal learning significantly enhances the inter-
pretability of neural networks by leveraging the processing
and integration of diverse information from multiple sources
and in various forms. By merging features from different
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modalities, multimodal learning enables the network to grasp
the comprehensive context of a complex scenario. For instance,
combining AF and TFI allows for a more precise under-
standing of entities and their meanings in both domains. This
integration not only boosts the model’s performance but also
enhances interpretability by clearly indicating which AF infor-
mation correlates with specific TFI features, offering a tangible
framework for understanding decision-making. The neural
network demonstrates varying behaviors upon integrating dif-
ferent modalities. Through the analysis of the differences
between the pre-fusion and post-fusion conditions, we gain
a deeper understanding of the neural network’s operational
mechanisms. Particularly, when each modality has its own
strengths, the network shows a pronounced preference for
harnessing the synergistic effects of the diverse modalities,
thereby highlighting its tendency to learn from the comple-
mentary insights they offer.

V. CONCLUSION

We have proposed an AMN for wireless interference recog-
nition, which combines different modal information, including
notably AF, as the network input and intelligently selects the
appropriate modal information for processing to achieve high
recognition accuracy, while reducing the computational costs
of multimodal information. Our network structure has adopted
joint convolution and transformer to effectively extract both
local and global features from different modal information.
To reduce the complexity of MSA in transformer, DTM has
been proposed. We have also introduced an AGM strategy
during multimodal training to attain better network fusion
performance. Additionally, MISM has been proposed, which
strikes a balance between computational complexity and accu-
racy. The effectiveness of the proposed algorithms has been
verified through extensive simulations.
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