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ABSTRACT 
A novel blind equalisation scheme is developed based 
on maximum likelihood (ML) joint channel and data 
estimation. In this scheme, the joint ML optimisation 
is decomposed into a two-level optimisation loop. An 
efficient version of genetic algorithms (GAS), known as 
a micro GA, is employed at the upper level to identify 
the unknown channel model and the Viterbi algorithm 
(VA) is used at  the lower level to provide the maxi- 
mum likelihood sequence estimation of the transmitted 
data sequence. The proposed GA based scheme is ac- 
curate and robust, and has a fast convergence rate, as 
is demonstrated in simulation. 

1 INTRODUCTION 
This paper considers blind equalisation based on r,he 
approach of ML joint channel and data estimation. 
When both the channel and transmitted data sequence 
are unknown, in theory, their optimal estimates tan 
be obtained via the ML optimisation over channel and 
data jointly. The computational requirement of such a 
joint optimisation is, however, prohibitively large. In 
practice, approximations are adopted. A straightfor- 
ward way is to  employ a batch iterative process between 
data decoding and channel estimation [l]. Seshadri 
[2] presented a recursive algorithm for performing joint 
channel and data estimation. This algorithm may be 
viewed as an "enhanced" VA that retains several sur- 
viving sequences and associated channel estimates for 
each state of the trellis. The quantized channel algo- 
rithm [3] is a batch procedure that maintains a family 
of candidate channels with discrete parameters. Each 
channel model is used by the VA to decode data, and 
the algorithm selects the most likely quantized chan- 
nel. The present study proposes a novel scheme for 
joint channel and data estimation using GAS [4]-[7]. 

We show that GAS are ideal for performing a ML joint 
channel and data estimation when combining with +,he 

VA. A two-layer strategy is suggested. At the top layer, 
a micro GA [6] searches the channel parameter space to  
optimise the ML criterion. The bottom layer consists of 
a number of VA units, one for each member of the chan- 
nel population provided by the GA. Each VA unit de- 
codes data based on the given channel model and feeds 
back the corresponding likelihood metric to the GA. 
Compared with other existing methods for joint chan- 
nel and data estimation, the GA based scheme is more 
accurate. Simulation results also demonstrate that the 
GA based method is robust and has a fast convergence 
rate in terms of the total number of VA evaluations. 

2 MAXIMUM LIKELIHOOD 
BLIND EQUALISATION 

The channel is modelled as a finite impulse response 
filter with an additive noise source. Specifically, the 
received signal at sample /e is given by 

nm- l  

r (k)  = ais(~c - i) + e(k> (1) 
i = O  

where n, is the channel length, ai are the channel taps, 
e(lc) is a Gaussian white noise with variance CT;, and 
the symbol sequence { s ( k ) }  is independent. We will 
assume that the M-PAM scheme is used. The signal 
to noise ratio (SNR) of the system is defined as 

n,-1 

SNR = U: (x a:) /U," 

i=O 

where uf is the symbol variance. 

When the channel is unknown and no training sequence 
is available, joint channel estimation and data detection 
can be performed based on the ML criterion. Let 

r = [r(1)  r ( 2 ) . . . ~ ( ~ ) ] ~  
s =  [s(-n, + 2 ) .  . .S(O) s(1). . . S ( N ) ] T  (3) 
a =  [a0 al.. .an.-lIT 
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be the vector of N received data samples, the trans- 
mitted data sequence and the channel tap vector, re- 
spectively. The probability density function of r con- 
ditioned on a and s is 

The joint MI, estimate of a and s is obtained by maxi- 
mizing p(rla, s )  over a and s jointly. Equivalently, the 
ML solution is the minimum of the cost function 

that is, 

r 7 

In theory, (a*, s * )  can be obtained. However, such an 
optimal solution is certainly too expensive to  compute 
except for the simplest case. In practice, suboptimal 
solutions are adopted for computational efficiency. 

The joint minimisation process (6) can be performed 
using an iterative loop first over the data sequences s 
and then over all the possible channels a 

(a*, s*> = arg [ m$ ( m p  J(a, s )  ) ] (7) 

The inner optimisation can be carried out using the 
VA. In order to obtain the true optimal solution, the 
outer optimisation must be performed over all the pos- 
sible channels a, the complexity of which is generally 
prohibitive. Usually, suboptimal solutions are sought 
by constraining the search to a finite set. For exam- 
ple, the quantized channel algorithm [3] uses a family 
of 2 n a  quantized channels. GAS are natural choices for 
performing the outer optimisation in (7). 

3 GENETIC ALGORITHMS 
The first step in applying GAS is to encode the pa- 
rameters to be optimised. We use the popular binary 
encoding [4]. A simple GA usually consists of three op- 
erations, namely selection, crossover and mutation [5], 
at each cycle. An “elitist” strategy [7], which automat- 
ically copies a few of the best solutions in the popu- 
lation into the next generation, is often incorporated. 

In the crossover operation, we adopt multiple crossover 
points [5], and the number of crossover points in our 
application is equal to the number of the parameters. 

The version of GA adopted is the micro GA [6]. The 
population size used in a micro GA is much smaller 
than those used in “standard” GAS. Simply adopting 
a very small population size and letting the search con- 
verge just once, however, is not very useful apart from 
quickly allocating some local optimum. Therefore, in a 
micro GA, after the search has converged, the popula- 
tion is reinitialised with random values while the best 
individual found so far is automatically copied to the 
newly generated population. The reinitialisation is re- 
peated until no further improvement can be achieved. 

A population size of 5 was suggested in [6] for the 
micro GA. Generally, however, the more complex the 
search space is, the larger the population size should 
be. In our application, the population size np is given 
by np = 5 x n,. This is still considerably smaller than 
a typical population size used by standard GAS. In our 
implementation, the crossover rate is set to  1.0, and the 
mutation rate is set to 0.0 (no mutation) as the reini- 
tialisation of the population will keep the diversity of 
potential solutions fairly well. Due to  the small popu- 
lation size of micro GA, the tournament selection [5],[6] 
is used in choosing parents for reproduction. 

I I 

VA 1 VA np 

Figure 1: GA based scheme for joint 
channel and data estimation. 

4 THE PROPOSED GA 
BASED SCHEME 

The proposed scheme is depicted in Fig 1. The oper- 
ations of the algorithm involves an initialisation phase 
and two loops. In the initialisation, a set of channel 
vectors {ai}:& is randomly chosen. The inner loop is 
summarized as follows: 

S tep  1. For 1 5 i 5 np,  t,he i-th VA unit decodes data. 
based on the given a i ,  and feeds back the likelihood 
metric associated with the detected sequence, which is 
the fitness function value f.l corresponding to a i .  
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Step 2. If the convergence test for the current popula- 
tion is satisfied, the inner loop is terminated. Otjher- 
wise, a new generation of { a i } ~ ~ l  is generated, and the 
algorithm goes back to step 1. 

After the inner loop has converged, the population is 
reinitialized, and the inner loop restarts. If the best 
solutions found after two consecutive reinitializations 
remain unchanged, the outer loop is terminated. The 
channel length n, is assumed to be known but the ef- 
fects of incorrect channel length will be investigated. 
It is assumed that the channel is normalised. This as- 
sumption is realistic since the channel energy can al- 
ways be estimated. The search range for each paratme- 
ter is therefore (-1, 1). 

The quantized channel algorithm [3] has a similar form 
to the GA based method in the sense that it also 
employs a family of channel models. Our GA based 
method has a faster convergence rate in terms of the 
total number of VA evaluations. Seshadri's algorithm 
[a] is widely regarded as one of the best approaches 
for joint channel and data estimation. It is a recursive 
algorithm and has considerable computational ad van- 
tages. Our GA method, however, i s  much more accu- 
rate, as will be demonstrated in the simulation study. 

5 SIMULATION STUDY 

Simulation was conducted to test the proposed GA 
scheme using two channels with the impulse response: 

Channel 1 
Channel 2 

a = [0.407 0.815 0.407IT 
a = C0.227 0.460 0.688 0.460 0.227IT 

In practice, the performance of the algorithm can only 
be observed through the estimated mean square error 
(MSE). In simulation, the performnance can also be 
assessed by the estimated mean tap error (MTE): 

MTE = 115 - all2 (8) 

where ii is the best channel model in the population. 

Figs. 2 to 5 depict the MTE performance versus the 
number of VA evaluations for 2-PAM and 8-PAM sym- 
bols, respectively. These results were obtained assum- 
ing correct na and were averaged over 100 different 
runs. Compared with the results of using the quantized 
channel algorithm given in [3], the GA based scheme 
required a smaller number of VA evaluations to achieve 
a same level of performance. The final results obtaiined 
by the GA based method were also more accurate. 

Channel 1,2-PAM 
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Figure 2: MTE as a function of VA evaluations 
averaged over 100 runs. 50 data samples used. 
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Figure 3: MTE as a function of VA evaluations 
averaged over 100 runs. 100 data samples used. 
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Figure 4: MTE as a function of VA evaluations 
averaged over 100 runs. 100 data samples used. 
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Figure 5: MTE as a function of VA evaluations 
averaged over 100 runs. 200 data samples used. 
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Table 1 shows the means and variances of the MTE 
over 100 runs for channel 1. It can be seen that con- 
vergence of the GA bmed scheme is consistent as is 
evident from the very small estimation variances. Ta- 
bles 2 and 3 compare the MTEs and the numbers of 
received data samples used for the GA method and Se- 
shadri’s algorithm. The results of Seshadri’s algorithm 
were estimated from the graphs in [2 ] .  Our GA method 
is clearly much more accurate. This advantage is ob- 
tained at the cost of computational complexity. 

2-PAM 
300 VA calls 

8-PAM 
500 VA calls 

Channel 1,4-PAM 

.------?NE!-! 
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-20 
-22 
-24 

1 2 3 4 5 6  
Estimated Channel Length 

Figure 6: MSE as a function of estimated 
channel length averaged over 100runs. 

In reality the channel length is unknown and has to be 
estimated. A simple solution is to run the GA based 
method with a set of different lengths. Fig. 6 illus- 
trates the MSE performance versus the estimated chan- 
nel length. As expected] when the estimated channel 
length is correct, the MSE curve achieves the mini- 
mum. In this way, the correct channel length can be 
identified. 

SNR MTE 
10 dB 1.70 x f 3.97 x 
20 dB 3.47 x k 1.99 x 
30 dB 1.05 x f 2.62 x lo-’ 
20 dB 2.08 x f 7.96 x l ow6  
30 dB 9.50 x f 4.16 x 

6 CONCLUSIONS 

channel 

1 
2 

A GA based method has been developed for blind 
equalisation based on ML joint channel and data es- 
timation. Compared with the quantized channel ap- 
proach] the GA based scheme is more accurate and 
computationally more efficient in terms of the total 
number of VA evaluations. As is demonstrated in the 
simulation study, the GA based scheme requires less 
received data samples and is more accurate, compared 
with the best recursive blind trellis search technique. 
This better performance is, however, obtained at the 
expense of computational complexity. Simulation re- 
sults have also shown that the GA method converges 
consistently with very small estimation variances. 

Seshadri GA scheme 
MTE N MTE N 
0.02 100 0.003 50 
0.08 100 0.01 100 
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