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Communi
ation Group S ChenMotivations

Equalization topi
 is well resear
hed, and a variety of solutions exists. BUT

� For high-level modulation, MAP/MLSE sequen
e dete
tor too 
omplexEven MAP or Bayesian symbol-dete
tor too 
omplex� A�ordable: linear equalizer and de
ision feedba
k equalizerClassi
ally, MMSE solution is regarded as optimumMMSE would be optimum only if equalizer soft output were GaussianGenerally, equalizer soft output has a non-Gaussian distribution

? Adopting to non-Gaussian nature leads to optimal MSER solution forlinear equalizer and DFE

2Communi
ation Group S ChenSome Previous WorksMBER equalization almost as old as adaptive equalizer� Yao, IEEE Trans. Information Theory 1972� Shamash & Yao, ICC'74� Chen et al., ICC'96, IEE Pro
. Communi
ations 1998� Yeh & Barry, ICC'97, ICC'98?, IEEE Trans. Communi
ations 2000� Chen & Mulgrew, IEE Pro
. Communi
ations 1999?� Mulgrew & Chen, IEEE Symp. ASSPCC 2000, Signal Pro
essing 2001

?: for multi-level PAM s
hemes
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Communi
ation Group S ChenA Toy Example

Two-tap 
hannel 1:0 + 0:5z�1with 4-PAM and SNR= 35 dBTwo-tap m = 2 linear equaliserwith de
ision delay d = 0Normalized MMSE:wTMMSE = [0:9285 � 0:3713℄with log10(SER) = �2:7593MSER (� > 0):wTMSER = �[0:8957 � 0:4447℄with log10(SER) = �7:1566 -0.2
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� MSER solutions form a half line, origin is singular point 4



Communi
ation Group S ChenPAM Channel Model� Channel of length nh r(k) = nh�1Xi=0 his(k � i) + n(k)

s(k) 2 S 4= fsl = 2l � L� 1; 1 � l � Lg� Linear equaliser of order m y(k) = wTr(k)r(k) = [r(k) � � � r(k �m+ 1)℄T , w = [w0 � � �wm�1℄T , and de
ision delay dr(k) = �r(k) + n(k) = Hs(k) + n(k)As s(k) 2 fsq; 1 � q � Nsg where Ns = Lm+nh�1,�r(k) 2 R 4= f�rq = Hsq; 1 � q � Nsg 5

Communi
ation Group S Chen� Express equaliser outputy(k) = wT (�r(k) + n(k)) = �y(k) + e(k)? e(k): Gaussian with zero mean and varian
e wTw�2n? �y(k) 2 Y 4= f�yq = wT�rq; 1 � q � Nsg, whi
h 
an be divided into L subsetsYl 4= f�yq 2 Yjs(k � d) = slg; 1 � l � L� Let 
ombined impulse response 
T = wTH = [
0 
1 � � � 
m+nh�2℄. Theny(k) = 
ds(k � d) +Xi 6=d 
is(k � i) + e(k)� Optimal de
ision making
^s(k � d) = 8>><>>: s1; if y(k) � (s1 + 1)
d ;sl; if (sl � 1)
d < y(k) � (sl + 1)
dfor l = 2; � � �L� 1 ;sL; if y(k) > (sL � 1)
d :

6Communi
ation Group S ChenTwo Useful Properties� Shifting: Yl+1 = Yl + 2
d� Symmetry: distribution of Yl is symmetri
 around 
dsl.

y......
c  sd l

dc (s −1)l

c  sdc  sd

c (s +1)ld

1 L

? For linear equaliser to work, Yl, 1 � l � L, must be linearly separableThis is not guaranteed? In DFE, linear separability is guaranteed
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Communi
ation Group S ChenSER ExpressionPDF of y(k)
py(x) = 1p2��npwTw 1Ns LXl=1 NsbXi=1 exp

0B���x� �y(l)i �22�2nwTw
1CA

where Nsb = Ns=L is number of points in Yl and �y(l)i 2 Yl.Utilizing shifting and symmetri
 properties, SER of equaliser w is:

PE(w) = 
Nsb NsbXi=1Q(gl;i(w))

where Q is usual Q-fun
tion, 
 = 2(L� 1)=L, and

gl;i(w) = �y(l)i � 
d(sl � 1)�npwTw 8



Communi
ation Group S ChenMSER SolutionMSER solution is de�ned as:wMSER = argminw PE(w)Gradient of PE(w)rPE(w) = 
p2��npwTw 1Nsb NsbXi=1 exp �(�y(l)i � 
d(sl � 1))22�2nwTw !� (�y(l)i � 
d(sl � 1))wTw w � �r(l)i + (sl � 1)hd!� Computation is on single subset Yl, and further simpli�
ation by using Yl with sl = 1� Use simpli�ed 
onjugated gradient algorithm with reseting sear
h dire
tion to negativegradient every I iterations� As SER is invariant to a positive s
aling of w, it is 
omputationally advantageous tonormalize weight ve
tor to wTw = 1.
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Communi
ation Group S ChenBlo
k Adaptation� Identify 
hannel �! PE(w) �! optimisation� Alternatively, kernel density or Parzen window estimate approa
hAn estimated PDF of py(x)^py(x) = 1p2��npwTw 1K KXk=1 exp �(x� y(k))22�2nwTw !

K: sample length, and �n: radius parameter. From ^py(x), estimated SER^PE(w) = 
K KXk=1 Q(^gk(w))where ^gk(w) = y(k) � ^
d(s(k � d)� 1)�npwTw^
d = wT^hd, and ^hd an estimate for the d-th 
olumn hd of H 10Communi
ation Group S ChenSample-by-Sample Adaptation: LSERSingle-sample estimate of py(x)^py(x; k) = 1p2��npwTw exp �(x� y(k))22�2nwTw !

With a re-s
aling after ea
h update to ensure wTw = 1, and using instantaneous sto
hasti
gradient, �! LSER:w(k + 1) = w(k) + � 
p2��n exp �(y(k)� ^
d(s(k � d)� 1))22�2n !��r(k) � (y(k) � ^
d(k)(s(k � d)� 1))w(k) � (s(k � d)� 1)^hd(k)�

w(k + 1) = w(k + 1)pwT (k + 1)w(k + 1)Adaptive gain � and width �n need to be set appropriately
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Communi
ation Group S ChenSample-by-Sample Adaptation: ALSERSingle-sample estimate of py(x)~py(x; k) = 1p2��n exp �(x� y(k))22�2n !

Using instantaneous sto
hasti
 gradient, �! ALSER:w(k + 1) = w(k) + � 
p2��n exp �(y(k)� ^
d(s(k � d)� 1))22�2n !�

�r(k) � (s(k � d)� 1)^hd(k)�? No need for normalization to simplify 
omplexity? Although using �n rather than �npwTw appears to involve more approximation, ALSERseems to work well | not restri
t to unit length makes it easier to 
onverge to a MSER
12



Communi
ation Group S ChenExtension to DFE\Linear-
ombiner" DFE: y(k) = wTr(k) + bT^sb(k)where ^sb(k) = [^s(k � d� 1) � � � ^s(k � d� nb)℄T and b = [b1 � � � bnb℄T� Choose d = nh � 1, m = nh and nb = nh � 1� De�ne sf(k) = [s(k) � � � s(k � d)℄T and partition H = [H1 j H2℄Under assumption ^sb(k) = sb(k) = [s(k � d� 1) � � � s(k � d� nb)℄T ,r(k) = H1sf(k) +H2^sb(k) + n(k)De�ne translated observation spa
er0(k) 4= r(k) �H2^sb(k) = ~r(k) + n(k)DFE be
omes a \linear equaliser":y(k) = wTr0(k) = ~y(k) + e(k) 13

Communi
ation Group S Chen? Feedba
k �lter 
oeÆ
ients do not disappear. They have been set to their optimal values.As sf(k) 2 fsf;q; 1 � q � Nfg with Nf = Ld+1~r(k) 2 ~R 4= f~rq = H1sf;q; 1 � q � Nfg~y(k) 2 ~Y 4= f~yq = wT~rq; 1 � q � Nfg whi
h 
an be partitioned into L subsets~Yl 4= f~yq 2 ~Yjs(k � d) = slg; 1 � l � L? ~Yl are always linearly separable. All results of linear equaliser are appli
able.Lower bound SER for DFE w under assumption of 
orre
t symbol feedba
kPE(w) = 
Nfsb NfsbXi=1 Q(~gl;i(w))

~gl;i(w) = ~y(l)i � 
d(sl � 1)�npwTw~y(l)i 2 ~Yl, and Nfsb = Nf=L = Ld is number of points in ~Yl 14Communi
ation Group S ChenAn 8-PAM DFE Example

� Lower-Bound SERComparisonChannel:0:3 + 1:0z�1 � 0:3z�2with 8-PAMDFE:m = 3, d = 2, nb = 2
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Communi
ation Group S Chen� Distribution of Subset ~Y5 (s5 = 1), 64 points, SNR=34 dBWeight ve
tor has been normalized to a unit length, a point plotted as a unit impulse.
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Communi
ation Group S Chen� Conditional PDF given s(k � d) = 1, SNR=34 dBnormalizedwTMMSE = [�0:0578 0:2085 0:9763℄,wTMSER = [�0:2365 0:7946 0:5592℄

(a) MMSE
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Communi
ation Group S Chen� Learning Curves of LSER Averaged Over 100 Runs, SNR=34 dBInitial weight: (a) wMMSE, (b) [�0:01 0:01 0:01℄T Weight normalization applied
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(a) (b)In (a) training and de
ision dire
ted indistinguishable, in (b) dashed 
urve: after 200-sampletraining, swit
hed to de
ision-dire
ted with ^s(k � d) substituting s(k � d)Initial value is 
riti
al for 
onvergen
e, MMSE not ne
essarily good initial 
hoi
e 18Communi
ation Group S Chen� Learning Curves of ALSER Averaged Over 100 Runs, SNR=34 dBInitial weight: (a) wMMSE, (b) [�0:01 0:01 0:01℄T Weight normalization not applied
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(a) (b)In (a) training and de
ision dire
ted indistinguishable, in (b) dashed 
urve: after 200-sampletraining, swit
hed to de
ision-dire
ted with ^s(k � d) substituting s(k � d)Compared with LSER, no performan
e degradation, mu
h simpler
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Communi
ation Group S ChenCon
lusions

� Only ZF, equaliser output is Gaussian with noise enhan
ement� MMSE generally non-optimal and tries to �t parameters to non-GaussianPDF in a way so that it looks as 
losely as possible to a Gaussian one� Non-Gaussian approa
h leads naturally to MSER� For high-level PAM modulation s
hemes, MSER equalisation solution hasbeing derivedE�e
tive sample-by-sample adaptation has been developedUnlike MSE surfa
e whi
h is quadrati
, SER surfa
e is highly 
omplexInitial equaliser weight values 
an 
riti
ally in
uen
e 
onvergen
e speedALSER is parti
ular promising: simpler 
omputation
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