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Abstract–Space-time block coded OFDM is capable of achiev-
ing substantial diversity gains, while supporting high bit-rates in
wireless communications. By concatenating a space-time block
coded OFDM scheme with powerful channel codes, the perfor-
mance of the system can be further enhanced. In this contribution
both Low-Density Parity-Check (LDPC) coding and turbo coding
assistedG2 space-time block coded OFDM is investigated. The
achievable performance is studied as a function of the number of
iterations, coding delay, code rate and decoding complexity.

1. INTRODUCTION

The combination of space-time coding and orthogonal frequency di-
vision multiplexing (OFDM)[1] results in an enhanced system perfor-
mance in wideband wireless channels [2, 3]. For the sake of further
improving the performance, Forward-Error Correction (FEC) schemes
such as Turbo Codes (TC) and Reed-Solomon codes may be invoked
for protecting the subcarriers against frequency-selective fading in an
OFDM environment.

In recent years, the family of Low Density Parity Check (LDPC)
codes has re-emerged as an attractive alternative to turbo coding [3].
LDPC codes were originally proposed by Gallager [4] in 1962. Ow-
ing to the codes’ capability of approaching Shannon’s performance
limits, LDPC codes have been applied in conjunction with BPSK for
transmission over both AWGN and frequency selective fading chan-
nels in OFDM systems [5]. It has also been shown in [6] that LDPC-
based space-time coded OFDM systems are capable of efficiently ex-
ploiting the achievable spatial diversity in wireless channels.

In this contribution, we comparatively study TC and LDPC aided
space-time block coded [7] OFDM. We evaluate the attainable Bit
Error Rate (BER) and Frame Error Rate (FER) performance when
communicating over 2-path Rayleigh fading channels having a total
delay-spread of5µs and quantify the achievable coding gain versus
complexity upon varying the number of iterations and code- lengths
as well as the BER and FER for various coding rates.

2. SYSTEM MODEL

The architecture of our system is shown in Figure 1. At the transmit-
ter, the information source generates random information data bits.
The information bits are then encoded by the TC or LDPC encoder.
We employed the TC(2,1,4) code [3] using the parameters shown in
Table 1. The mapping of the data bits and parity bits of the TC encoder
to the various modulation constellations was carried out such that it
yielded the best achievable performance along with the application of
the random separation channel interleaver [3].

We invoked an(N,K) LDPC code defined by the (M × N )-
dimensional parity-check matrix [4], whereK = (N −M) is the
uncoded-information block length. LDPC codes belong to the family
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Figure 1: System overview of one-receiverG2 space-time block
coded OFDM.

Code TC(2, 1, 4)
Octal Generator
polynomial 13,15
No. of trellis states 8
Decoding algorithm Log-MAP

Table 1: Parameters of the TC(2, 1, 4) codec.

of linear block codes. These codes are defined as codes using a sparse
parity-check matrix having the same number of 1s per column (col-
umn weight,k) and the same number of 1s per row (row weight,j),
where both of these numbers are small compared to the block length
N . In our simulations we chosek andj values of 3. The code rate,R,
of the LDPC codes is given byR = K/N . The appropriate values
of K andM can then be calculated for the different values ofN and
R.

An example of the parity check matrix is given by:

C =

←− N −→
0 1 1 0 0 0 1 0 0 1
1 0 0 0 1 1 0 1 0 0
0 0 0 1 0 1 0 1 1 0
0 1 0 1 0 0 1 0 0 1
1 0 1 0 1 0 0 0 1 0


↑

N −K
↓

(1)

The output bits of the LDPC or TC channel encoders are then
passed to the space-time block encoder of Figure 1. In our system, we
employed Alamouti’sG2 space-time block code since it was shown
in [3] that from the set of schemes investigated, the best performance
was achieved by concatenating the space-time block codeG2 with
channel codes. The G2 space-time block code is associated with a
twin-transmitter-based scheme, whose generator matrix is defined as
follows:

G2 =

(
x1 x2

−x̄2 x̄1

)
. (2)

The output of the space-time encoder is then OFDM modulated
with the aid of the Inverse Fast Fourier Transform (IFFT) blocks of



Code Code Rate Puncturing Pattern
TC(2,1,4) 0.50 10,01
TC(2,1,4) 0.67 1000,0001
TC(2,1,4) 0.75 100000,000001
TC(2,1,4) 0.83 1000000000,0000000001

Table 2: Puncturing Pattern for (2,1,4) TC Code [11].

Figure 1 and transmitted by the corresponding antenna. The number
of transmit antennas is fixed to two, while the number of receive an-
tennas constituted a design parameter. Dispersive wideband channels
were considered and the associated channels’ impulse response will
be discussed at a later stage.

At the receiver, the signal of each receive antenna is OFDM de-
modulated. The demodulated signals of the receiver antennas are
then fed to the space-time block decoder of Figure 1. The space-time
decoders apply the Logarithmic Maximum A-Posteriori (Log-MAP)
decoding algorithm [3] for providing soft outputs for the channel de-
coders. The LDPC code can be decoded by the so-called sum-product
algorithm [8] or by belief propogation [9]. By contrast, the TC code
is decoded with the aid of the Log-MAP algorithm [3].

3. PERFORMANCE

In this section, we provide our simulation results for the various space-
time coded QPSK modulated OFDM schemes [3] concatenated with
TC and LDPC coding, while using 128 subcarriers. Each OFDM
symbol has a duration of 160µs and a cylic prefix of 40µs duration.
In these simulations, the Jake model was adapted for modelling the
fading channels [10]. Again, we assume an equal-power two-path
Channel Impulse Response (CIR), where the CIR taps are separated
by a delay spread of 5µs. The maximum Doppler frequency was 200
Hz. All multipath components undergo independent Rayleigh fading
and the receiver has a perfect knowledge of the CIR.

3.1. Effect of various coding rates

Let us now compare the achievable performance of the two channel
coding schemes at different coding rates. As mentioned in Section
2, the code rateR of LDPC codes can be calculated asR = K/N ,
whereK is the difference between the number of columns and rows of
the parity check matrix, andN is the number of columns of the matrix
determining the block length of the code. Different LDPC code rates
can be readily created by adjusting the value ofK andN .

On the other hand, for TC we have to specify the correct punc-
turing pattern in order to produce the required code rates. The punc-
turing pattern used in our simulation is shown in Table 2, which is
based on the approach proposed by Acikelet al. in [11]. Clearly, it is
more straightforward to produce arbitrary code rates for LDPC codes
compared to TC’s.

The results of our simulations using QPSK and 16-QAM are shown
in Figures 2 and 3 in terms of the achievable BER and FER, respec-
tively. We can see from these figures that the LDPC code has almost
the same BER performance as the TC and slightly outperforms TC
in terms of the achievable FER, as the coding rate increases. From
Figure 2 we can derive the effective Bits per Symbol (BPS) versus
Eb/N0 performance atBER = 10−6. The corresponding results are
shown in Figure 5. We can see that the performance of the LDPC
code surpasses that of TCs, when the effective BPS throughput be-
comes higher than approximately 1.5 in conjunction with QPSK and
3.2 for 16-QAM, respectively. From Figure 3 we can also extract a
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Figure 2: BER versus Eb/N0 using TC and LDPC codes having vari-
ous coding rates usingG2 space-time block code (STBC) OFDM and
one receiver antenna for a) QPSK and b) 16-QAM. The framelength
of all schemes was 512 bits and a channel having a CIR characterised
by two equal-power rays separated by a delay spread of 5µs. The
maximum Doppler frequency was 200Hz

plot of the Eb/No values required for maintainingFER = 10−3 ver-
sus the code rate. The derived plot is featured in Figure 4. This plot
shows that LDPC codes require lower values of Eb/N0 for reaching
an FER value of10−3 compared to TCs.

3.2. Effect of the code length

The input block length of the codes was also varied for the sake of
investigating the effects of various coding delays on the performance
of the system. In these investigations the number of iterations used
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Figure 3: FER versus Eb/N0 using TC and LDPC with various coding
rates usingG2 STBC OFDM and one receiver antenna for a) QPSK
and b) 16-QAM. The framelength of all schemes was 512 bits and
a channel having a CIR characterised by two equal-power rays sep-
arated by a delay spread of 5µs. The maximum Doppler frequency
was 200Hz.

by both the TC and LDPC codes was fixed to eight, the modulation
scheme used was QPSK, and the code rate was 0.5 for both the TC
and LDPC codes. In Figure 6 we can see that the FER of LDPC code
becomes lower than that of the TC code, when we increase the input
block length.

3.3. Effects of the number of iterations

In Figure 7(a), we characterise the achievable coding gain of both
LDPCs and TCs, when different number of iterations are used. The
achievable coding gain was defined here as the Eb/N0 difference —
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Figure 4: Eb/N0 crossing point atFER = 10−3 versus the coding
rate for TC and LDPC coding using the STBCG2 and one receiver
antenna in a QPSK and 16-QAM modulated OFDM system. A chan-
nel having a CIR characterised by two equal-power rays separated by
a delay spread of 5µs was used. The maximum Doppler frequency
was 200Hz.

expressed in decibels (dB) at FER= 10−3 — between the proposed
schemes and the uncoded single-transmitter, single-receiver system
having the same effective throughput. In the case of Figure 7(a) the
TC and LDPC codeword length has been fixed at 512 bits, the modu-
lation scheme used is QPSK and the code rate is fixed at 0.5. We can
see from the figure that for a single receiver antenna based system the
LDPC code performs less well at a low number of iterations, although
its performance eventually reaches that of the TC after about 12 iter-
ations. It also has to be mentioned that an LDPC iteration is typically
less complex than a TC iteration, as it will be shown in quantitative
terms in Section 4 and argued with reference to Figure 7(b).

4. DECODING COMPLEXITY

TC(n,k,K) Complexity: Let us now consider the decoding com-
plexity of the TC(2,1,4) scheme utilising the binary Log-MAP de-
coder [3]. Briefly, thea posteriori probability of a binary infor-
mation bitut, t ∈ {0, . . . , N − 1}, given the received coded bit
sequence ofy = {y0, . . . , yNn−1}, whereN is the number ofn-bit
coded symbols, can be computed as follows [3]:

Pr{ut = ±1|y} =
∑

(s̀,s)⇒
ut=±1

βt(s) · αt−1(s̀) · γt(s̀, s), (3)

where(s̀, s) ⇒ ut = ±1 indicates the specific set of trellis transi-
tions emerging from the previous trellis stateSt−1 = s̀ to the present
stateSt = s that can be encountered, when the information bit is
ut = ±1. Furthermore,αt(s), βt−1(s̀) andγt(s̀, s) are the forward
recursion, backward recursion and branch transition metric, respec-
tively [3]. The Log Likelihood Ratio (LLR) ofPr{ut = ±1|y} can
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Figure 5: Effective BPS throughput versus Eb/N0 using TC and
LDPC codes having various coding rates using the STBCG2 and
one receiver antenna in an OFDM system atBER = 10−6. A chan-
nel having a CIR characterised by two equal-power rays separated by
a delay spread of 5µs was used. The maximum Doppler frequency
was 200Hz.
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Figure 6: FER versus Eb/N0 in conjunction with different input block
lengths for both the half-rate TC and LDPC codes employing eight it-
erations concatenated with the STBCG2 usingone receiverand a
128-subcarrier QPSK modulated OFDM modem. The CIR was char-
acterised by two equal-power rays separated by a delay spread of 5µs.
The maximum Doppler frequency was 200Hz. The length of the turbo
interleaver was half of the channel interleaver, which resulted in the
same memory or delay.

be computed as [3]:

L(ut|y) = ln

(
Pr{ut = +1|y}
Pr{ut = −1|y}

)
. (4)
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Figure 7: Coding gain extracted from the FER versus Eb/N0 curves
at FER = 10−3 as a function of (a) the number of iterations and (b)
versus estimated complexity for the half-rate TC and LDPC coded
STBCG2 OFDM scheme using one or two receiver antennas and a
128-subcarrier QPSK OFDM modem for transmission over a channel
having a CIR characterised by two equal-power rays separated by a
delay spread of 5µs. The maximum Doppler frequency was 200Hz.

Explicitly, we haveαt(s) =
∑

all s̀ γt(s̀, s) · αt−1(s̀), βt−1(s̀) =∑
all s βt(s) · γt(s̀, s) andγt(s̀, s) = Πt,ut · ηt(s̀, s). Specifically,

Πt,ut is thea priori information regarding the information bitut and
ηt(s̀, s) = exp

(
1
2

∑n
l=1 L(xnt+l|y)xnt+l

)
wherexnt+1, . . . , xnt+n

are the legitimate transmitted coded bits corresponding to the infor-



mation bitut when a state transition from the previous trellis states̀
to the present states occurred. Furthermore,L(xnt+l|y) is the LLR
of xnt+l given the received coded bit sequencey, which is obtained
at the demodulator.

Let us now determine the complexity of the MAP decoder associ-
ated with evaluatingPr{ut = +1|y} based on Equation 3. In order
to compute the termηt(s̀, s) givenL(xnt+l|y), we needn + 1 mul-
tiplications andn − 1 additions. Note that the exponential function
ηt(s̀, s) is cancelled out when the Log-MAP decoder is employed.
When evaluating the termγt(s̀, s) usingΠt,a andηt, we need only
one multiplication since there is only one trellis transition emerging
from the previous trellis statès to the present states that can be en-
countered, when the information bit isut = +1. As for αt andβt,
each term requiresS number of multiplications andS − 1 number of
additions, where we haveS = 2K−1 andK is the constraint length
of the code. Finally, the evaluation of the termPr{ut = +1|y} re-
quires2S number of multiplications andS − 1 number of additions.
Therefore, a total of(n + 1) + 1 + 4S = 4S + n + 2 number of
multiplications and(n − 1) + 3(S − 1) = 3S + n − 4 number of
additions are required for computingPr{ut = +1|y}. However, we
also have to calculatePr{ut = −1|y} and compute the correspond-
ing ratio in order to evaluate the LLR of Equation 4. Therefore, a
total of 2(4S + n + 2) + 1 = 8S + 2n + 5 number of multiplica-
tions/divisions and2(3S+n−4) number of additions are required by
one MAP decoder for decoding the binary information bitut. Since
two MAP decoders are required in the TC decoder, which performsT
number of turbo iterations for decoding a block ofN information bits,
the estimated complexity of the TC scheme per information bit per it-
eration is2(8S+2n+5) multiplications/divisions plus4(3S+n−4)
number of additions.

When the log-MAP decoder is employed for the sake of reducing
the computational complexity imposed, the multiplication/division op-
eration is substituted by addition/subtraction in the logarithmic do-
main. Furthermore, the addition operation is substituted by the Ja-
cobian sum operations [12] when it is carried out in the logarithmic
domain. More specifically, each Jacobian sum consists of an addi-
tion, a subtraction, a table look-up and a maximum evaluation oper-
ation [12]. However, we can ignore the table lookup and max oper-
ations due to their comparably low complexity. As a result, the total
complexity of the TC scheme per information bit per iteration in terms
of additions and subtractions is:

comp{TC(n, 1,K)} = 2(8S + 2n+ 5) + 8(3S + n− 4)

= 40(2K−1) + 12n− 22 (5)

where S = 2K−1.

LDPC(j,k) Complexity: The decoding complexity per informa-
tion bit per iteration of LDPC codes in conjunction with a parity check
matrix having a column weight ofj and a row weight ofk can be ap-
proximated in terms of additions and subtractions when operating in
the logarithmic domain [13] as:

comp{LDPC} = (4k + j)j (6)

From Equations 5 and 6, we can see that the complexity of de-
coding one bit in one iteration is lower in LDPC codes compared to
TC codes. For the systems used in our simulations, the complexity
of a TC(2,1,4) code is calculated to be322 using Equation 5. How-
ever, from Equation 6, the complexity of LDPC is just45 since the
column weight,k and row weight,j used were3. As an example, a
single TC(2,1,4) iteration has a similar complexity to about 7 LDPC
iterations for the same code. Hence Figure 7(b) shows the coding

gain achievable versus the estimated complexity of the TC(2,1,4) and
LDPC codes for the same codelength.

5. CONCLUSION

In this paper we have presented a performance comparison of con-
catenatingG2 space-time block coded OFDM schemes with both TC
and LDPC. It has been shown that the two channel coding schemes
perform fairly similarly. However, LDPC codes tend to have a lower
decoding complexity compared to TCs.
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