Asymmetric Distributed Source-Channel coding (DSC) is considered, where a pair of correlated sources are transmitting to a central node. The distributed scheme is based on Turbo Trellis Coded Modulation (TTCM), where the first source will be channel encoded and then compressed before it is sent over Nakagami-m fading channels. The second source signal, however, is assumed to be available flawlessly at the destination for exploitation as side information for improving the decoding performance of the first source. A wide range of fading scenarios were considered, where reliable communications approaching the Slepian-Wolf Shannon (SW/S) limit were exhibited. Finally, the scheme is capable of adapting to the time-variant short-term correlation between the two sources.
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I. INTRODUCTION

Driven by its diverse range of applications, such as distributed sensor networks [1], efficient video transmission [2] and stereo solar satellites imagery compression [3], Distributed Source Coding (DSC) has recently attracted substantial research interests both in academia and industry. DSC refers to the problem of separate compression and joint decoding (or decompensation) of several physically separated, but correlated sources [1]. Applying DSC techniques, such as Slepian-Wolf (SW) coding [4] or Wyner-Ziv (WZ) coding, has facilitated efficient and low-cost signal processing in sensor networks, where the complexity has been moved from the battery-limited nodes to the central Base Station (BS) [1].

The SW coding theorem [4] characterises the region of achievable rates $R_1$ and $R_2$ in the case of lossless compression of two correlated sources $b_1$ and $b_2$ communicating with a joint decoder. The region, as it will be detailed in Fig. 5 during our further discourse, can be drawn as a polygon defined by two corners, where the SW bounds are obtained by: $R_1 \geq H(b_1 | b_2)$, $R_2 \geq H(b_2 | b_1)$ and $R_1 + R_2 \geq H(b_1, b_2)$, where $H(b_1 | b_2)$ and $H(b_1, b_2)$ denote the conditional and joint entropies, respectively. Surprisingly, regardless, whether joint processing takes place or not i.e. regardless of whether joint encoding was invoked, the bounds in both scenarios are identical.

The close connection between the SW coding and channel coding has facilitated the employment of practical channel coding techniques for approaching the SW limit. Many practical channel codes were proposed for SW coding. For example, turbo codes (TC) were proposed for SW coding in [6], and low-density parity-check (LDPC) codes were considered in [7], [8], whereas polar and raptor codes were employed in [2], [9], respectively. However, finding the best code for approaching the Slepian-Wolf Shannon (SW/S) limit was not considered in [2], [6], [7], [9].

Later, many schemes were proposed for more realistic scenarios aiming for approaching the SW/S limit. In [10] for example a “super” TC was proposed for Additive White Gaussian Noise (AWGN) channels. Then, a low-density generator-matrix (LDGM) code has been proposed in [11], when communicating over Rayleigh fading channels. However, the scheme in [10] suffers from a high error floor, when considering a Rayleigh fading channel, while in [11] a high error floor persists, when the correlation value is low. Recently, in [12] an iterative joint-turbo equaliser and decoder scheme was proposed for transmission over a multi-path fading channel. In [12] near-SW/S performance was achieved, albeit at the cost of a high joint decoding complexity, requiring as many as 350 decoding iterations.

Against this background, in this treatise we further extend the adaptive DSC-based turbo trellis coded modulation (TTCM) (ADSTTCM) scheme of [13] into a wide range of realistic Nakagami-m fading scenarios. The proposed scheme shows a capability of achieving a near-SW/S performance without exhibiting an error floor for a wide range of both Nakagami-m fading parameters as well as for diverse source correlation values $\rho$. The novel adaptive scheme of [13] is also invoked for maintaining a given target bit error ratio (BER), while accommodating both the near-instantaneous fluctuation of the channel quality, which may be associated with sensor movements, as well as the short-term correlation variation between the sources, which may also be caused by mobility. Furthermore, we derive the discrete-input continuous-output memoryless channel (DCMC) capacity formula for Nakagami-m channels, in order to specify the SW/S limit of all scenarios considered.

This paper is organised as follows. Our system model is described in Section II, while the corresponding rate region is designed in Section II. Our performance results are discussed in Section IV. Finally, our conclusion are offered in Section V.

II. SYSTEM MODEL

We consider the asymmetric DSC system of Fig. 1 [6], where the source-bit frame $b_1$ is compressed before its transmission. However, the correlated source signal $b_2$ is assumed to be flawlessly available at the decoder, but not at the source $b_1$. To elaborate a little further, the sequence $b_2$, which is typically defined as ‘side info’ [1], [6] is transmitted at the rate of $R_2 = H(b_2)$, which can also be interpreted as another desired source signal, which was perfectly recovered. Then the correlated sequence $b_1$ will be compressed for the sake of

$$\rho = 1 - 2p_c,$$

where $p_c$ is the crossover probability.

Note, symmetric DSC SW coding [10]–[12], where the side information sequence has to be transmitted through an independent Rayleigh-fading channel, is not considered in this paper due to space-limitations.
approaching the Slepian-Wolf bound to a rate of $R_1 = H(b_1|b_2)$ in order to achieve the overall rate of $H(b_1, b_2)$. Note that, we have $b_1 = \{b_1, b_1^2, \ldots, b_1^N\}$ and $b_2 = \{b_2, b_2^2, \ldots, b_2^N\}$, where $N$ is the length of each source sequence.

$$\begin{align*}
R_1 &= H(b_1|b_2) = \\
&\lim_{N \to \infty} \frac{1}{N} H \left[ \left\{ (b_1^1, b_1^2, \ldots, b_1^N) | (b_2^1, b_2^2, \ldots, b_2^N) \right\} \right],
\end{align*}$$

where $H(p_{b2}) = p_{b2} \log_2 \left( \frac{1}{p_{b2}} \right) + (1 - p_{b2}) \log_2 \left( \frac{1}{1 - p_{b2}} \right)$ is the entropy of the binary random variable and $c$ is used for parametrising the side information. Thus, the three SW bound inequalities might be rewritten as [12]:

$$\begin{align*}
R_1 &\geq H(p_{b2}), \quad R_2 \geq H(p_{b2}), \\
R_1 + R_2 &\geq 1 + H(p_{b2}).
\end{align*}$$

In the next three subsections, the design details of our joint source-channel decoding scheme will be discussed, bearing in mind our goal of minimising the signal to noise power ratio (SNR) required for approaching the corresponding SW/S limit.

A. The proposed adaptive distributed source coded modulation

The schematic of the proposed adaptive distributed source coded modulation (A-DSCM) is illustrated in Fig. 2. Similar to [13], $b_1$ will be fed into a coded modulation encoder. In our simulations we have opted for using TTCM [14] with a code rate of $R_{cm} = \frac{m}{m+1}$. Then, the TTCM-encoded bit-frame $c_1$ is punctured with a rate of $R_p$, where the resultant frame $c'_1$ is mapped to the specific modulated signal $x_1$, as suggested in Fig. 2. To elaborate further, let us assume that we encode the source $b_1$ using a rate $R_{cm} = 1/2$ TTCM encoder just before a puncturer of rate $R_p = 2/1$, which punctures the systematic bit out of the two encoded bits. Thus, the overall rate will become $R_1 = R_{cm} R_p = 1$. Then, the resultant bits are mapped BPSK symbols, where the modulation mode has been reduced from the original QPSK to BPSK (QPSK/BPSK). Consequently, the effective throughput is estimated using $\eta = R_1 \log_2(2) = 1 \text{ Bit Per Symbol (BPS)}$.

Since our joint decoder is soft-decision-based, we first have to convert the side information sequence $b_2$ into a LLR sequence using:

$$\begin{align*}
L(b_2|b_1) &= \ln \frac{\Pr(b_2 = +1 | b_1)}{\Pr(b_2 = -1 | b_1)} \\
&= \ln \left( \frac{1 - p_{b2}}{1 - p_{b2}} \right) \Pr(b_1 = +1) + p_{b2} \Pr(b_1 = +1) \\
&\quad + \ln \left( \frac{1 - p_{b2}}{1 - p_{b2}} \right) \Pr(b_1 = -1) + p_{b2} \Pr(b_1 = -1).
\end{align*}$$

These LLRs are characterised by the crossover probability $p_{b2}$ which is assumed to be known at the decoder. The modulated symbol sequence $x_1$ is transmitted over a Nakagami-$m$ fading channel and the received signal $y_1$ is given by:

$$y_1 = h x_1 + n, \quad \text{(4)}$$

where $x_1 = \{x_1^1, x_1^2, \ldots, x_1^N\}$ is normalized by the energy constraint $E\{|x_1|^2\} = 1$, and $n$ is a zero-mean complex-valued Gaussian noise process having a variance of $N_0/2$ per dimension.

In this work, we assume that the channel’s fading coefficient $h_i = r_i \exp(i \theta_i)$ is complex and i.i.d., where the phase $\theta$ is uniformly distributed and independent from the envelope $r$. The envelope $r$ follows a wide range of realistic Nakagami-$m$ distribution obeying the probability distribution function (PDF) of [15]:

$$p(r) = \frac{2}{\Gamma(m) \Omega_r} r^{2m-1} \exp \left( - \frac{mr^2}{\Omega_r} \right), \quad \text{(5)}$$

where $\Gamma(\cdot)$ denotes the Gamma function, while $\Omega_r = E\{r^2\}$ is the average received power and $m$ represents the fading parameter defined as $m = E\{(r^2 - \Omega_r)^{-1}\}$, where $m \geq 0.5$. The Nakagami-$m$ fading channel characterises a wide range propagation scenarios, including both Rayleigh and Ricean fading transmissions. More explicitly, the parameter $m$ characterises the fading depth, where the fading severity will be reduced upon increasing $m$. For example, when $m$ is equal to its minimum value of $m = 0.5$, Eq.(5) will represent a single-sided Gaussian distribution. By contrast, the Nakagami PDF approaches a Rayleigh fading distribution for $m = 1$, and when we have $m \to \infty$, the channel becomes an AWGN channel. Hence, Nakagami-$m$ can be considered as a generalized distribution that characterising diverse propagation scenarios [15]. Furthermore, the Nakagami-$m$ distribution can be conveniently analysed using both numerical and analytical approaches [15].

The averaged received SNR is given by:

$$\text{SNR}_e = \frac{E\{|h|^2 E\{|x_1|^2\}}{N_0}, \quad \text{(6)}$$

where $x_1$ represents the modulated symbols of the source $b_1$ after puncturing. Furthermore, we have $E\{|x_1|^2\} = 1$ and the SNR of $\gamma_r = 10 \log_{10} \left( |h|^2 / N_0 \right) \text{[dB]}$ is estimated for each received block. Note that $b_2$ is related to $b_1$ according to $b_2^i = b_1^i \oplus c$, as detailed in Section II. Diverse effective throughputs may be derived by varying $R_{cm}$ and $R_p$, hence the proposed scheme exhibits a substantial flexibility. In our A-DSCM scheme, the following modes are chosen at the encoder for ensuring that we have BER < $10^{-5}$:

- No transmission,
- DSCM-8PSK/BPSK,
- DSCM-16QAM/8PSK,
- DSCM-32QAM/16QAM.

Thus, the effective throughput of our adaptive system assumes the values of $\eta = \{0, 1, 2, 3, 4\}$ BPS.

At the decoder, the main user’s received signal $y_1$ will be first demapped first for yielding the soft LLR $L(c'_1)$, before it is depunctured, as shown in Fig 2. The novel joint source channel decoder aided TTCM decoder of [13] has been employed. The decoder is constituted by a pair of parallel concatenated trellis coded modulation (TCM) decoders, where both constituent TCM decoders apply the symbol-based MAP algorithm of [16]. Simply, each TCM decoder estimates the A Posteriori Probabilities (APP) using the forward and backward recursion method, while exploiting the side information $L(b_2^i)$.
only limited by the transmit energy and by the bandwidth [17], [19]. However, the DCMC capacity considers both the effects of having discrete inputs as well as the specifics non-Gaussian distributed transmit signal of the digital modulation scheme [17]. Hence, it is more appropriate for our DSCM design. The DCMC capacity can be expressed as follows [20]:

$$C_{DCMC} = \log_2 \left( \frac{1}{M} \sum_{m=1}^{M} \int_{-\infty}^{\infty} \log_2 \left( \frac{p(y | x_m)}{p(y)} \right) dy \right) \text{ [bit/sym]} \tag{9}$$

where again, the channel’s input $x_m = \{x_{m1}, x_{m2}, \ldots, x_{m2}\}$ is constituted by $M$-ary symbols with $N$-dimensional size and $y = \{y_1, y_2, \ldots, y_N\}$ is the received signal with $N$-dimensional size. The conditional probability $p(y | x_m)$ can be determined using the PDF of the Nakagami-$m$ channel in Eq. (5). Furthermore, Eq. (9) can be be simplified to [17], [19]:

$$C_{DCMC} = \log_2(M) - \frac{1}{M} \sum_{m=1}^{M} \log_2 \left( \sum_{i=1}^{M} \exp(\Psi_{m}^i) \right) \text{ [bit/sym]} \tag{10}$$

where we have:

$$\Psi_{m}^i = -\frac{|y - h \cdot x_{m} + n|^2 + |n|^2}{N_0}. \tag{11}$$

The DCMC capacity curves of our four different modulation modes namely of, BPSK, QPSK, 8PSK and 16QAM, associated with different Nakagami-$m$ fading parameters are depicted in Fig. 3. As $m$ increases, the achievable capacity of the Nakagami-$m$ channel increase. For example, when we consider the case of 16QAM in Fig. 3, as the fading parameter increases from $m = 1$ to $m = 4$, the capacity approaches that of the AWGN channel. It is also shown in Fig. 3 that increasing the fading parameter from $m = 1$ to $m = 2$ significantly improves the achievable capacity. However, the improvements will become more marginal for $m > 3$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\rho$</th>
<th>$\eta_{SW}$</th>
<th>$\eta_{\Phi}$</th>
<th>SW gap</th>
<th>$T_{lim}$</th>
<th>$\lambda$</th>
<th>SW/S gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.2</td>
<td>0.60</td>
<td>0.722</td>
<td>0.078</td>
<td>0.09</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1</td>
<td>0.40</td>
<td>0.881</td>
<td>0.109</td>
<td>3.5</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>2.0</td>
<td>0.2</td>
<td>0.60</td>
<td>0.722</td>
<td>0.048</td>
<td>1.5</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1</td>
<td>0.40</td>
<td>0.881</td>
<td>0.095</td>
<td>1.15</td>
<td>3.0</td>
<td>1.85</td>
</tr>
<tr>
<td>6.0</td>
<td>0.2</td>
<td>0.60</td>
<td>0.722</td>
<td>0.018</td>
<td>2.0</td>
<td>1.2</td>
<td>0.8</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1</td>
<td>0.40</td>
<td>0.881</td>
<td>0.03</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
</tr>
</tbody>
</table>

TABLE I: System performance of the DCM-QPSK/BPSK for SW coding over Nakagami-$m$ fading channel, where the rates are recorded at BER = $10^{-5}$. 

Further details of the decoding process can be found in [13].
To design our adaptive scheme, we commence by characterising the BER performance of the lowest throughput DSCM scheme, where the QPSK/BPSK mode is employed. Fig. 4 illustrates the BER performance of our scheme for a range of correlations \( \rho = \{0.8, 0.6, 0.4\} \) and for fading parameters of \( m = \{1.0, 2.0, 4.0, 6.0\} \), respectively. Note that the SNR is given by \( \text{SNR}(\text{dB}) = 10\log_{10}(R_i) \), where \( R_i \) denotes the SNR required for achieving a BER of \( 10^{-5} \).

In order to approach the SW/S bound, we first have to quantify the theoretical bound and the achievable rates obtained for the DSCM-QPSK/BPSK schemes considered are presented in Fig. 5. These rates correspond to a BER level of \( 10^{-5} \) and on average the system’s throughput is only 0.088 bits away from the bound. The DSCM-QPSK/BPSK performance against the SW/(bits) bound as well as against the SW/S(dB) limit are tabulated in Table I for different Nakagami-\( m \) fading values.

IV. Simulation Results

In practical DSC designs, adaptive coded modulation schemes are required for counteracting the near-instantaneous time-varying nature of the wireless channel as well as the time-variant correlations between the two sources. In our simulations, we invoke the novel near-instantaneously adaptive scheme of [13] in which different modulation modes are chosen according to the particular near-instantaneous SNR of \( \gamma_r = 10\log_{10}(|h|^2/N_0) \) [dB]. Before conceiving our adaptive scheme, we shall first examine the BER performance of the higher-order modulation modes. The performance of DSCM schemes employing the “8PSK/QPSK”, “16QAM/8PSK” and “32QAM/16QAM” modes, for \( \rho = \{0.7, 0.8, 0.9\} \) is shown in Fig. 6, when communicating over Nakagami-\( m \) fading channels associated with \( m = 4 \). Again, a block length of \( N_S = 12 \) 000 symbols is used for all the modulation modes invoked for a total of 10 000 blocks, while the number of decoding iterations is \( I = 8 \). The performance of the higher-order modulation schemes simulated in Fig. 6 exhibits no error floor hence suggesting that the A-DSCM is readily applicable to SW coding in wireless applications. Similar to the QPSK/BPSK case, which was considered in Section II, the least significant bit of each TTCM coded symbol will be punctured, hence resulting in puncturing rates of \( R_o = \{3/2, 4/3, 5/4\} \) for “8PSK/QPSK”, “16QAM/8PSK” and “32QAM/16QAM”, respectively. It can be observed in Fig. 6 that the “8PSK/QPSK” scheme outperforms its counterparts using higher order modulation schemes. More explicitly, at a BER level of \( 10^{-5} \) and \( \rho = 0.9 \), the...
“8PSK/QPSK” scheme has an SNR gain of 4.2 dB and of 6 dB in comparison to the “16QAM/8PSK” and “32QAM/16QAM” schemes, respectively. However, the “32QAM/16QAM” scheme associated with \( \rho = 0.9 \) outperforms the “16QAM/8PSK” associated with the lower correlation parameter of \( \rho = 0.7 \). Thus the effect of correlation becomes more dominant in higher-order modulation modes.
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Fig. 7: PDF(left axis) and BPS(right axis) of all DSCM modes versus the SNR corresponding to correlation parameters of \( \rho = \{0.9, 0.8, 0.6, 0.4\} \), when communicating over Nakagami-\( m \) fading channels with \( m = 4 \).

The follow chart in [13] explains the process in further details.

V. CONCLUSIONS

In this paper, we investigated the performance of a reduced-complexity adaptive DSCM scheme communicating over a variety of realistic Nakagami-\( m \) fading channels. The DCMC capacity of the Nakagami-\( m \) channel was derived in order to estimate the SW/S bound. Moreover, our proposed scheme exhibited a robust performance for a wide range of source correlations. At a BER level of \( 10^{-5} \) associated with \( p_e = 0.1 \) and \( m = 2 \), the proposed scheme operates within 0.4 dB from the theoretical SW/S bound, where it is only 0.052 bits away from the maximum achievable SW compression bound. Finally, our scheme shows the best result reported in the literature for similar systems, whilst considering a wide range of realistic fading channel models.
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