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Abstract—With the proliferation of smart-phones and tablet
PCs, the data rates of wireless communications have been soar-
ing. Hence, the need for power-efficient communications relying
on low-complexity multiple-stream detectors has become more
pressing than ever. As a remedy, in this paper we design low-
complexity soft-input soft-output quantum-assisted multi-user
detectors (QMUD), which may be conveniently incorporated into
state-of-the-art iterative receivers. Our design relies on extrinsic
information transfer charts. Our QMUDs are then employed
in multi-carrier interleave-division multiple-access (MC-IDMA)
systems, which are investigated in the context of different chan-
nel code rate and spreading factor pairs, whilst fixing the total
bandwidth requirement. One of our QMUDs is found to operate
within 0.5 dB of the classical maximum a posteriori probability
MUD after three iterations between the MUD and the decoders,
while requiring only half its complexity, at a BER of 10−5 in the
uplink of a rank-deficient MC-IDMA system relying on realistic
imperfect channel estimation at the receiver, while supporting
14 users transmitting QPSK symbols.

Index Terms—Computational complexity, Dürr-Høyer algo-
rithm, EXIT chart, Grover’s quantum search algorithm, inter-
leave division multiple access, multiuser detection, orthogonal
frequency division multiplexing, quantum computing.
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DES/DEC DESpreader/DECoder.
DHA Dürr-Høyer Algorithm.
DSS Direct Sequence Spreading.
ETU Extended Typical Urban.
EXIT EXtrinsic Information Transfer.
FBKT Forward & Backward Knowledge Transfer.
FD-CHTF Frequency-Domain CHannel Transfer Function.
FFT Fast Fourier Transform.
FKT Forward Knowledge Transfer.
FW Free Will.
IDMA Interleave Division Multiple Access.
IFFT Inverse Fast Fourier Transform.
MAA MAximum Approximation.
MAP Maximum A posteriori Probability.
MC Multi-Carrier.
MI Mutual Information.
ML Maximum Likelihood.
MMSE Minimum Mean Square Error.
MUA MUlti-input Approximation.
MUD Multi-User Detector.
NE Neighbour Exploitation.
NSC Non-Systematic Convolutional.
OFDM Orthogonal Frequency Division Multiplexing.
QD Quantum Domain.
QMUD Quantum-assisted Multi-User Detection.
QSA Quantum Search Algorithm.
QWSA Quantum Weighted Sum Algorithm.
SF Spreading Factor.
SISO Soft-Input Soft-Output.
SO Soft-Output.
SSCH Slow SubCarrier Hopping.
USSCH Uniform Slow SubCarrier Hopping.
ZF Zero Forcing.

I. INTRODUCTION

THE number of users U that are supported by a single
Base Station (BS) may be higher than the number of

receive Antenna Elements (AE) at the BS, resulting in an uplink
multiple-access system associated with a rank-deficient system
matrix. The performance of low-complexity heuristic Multi-
User Detectors (MUD) becomes inadequate in rank-deficient
multiple-access systems [1]–[3]. Although the performance
of the optimal Maximum A posteriori Probability (MAP)
MUD may still remain adequate in rank-deficient systems, its
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complexity is an exponential function of both the number of
users U and of the number of bits per transmitted symbol.

Our motivation behind employing quantum-search aided
MUD is that the globally optimal multi-level symbol, which
minimizes our problem-specific Cost Function (CF), is found
by an efficient search. In Soft-Input Soft-Output (SISO) MUD,
only a limited subset of the best multi-level symbols having
a near-optimum CF value has to be evaluated for achieving a
near-optimal BER performance for the system [1]. At the same
time, Quantum Search Algorithms (QSA), such as Grover’s
QSA [4], [5], the Boyer-Brassard-Høyer-Tapp (BBHT) QSA
[6] and the Dürr-Høyer Algorithm (DHA) [7], have been shown
to perform close to the optimal full search, while impos-
ing a substantially lower number of CF Evaluations (CFE).
Therefore, by employing the QSAs in the search problems that
exist in the MUD procedures, we expect to improve the BER
performance of a wireless communication system, despite re-
ducing its complexity in terms of the number of CFEs required.

Due to space limitations, in this paper we will only briefly
discuss the postulates of quantum computing, before delving
into the analysis of Grover’s QSA, as well as of the BBHT
QSA and of the DHA. For an extensive tutorial on quantum
computing, the motivated reader is referred to [8]–[10], as
well as to Section V of [11] and to the tutorials included in
Quantiki.1 Moreover, for a tutorial on Grover’s QSA, the reader
may refer to [11], [12], while tutorials on both the BBHT
QSA and on the DHA may be found in Section VI of [11].
Furthermore, tutorials on the application of quantum algorithms
in multi-user detection are offered in [3], [11], [13].

As a benefit of exploiting the inherent parallelism of quantum
computing [8]–[11], [14], Quantum-assisted MUDs (QMUD)
may achieve a near-optimal performance even in rank-deficient
systems, where conventional detectors, such as the Zero Forc-
ing (ZF) aided and Minimum Mean Square Error (MMSE)
detectors [1], as well as the Ant Colony Optimization (ACO)
aided MUD [15], [16], fail to achieve near-optimal perfor-
mance. Imre and Balazs proposed [17] a hard-output QMUD
based on the Quantum Counting algorithm [6], [18]. In [11] we
proposed a SISO QMUD based on the Quantum Weighted Sum
Algorithm (QWSA) [11], [13], which is capable of achieving
a Bit Error Ratio (BER) performance equivalent to that of the
MAP MUD at a tunable complexity. In [2] we investigated
a hard-output QMUD, which achieves the optimal Maximum
Likelihood (ML) MUD’s performance at a low complexity
with the aid of the DHA [7]. In the same paper [2] we also
proposed an early-stopping criterion for configuring the QMUD
to operate within the affordable complexity budget. Finally, a
number of low-complexity soft-output QMUDs adopting the
MAximum Approximation (MAA) technique of [3], [15] and
the MUlti-input Approximation (MUA) methodologies of [3],
[16] were presented in [3]. These were found to be superior
to the state-of-art ACO-aided MUDs [15], [16]. It should be
noted that the QSAs [4], [6], [7], as well as the presented
QMUDs mainly exploit the inherent parallelism and entan-
glement [8] of quantum computing, therefore they require a

1http://www.quantiki.org/wiki/Basic_concepts_in_quantum_computation

quantum computer for their operation. Hence we effectively
simulate a quantum computer using a classical computer.

The Interleave Division Multiple Access (IDMA) scheme of
[19]–[25] distinguishes the users supported with the aid of their
unique, user-specific interleaving sequence, whilst each user
employs the same channel code and the same Direct Sequence
Spreader (DSS). These two procedures are combined in an
IDMA system, which is achieved by swapping the position
of the DSS and the interleaver of a classic CDMA system
[26], which has the advantage of potentially increasing the
performance of a CDMA system as a benefit of its increased
diversity gain gleaned from the independently fading chips. Af-
ter channel coding and spreading the information bit sequence,
the users interleave their own resultant chip sequence with the
aid of a uniquely allocated interleaving sequence. At the re-
ceiver, the MUD is invoked on a chip-by-chip basis by ex-
ploiting the user-specific channel impulse responses. Iterations
between the MUD and the despreader-decoder (DES/DEC)
may be performed for providing a better final estimate [27].
Finally, we consider Multi-Carrier (MC) IDMA owing to its
increased flexibility, as detailed in [1], [26].

Given the aforementioned state-of-the-art, our novel contri-
butions are:

1) Inspired by the Soft-Output (SO) QMUDs of [3], we
propose the family of SISO DHA-MUA-aided QMUDs,
which achieve a near-optimal performance even in
rank-deficient systems with the aid of multiple MUD-
(DES/DEC) iterations, whilst imposing a lower complex-
ity than the SISO DHA-QWSA-aided QMUD of [11],
[13]. We compare the SISO QMUDs to the optimal MAP
MUD, as well as to the SO MMSE detector [1] and
to a SISO ACO MUD, based on [3], [15], [16]. We
also demonstrate that the family of DHA-MUA-aided
QMUDs performs better than the DHA-MAA-assisted
QMUDs in the context of iterative receivers.

2) We use EXtrinsic Information Transfer (EXIT) [28], [29]
charts for designing the proposed QMUDs. When we use
EXIT charts relying on the assumption that the MUD’s
output is Gaussian distributed [30], different conclusions
are arrived at, depending on the associated simplifying
assumptions.

3) The performance of the proposed QMUDs is evaluated
in the context of novel MC-IDMA systems. By adjusting
the values of the coding rate R and the Spreading Factor
(SF) while keeping the R/SF ratio fixed, we evaluate their
impact on the system’s performance.

4) Finally, the effect of imperfect Channel State Information
(CSI) on our SISO QMUDs and on the MAP MUD is
investigated in the context of MC-IDMA systems.

This paper is structured as follows. In Section II we present
the MC-IDMA system’s model, while in Section III the neces-
sary background on both quantum computing and on the QSAs
employed is detailed. In Section IV we investigate the proposed
SISO QMUDs, while in Section V we design them using EXIT
charts. Moreover, in Section VI we employ the SISO QMUDs
in the context of different MC-IDMA systems relying on both
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Fig. 1. MC-IDMA uplink communication system’s block diagram supporting U users employing non-systematic convolutional coding and direct sequence
spreading as well as iterative, soft-input soft-output QMUD at the BS.

perfect and imperfect CSI. Finally, our conclusions are offered
in Section VII.

II. MC-IDMA SYSTEM MODEL

Let us assume that U users are supported by our MC-
IDMA system, as seen in Fig. 1. The uth user, u = 1, 2, . . . , U,
initially encodes his/her information bit sequence {bu} by a
turbo encoder having a code rate R. The coded bit sequence {cu}
of Fig. 1 is then spread using a DSS code having a spreading
factor of SF. Since every user employs the same DSS code, this
may be viewed as a repetition code having a code rate of 1/SF
[30]. The turbo-encoded and DSS-spread bit sequence {su} is
then interleaved based on a user-specific interleaving sequence,
resulting in the bit sequence {iu}. Once the interleaved bit
sequence of Fig. 1 has been mapped to symbols based on the
M-ary modulation scheme selected and the symbol sequence
{xu} has been obtained, it is mapped to the specific subcarriers
that have been allocated to the uth user based on the Slow
SubCarrier Hopping (SSCH) Mapper, followed by Orthogo-
nal Frequency Division Multiplexing (OFDM) modulation by
applying the classic Q-point Inverse Fast Fourier Transform
(IFFT) of Fig. 1.

Let us also assume that the length of the symbol sequence
{xu} is equal to �. Out of the Q available subcarriers of our
system seen in Fig. 1 W subcarriers are allocated to each
of the U users, obeying W≤Q, W≤�, mod (�, W)=0 and
mod (Q, W)=0. In this treatise we apply the Uniform SSCH
(USSCH) scheme [1] for allocating the subcarriers to the users.
According to USSCH, the Q subcarriers are divided into W
subbands having (Q/W) subcarriers in each subband as detailed
in [3]. Following a subband-based allocation, each subcarrier is
allocated to a randomly-selected user, until all the subcarriers
of a subband have been allocated to a user or until there are
no more users to be allocated, implying U<Q/W. Then, if
U>Q/W, the same subcarriers are allocated to a second user,
until all the subcarriers have been allocated to two users, or
until all the users have been allocated to the subcarriers of that
specific subband (U<2 · Q/W). The same procedure contin-
ues, until all the users have been allocated to a subcarrier of
that subband. An identical procedure applies to each subband.
Eventually, the USSCH scheme creates a system where each
subcarrier supports a similar number of users.

The U transmitted signals are received by the P receive
AEs at the BS at the same time, assuming a synchronous
system [1]. Therefore, at the pth receive AE, p=1, 2, . . . , P,
the U received signals are superimposed on each other, along
with the Additive White Gaussian Noise (AWGN) having a
zero mean and a variance of N0=2σ 2. The resultant signal
rp=[rp,1, rp,2, . . . , rp,Q]T is then OFDM demodulated by ap-
plying the Q-point Fast Fourier Transform (FFT) and dehopped
according to the SSCH demapper, before yp is forwarded to
the MUD along with the rest of the signals gleaned from the
other receive AE chains. The MUD operates on a subcarrier-
basis. Let us focus our attention on the qth subcarrier and
assume that the qth subcarrier has been allocated to Uq users,
associated with Uq < U. The signal entering the MUD on the
qth subcarrier is

yq = Hq · xq + nq, (1)

where yq=[y1,q, y2,q, . . . , yP,q]T is the (P×1)-element received
signal vector and Hq is the Frequency-Domain CHannel Trans-
fer Function (FD-CHTF) on the qth subcarrier, which may be
represented by a (P×Uq)-element matrix as in

Hq =

⎡
⎢⎢⎢⎢⎢⎣

h(1)
1,q h(2)

1,q · · · h
(Uq)

1,q

h(1)
2,q h(2)

2,q · · · h
(Uq)

2,q
...

...
. . .

...

h(1)
P,q h(2)

P,q · · · h
(Uq)

P,q

⎤
⎥⎥⎥⎥⎥⎦

, (2)

where h
(uq)
p,q is the complex-valued channel coefficient between

the uqth user and the pth receive AE on the qth subcarrier.

Moreover, xq=[x(1)
q , x(2)

q , . . . , x
(Uq)
q ]T is the (Uq×1)-element

symbol vector of the Uq users on the qth subcarrier and
n=[n1,q, n2,q, . . . , nP,q]T is the (P×1)-element noise vector.

The MAP MUD performs detection on a subcarrier basis by
exploiting yq from (1) and generates bit-based Log Likelihood
Ratios (LLR). Focusing on the qth subcarrier supporting Uq

users, the a posteriori bit based LLR of the uqth user’s mth bit
at the output of the MAP MUD is formulated as

Lm,po

(
b(m)

uq

)
= ln

∑
x∈χq(uq,m,0)

P
(
yq|x

)
P(x)

∑
x∈χq(uq,m,1)

P
(
yq|x

)
P(x)

, (3)
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where χq(uq, m, v) is the set of legitimate multi-level symbols,
which have the uqth user’s mth bit equal to v, with uq ∈
{1, 2, . . . , Uq}, m ∈ {1, 2, . . . , log2(M)} and v ∈ {0, 1}. Fur-
thermore, P(yq|x) is the conditional probability of receiving the
signal yq, given that x was transmitted. The product fCF(x) of
the channel and of the a priori symbol probabilities P(x) acts
as our CF, which is equal to [30]

fCF(x) = exp
(
− ∥∥yq − Hqx

∥∥2
/2σ 2

)
P(x) = P

(
yq|x

)
P(x).

(4)

Finally, the a priori symbol probability P(x) is fed back by the
DES/DEC of Fig. 1 after having been appropriately rearranged
by the interleaver π to the MUD as its extrinsic information,
which is initially identical for all legitimate symbols x. The
extrinsic LLR at the output of the MUD of Fig. 1 is

Lm,e

(
b(m)

uq

)
= Lm,po

(
b(m)

uq

)
− ln

P
(

b(m)
uq = 0

)

P
(

b(m)
uq = 1

) . (5)

As seen in Fig. 1, the bit-based extrinsic LLR stream of the
uth user gleaned from all the W allocated subcarriers is deinter-
leaved based on the user-specific interleaver and then despread
in the time domain, before it is fed to the turbo decoder, which
outputs its own bit-based a posteriori LLRs. After a sufficiently
high number of iterations between the MUD and the DES/DEC,
a hard decision is made on the LLRs at the output of the decoder
of Fig. 1, yielding the estimated {b̂u} bit sequence.

III. QUANTUM SEARCH ALGORITHMS

The information unit in quantum computing is the
quantum bit, or qubit.2 A qubit |q〉 may be found in the
quantum states |0〉, |1〉, or a superposition of these, as in
|q〉=a|0〉+b|1〉, where a, b ∈ C and |a|2+|b|2=1.3 The
probability of obtaining the state |0〉 upon observation of
the qubit |q〉 is |a|2, while that of obtaining the state |1〉 is
|b|2. The manipulation of a quantum state is performed by
applying unitary operators to the qubits [9], with the most
common one being the Hadamard operator H, which maps
H|0〉=(|0〉+|1〉)/√2 = |+〉 and H|1〉=(|0〉−|1〉)/√2 = |−〉.
Therefore, the Hadamard operator creates an equiprobable
superposition of all legitimate states when the input qubit is in

the |0〉 or |1〉 state, since |a|2=|b|2=
∣∣∣ 1√

2

∣∣∣2 = 0.5. Quantum

registers may be formed by employing n qubits and creating
a superposition of up to 2n states. Applying the Hadamard
operator to 2 qubits in the zero state, would also yield an
equiprobable superposition of all legitimate states, as in

|q1〉|q2〉=|q1q2〉 =H|0〉H|0〉=
( |0〉+|1〉√

2

) ( |0〉+|1〉√
2

)
= 0.5|00〉 +

0.5|01〉 + 0.5|10〉 + 0.5|11〉. When two or more qubits’ states

2For an extensive tutorial on quantum computing and quantum search
algorithms please refer to Sections V and VI of [11].

3A qubit |q〉 is in a superposition of two states |0〉 and |1〉, when the
probability of observing it in one of these two states is not 100% [9].

cannot be described separately, for example when we have
|q1q2〉=a|00〉+b|11〉 for n=2, they are termed as being
entangled, since a potential “measurement” or observation of
one qubit affects the state of the other.4

Since in this treatise we only employ quantum algorithms
that use real-valued amplitudes for the quantum states, we have
a, b ∈ R. Moreover, in an MC-IDMA system supporting Uq

users on the qth subcarrier employing the classic M-ary multi-
level modulation, there are MUq legitimate multi-level symbols.
Let us represent each symbol by its decimal representation x ∈
{0, 1, . . . , MUq − 1}. For example, if we have BPSK and Uq =
2, then x = [+1,−1]T would be mapped to x = [0, 1]2 = 110.
Let us now present three QSAs, namely the Grover’s QSA [4],
[5], the BBHT QSA [6] and the DHA [7]. Our QMUDs employ
the DHA a multiple number of times, which in turn make
multiple calls to the BBHT QSA. The BBHT QSA is based
on Grover’s QSA, but it is capable of solving more general
problems. An intuitive way of illustrating the employment of
the quantum search algorithms in our QMUDs is depicted in
Fig. 2, where the BBHT QSA and Grover’s QSA are also
included as a reference to the DHA.

A. Grover’s Quantum Search Algorithm

Given a value δ and an N-element database representing a
function f (x) having N legitimate indices x, Grover’s QSA [4],
[5] was shown to be capable of finding that specific x value,
for which we have f (x) = δ with ∼100% success probability
after O(

√
N) database queries or function evaluations, where

O(·) represents the order of a number. An entry in the database
f (x) that is equal to δ is hence referred to as a solution. In
practical problems there may be several solutions and it is a
prerequisite for the success of the search that the number of
legitimate solutions S has to be known a priori in Grover’s QSA
[8], [9], [11].

Grover’s QSA initializes n= log2(N) qubits to the |0〉⊗n

state,5 before passing them through a Hadamard gate, yielding

|x〉 =
N−1∑
q=0

1√
N

|q〉 =
MUq−1∑

q=0

1√
MUq

|q〉, (6)

as detailed in [2]. This equiprobable superposition of N = 2n

states is then fed to the Grover operator G = HP0H · OG , where
OG is the Oracle operator, H is the Hadamard operator and
P0 is a rotation gate that maps |0〉 to −|0〉 and leaves all
other states unaltered. The Oracle OG marks those specific
quantum states that correspond to the solutions found in the

4Two qubits are entangled when their quantum states cannot be described
independently. Observation of an entangled qubit affects the quantum state
of the unobserved qubit. For example, if we have two entangled qubits in
the quantum state |q1〉|q2〉 = a|00〉 + b|11〉 and we obtain |q1〉 = |0〉 after its
observation, then we may conclude that |q2〉 is also |0〉 with 100% probability,
without observing it.

5The n-element tensor product is defined as: |0〉⊗n =|0〉1⊗|0〉2⊗. . .⊗|0〉n︸ ︷︷ ︸
n

=

|0〉1|0〉2 . . . |0〉n︸ ︷︷ ︸
n

= |00 . . . 0〉︸ ︷︷ ︸
n

.
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Fig. 2. The DHA employed in our QMUDs makes multiple calls to the BBHT QSA. Grover’s QSA is not used, but it is included for terms of completion, since
the BBHT QSA uses the same Oracle OG , but may even operate when the number of solutions is unknown. The QMUD is performed on a subcarrier basis. The
DHA receives as input the received signals at all the receive AEs on the qth subcarrier, the channel estimates, the noise’s variance and the a priori LLRs. After it
completes its initial procedure, the DHA exchanges information with a classical processing unit, which determines whether the DHA should be called again and
its search space. Finally, the QMUD outputs the calculated a posteriori LLRs.

database by flipping their polarity, essentially mapping |x〉 to
−|x〉 if f (x) = δ, by using an auxiliary qubit in the |−〉 state
and evaluating f in parallel.6 Since the actual complexity of
the Oracle will depend on the particular technology used for
creating the circuit, let us proceed by assuming that a single
activation of the Oracle gate represents a single CFE [4], [6],
[7], [9], [11]. The unitary operators HP0H reflect the amplitude
of each quantum state with respect to the average of the input
amplitudes. Grover’s operator G has to be applied to the state
|x〉 in (6) Lopt = �π/4

√
N/S	 number of times. The probability

of spotting one of the S solutions x, which satisfy f (x) = δ,
when observing the final state GLopt |x〉 after Lopt applications of
G is given by [5] Psuccess = sin2[(2Lopt + 1)θ ], where we have
θ = arcsin(

√
S/N).

B. The Boyer, Brassard, Hoyer, Tapp Quantum
Search Algorithm

The Boyer-Brassard-Høyer-Tapp QSA [6] was termed after
its inventors and it improves Grover’s QSA by finding a solution
xs, where we have f (xs) = δ, with ∼100% success probability
after O(

√
N) Oracle calls or CFEs, even when the number of

solutions S > 0 is unknown. The BBHT algorithm employs
Grover’s operator G L times, where L is a pseudo-random num-
ber, to the equiprobable superposition of states, then measures
or observes the resultant state GL|x〉 and if the observed state
is not a solution, it restarts the procedure, as encapsulated in
Fig. 3. Eventually, if we have S > 0 solutions, a solution xs

is found, or—alternatively—the BBHT QSA times out after
LQD

BBHT = 4.5
√

N/S CFEs in the Quantum Domain (QD). A
CFE in the Classical Domain (CD) is deemed to be completed,

6Grover’s Oracle [4] employs a unitary operator Uf , which evaluates the
function f for all its inputs x simultaneously and saves the outputs f (x) on
auxiliary qubits, which were initially in the all-zero state [11]. For example,
let us assume that f accepts single-bit inputs and the outputs are represented
by two bits. If the input to Uf is |q〉|00〉 = a|0〉|00〉 + b|1〉|00〉, then Uf yields
Uf |q〉|00〉 = a|0〉 |f (0)〉︸ ︷︷ ︸

2

+b|1〉 |f (1)〉︸ ︷︷ ︸
2

.

Fig. 3. Flow chart of the BBHT QSA.

when the observed state has been checked for being a solution.
Since S is unknown, the selected time-out is set to correspond
to the worst-case scenario of having only S = 1 solution,
which corresponds to the highest possible number of CFEs
given by:

LQD, max
BBHT = 4.5

√
N. (7)

C. Dürr-Høyer Algorithm

As a further refinement, the DHA [7] employs the BBHT
QSA in conjunction with its own specific Oracle operator ODHA

and succeeds in solving a different search problem, namely
that of finding that specific xmin, which minimizes a function
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Fig. 4. Flow chart of the DHA.

f (x) with ∼100% probability after O(
√

N) CFEs in both the
QD and in the CD. The deterministically-initialized DHA’s
steps are summarized in Fig. 4. Commencing from an either
randomly or deterministically selected value f (xs), we set δ =
f (xs). Then, the BBHT QSA is invoked by relying on a DHA-
specific Oracle, which marks as solutions all those particular
states that satisfy f (x) < δ, by flipping their sign. After the
BBHT operation has been completed, the function’s value at
the BBHT’s output j is compared to δ. If we have f (j) < δ, then
xs becomes equal to j and the BBHT is called again for δ =
f (xs). By contrast, if f (j) ≥ δ, it is concluded that there is no
x satisfying f (x) < δ in the database, because the BBHT would
have found it. Therefore, we accept that δ is the minimum value
that f (x) can have and the corresponding index of xmin = xs

represents the solution of the search problem considered. The
maximum number of CFEs performed in the QD for the sake of
finding the solution is LQD,max

DHA = 22.5
√

N CFEs [3], [7], while
the minimum number of the CD-CFEs is [3]

LCD, min
DHA = min

(
LCD

DHA

)
+ 1

s.t.

⎡
⎣

LCD
DHA−1∑
j=0

min
(⌊

λj⌋ ,
√

N
)⎤
⎦ ≥ 4.5

√
N. (8)

IV. ITERATIVE QUANTUM MULTI-USER DETECTION

The families of DHA-MAA and DHA-MUA QMUDs were
presented in [3], where they were employed in the context of
non-iterative receivers. By contrast, here we investigate their
behaviour, in the advanced context, when the system benefits
from exchanging soft-information between the QMUD and the
DES/DEC in the context of an attractive MC-IDMA system of
Fig. 1. More specifically, the QMUDs perform approximations
in the calculation of the bit-based LLRs of (3) and (5) for the
sake of avoiding all MUq CFEs of the classical MAP MUD.
However, the specific values of the extrinsic LLRs calculated at
the output of the QMUD affect both the decoding procedure

TABLE I
PARAMETERS OF THE 14-USER MC-IDMA SYSTEM

and hence also the updated a priori probabilities P(x). It is
expected that if the QMUD outputs incorrect LLRs during
the first QMUD-DES/DEC iteration, which we associate with
erroneous signs or extremely high/low confidence, it will be
difficult to correct them during the subsequent iterations, since
the updated a priori LLRs will have been calculated based
on these erroneous values. Therefore, we have to determine
which approximations applied to the LLR calculations affect
the suitability of the QMUDs to be implemented in iterative
receivers and then compare the resultant QMUDs to the SISO
DHA-QWSA QMUD proposed in [11], as well as to the MMSE
MUD and to the proposed SISO ACO-based MUD, which is
based on [3], [15], [16].

Let us focus our investigations on the uplink of the sophis-
ticated MC-IDMA system of Fig. 1 supporting U = 14 users
and transmitting QPSK symbols to P = 4 receive AEs. The sys-
tem’s parameters are summarized in Table I. We have selected a
half-rate non-systematic convolutional (NSC) code and SF = 2
for the repetition-spreading code, resulting in a total code rate
of Rtotal = R/SF = 1/4. The Extended Typical Urban (ETU)
channel model of [31] corresponds to a high-velocity scenario,
of v = 130 km/h, which we use for representing the maximum
Doppler frequency for this channel model. We assume practical
scenarios, where we experience complex-valued continuously
fluctuating Rayleigh-fading envelopes at the subcarriers. Since
the normalized Doppler frequency of the independent Rayleigh
fading channels on each tap of the ETU channel model is
equal to fd and we have Q subcarriers, the effective Doppler
frequency Fd becomes Fd = Q · fd � 0.02. The normalized
user load UL is equal to 1.75, indicating a rank-deficient system,
where conventional detectors would perform poorly. Since the
U = 14 users transmit on half the subcarriers, we will have
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Fig. 5. Flow chart of the DHA-MAA-NE QMUD. In the DHA-MAA QMUD,
Step 2 is ignored. A set X i,ν

q may also be represented as X u,m,ν
q , where i =

(u−1) · log2(M)+m and ν ∈ {0, 1}.

Uq = 7 for q ∈ {1, 2, . . . , 1024}, allowing us to focus our dis-
cussions only on the qth subcarrier. Finally, the USSCH is
applied every Th = 5 OFDM symbol periods and every user
transmits 10 240 symbols per frame.

The DHA-MAA QMUD [3] follows the procedure described
in Fig. 5, while the DHA-MUA QMUD’s [3] methodology is
presented in Fig. 6. Once the sets X u,m,0

q and X u,m,1
q have been

created for the [(u − 1) · log2(M) + m]th bit in the DHA-MAA
QMUD, this bit’s LLR is calculated based on [3]

Lm,po

(
b(m)

u

)
= ln

max
(

f (x)|x ∈ X u,m,0
q

)

max
(

f (x)|x ∈ X u,m,1
q

) . (9)

By contrast, in the DHA-MUA QMUD the LLR of the [(u −
1) · log2(M) + m]th bit is generated according to [3]

Lm,po

(
b(m)

u

)
= ln

∑
x∈X̂ u,m,0

q

f (x)

∑
x∈X̂ u,m,1

q

f (x)
. (10)

The DHA-MAA QMUD performs a single DHA search in the
set of all the legitimate multi-level symbols for finding the
globally optimal symbol x̂max (Step 1 of Fig. 5) and it calcu-
lates the LLR of each bit based on the single best symbols
evaluated for each bit’s values in the process of finding x̂max
(Step 3 of Fig. 5). The DHA-MUA QMUD calls the DHA
twice for the first bit of the multi-level symbol—once for
each of its binary values—searching for the optimal multi-
level symbol of each value of the first bit (Steps 1 & 2 of
Fig. 6). Therefore, the globally optimal symbol is decided to
be that specific symbol, which has the higher CF value (Step 3
of Fig. 6). Afterwards, a single DHA search is performed for
each remaining bit of the multi-level symbol fixing the Boolean
value of that bit to the specific value, which is not part of
the globally optimal symbol (Step 4 of Fig. 6). When the
DHA-MUA QMUD relying on Forward Knowledge Transfer
(FKT) [3] is used (Step 5 of Fig. 6), the respective sets of

Fig. 6. Flow chart of the DHA-MUA QMUD. A set X i,ν
q may also be

represented as X u,m,ν
q , where i = (u−1) · log2(M)+m and ν ∈ {0, 1}.

the subsequent bits, b[(u−1)·log2(M)+m+1], . . . , b[Uq·log2(M)], are
updated.7 By contrast, for the DHA-MUA QMUD relying on
Forward & Backward Knowledge Transfer (FBKT) [3] all the
bits are updated.8 The LLR of each bit is calculated based on
the sets X̂ u,m,ν

q = X̂ i,ν
q , where we have i = (u−1) · log2(M)+m

and ν ∈ {1, 2}, which contain a selection of the best symbols in
X i,ν

q [3]. More specifically, after sorting the entries of the sets
for the ith bit based on their CF values, a pair of symbols is
included in X̂ i,0

q and X̂ i,1
q from the sorted sets X i,0

q and X i,1
q ,

provided that the LLR calculated solely on the basis of this pair
of symbols would have the same hard decision as the globally
optimal symbol x̂max.

The BER performance of the DHA-MAA and DHA-MUA
QMUDs employed in our MC-IDMA system described in
Table I after 1, 2 and 3 MUD-DES/DEC iterations is pre-
sented in Fig. 7. The BER curves of the DHA-MUA QMUDs
closely follow those of the MAP MUD, even when multiple
MUD-DES/DEC iterations are employed, indicating that they
are eminently suitable for iterative detection. On the other

7In the DHA-MUA QMUD, the search results obtained for the ith bit on
the qth subcarrier are stored in X i,0

q and X i,1
q . These search results are used

only for calculating the LLR of the ith bit. When the Forward Knowledge
Transfer modification is employed, the search results of the DHA related to
the ith bit are also used for the calculation of the LLRs of the subsequent bits
bi+1, bi+2, · · · , b[U·log2(M)] of the multi-level symbol, by being stored in their

corresponding sets X i+1,0
q ,X i+1,1

q , . . . ,XU·log2(M),0
q ,XU·log2(M),1

q .
8Similarly to the Forward Knowledge Transfer modification, when the

Forward & Backward Knowledge Transfer modification is employed, the
search results of the DHA related to the ith bit are also used for the cal-
culation of the LLRs of all the bits b1, b2, . . . , b[U·log2(M)] of the multi-

level symbol, by being stored in their corresponding sets X 1,0
q ,X 1,1

q , . . . ,

XU·log2(M),0
q ,XU·log2(M),1

q .
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Fig. 7. BER performance of the families of DHA-MAA QMUDs and DHA-MUA QMUDs, as well as the MAP MUD, the ACO-MUA-FKT-FW MUD and the
MMSE detector in the MC-IDMA system scenario of Table I. The ACO-MUA-FKT-FW MUD employed ζ = 18 ants in � = 18 generations during each search,
the pheromone’s weight was equal to α = 1, the intrinsic affinity was equal to β = 6, the evaporation rate was equal to ρ = 0.5 and the free will probability was
equal to μFW = 0.1.

hand, we may observe that the performance of the DHA-MAA
QMUDs is improved slower upon increasing the number of
MUD-DES/DEC iterations. This is in contrast to the trend of
both the MAP MUD and of the DHA-MUA QMUDs, both
of which exhibit an approximately 5 dB improvement, when
a second MUD-DES/DEC iteration is affordable. The DHA-
MAA QMUD relying on Neighbour Exploitation (NE) [3]
performs better than the DHA-MAA QMUD.9 Quantitatively, it
is only 2 dB away from the MAP MUD’s curve at BER = 10−5

after 3 MUD-DES/DEC iterations, compared to the 9 dB loss of
the DHA-MAA QMUD. However, it still performs worse than
the DHA-MUA QMUDs. Therefore, generating inflated LLRs
based on the simplified LLR calculation of (9) for the DHA-
MAA methodology results in lower-quality a priori LLRs at
the output of the DES/DEC of Fig. 1. However, the DHA-
MUA methodology, which uses the more accurate LLRs of (10)
exhibits an improved BER in Fig. 7. The SISO DHA-MUA
QMUDs also perform better than the DHA-QWSA QMUD
with the aid of l = 10 control qubits, where the number of
control qubits l in the DHA-QWSA QMUD determines both the
precision of the LLRs’ calculation, as well as the complexity of
the QWSA as demonstrated in [11]. Explicitly, if we use more
control qubits in the DHA-QWSA QMUD, the extrinsic LLRs
will become more accurate, but the complexity will be higher.

9In the DHA-MAA QMUD, after the initial DHA search the sets X u,m,0
q

and X u,m,1
q of each bit are updated with the search results, as in Step 1 of

Fig. 5. Naturally, one of the two sets of each bit will include the globally optimal
symbol xmax. When the Neighbour Exploitation modification is employed, the
set of each bit that does not include the globally optimal symbol xmax will
include its neighbour symbol xnb at that specific bit position, as described in
Step 2 of Fig. 5, regardless of whether it is among the DHA’s search results
or not.

We may observe that the MMSE detector characterized in
Fig. 7 exhibits a BER floor at a BER of ∼0.02, which is
due to the rank-deficient nature of the scenario. It is expected
that in a system associated with a higher user load, the BER
floor of the MMSE detector becomes even higher and it may
appear at lower Eb/N0 values. The fact that in the lower Eb/N0
region of Fig. 7 the MMSE detector performs better than the
DHA-MAA QMUD is related to the excessively high con-
fidence erroneously provided by the DHA-MAA QMUD’s
extrinsic LLRs. Still referring to Fig. 7, we employed the
SISO version of the ACO MUD relying on both the FKT and
on Free Will (FW) [3] in conjunction with ζ = 18 ants and
� = 18 generations during each ACO search.10 The ACO-
MUA-FKT-FW MUD performs worse than its quantum-aided
counterpart, namely the DHA-MUA-FKT QMUD, during
each MUD-DES/DEC iteration. For example, during the first
MUD-DES/DEC iteration, there is an Eb/N0 loss of 1.5 dB at a
BER of 10−5. During the second and third MUD-DEC/DEC
iteration the Eb/N0 loss becomes 0.085 dB and 0.055 dB,
respectively. However, the complexity of the ACO-MUA-FKT-
FW MUD is higher than that of the DHA-MUA-FKT QMUD
during each MUD-DES/DEC iteration, suggesting that with the
aid of the DHA-MUA-FKT QMUD we may be able to achieve a
better performance at a reduced complexity. In systems having
a normalized user-load of UL ≥ 2 the family of DHA-MUA
QMUDs is expected to perform even better than that of the
ACO-MUA MUDs and the MMSE detector, since its perfor-
mance does not depend on the neighbourhood criterion.

10The term free will may be considered as a bit-based mutation probability
during the creation of a new ants’ generation.
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TABLE II
COMPLEXITY IN TERMS OF THE NUMBER OF CFEs/Bit IN FIG. 7

The complexities of the QMUDs employed are summarized
in Table II. As expected, the complexities per bit of the
QMUDs are lower than that of the MAP MUD during the
first MUD-DES/DEC iteration. The number of CFEs/bit of
the ACO-MUA-FKT-FW MUD is 8.35%, 7.81% and 9.81%
higher than that of the DHA-MUA-FKT QMUD after the first,
second and third MUD-DES/DEC iteration, respectively. When
multiple MUD-DES/DEC iterations are used and we assume
that perfect channel estimation is attainable before the first
iteration with the aid of decision-directed channel estimation,
then the complexity of the MAP MUD may remain constant,
provided that we have sufficient memory for storing the CF
values obtained during the first iteration. Naturally, in practical
systems perfect channel estimation is unachievable, but a better
channel estimate becomes available during each subsequent
MUD-DES/DEC iteration, essentially forcing the MAP MUD
to evaluate all the legitimate CF values again, hence resulting
in 2340 and 3510 CFEs/bit after the second and third MUD-
DES/DEC iteration, respectively. It is worth mentioning that
according to Fig. 7 the DHA-MUA QMUDs outperform the
DHA-QWSA QMUD associated with l = 10, despite requiring
fewer CFEs/bit, as seen in Table II.

V. GAUSSIAN VERSUS NON-GAUSSIAN LLR
DISTRIBUTIONS AND EXIT CHART ANALYSIS

Fig. 8 shows the EXIT chart of our system under the as-
sumption of having a Gaussian distribution at the output of
the DHA-MAA and DHA-MUA-FBKT QMUDs, as well as for
the MAP MUD at Eb/N0 = 0 dB. The reason that Eb/N0 =
0 dB was selected for presenting the inner EXIT curves of the
investigated QMUDs is that the EXIT chart design used in this
paper is focused on a fixed-complexity system, where 3 MUD-
DES/DEC iterations are allowed, rather than aiming for a near-
capacity design, where the open tunnel area between the inner
and outer EXIT decoder’s curves should be as small as possible.
Irregular convolutional codes [27], [28], [32] may be employed
as outer codes in our system for exploiting their curve-matching
capabilities to create a narrow but open tunnel between the
inner and outer EXIT curves, hence achieving a near-capacity
design. Therefore, for obtaining an infinitesimally low BER, the
Monte-Carlo simulation based bit-by-bit decoding trajectory
of the EXIT chart should reach the IDES/DEC,e = 1 line after

Fig. 8. EXIT chart of the DHA-MAA and DHA-MUA-FBKT QMUDs in the
MC-IDMA system scenario of Table I. The inner and outer average EXIT
curves of the MI are presented, along with the inner EXIT curves that take into
consideration the standard deviation. Moreover, a snapshot of the inner EXIT
curves and the corresponding trajectories are shown.

3 MUD-DES/DEC iterations. According to Fig. 7, both the
MAP MUD, as well as the DHA-MUA, DHA-MUA-FKT,
DHA-MUA-FBKT and the DHA-QWSA QMUDs exhibit a
BER below 10−5 after 3 MUD-DES/DEC iterations, which is
sufficiently low for cellular communications [1], at Eb/N0 =
0 dB. Fig. 8 also includes the corresponding Monte-Carlo
simulation based stair-case-shaped decoding trajectory where
each user has transmitted a frame of 20 480 bits. Therefore,
at Eb/N0 = 0 dB we expect the decoding trajectory of the
DHA-MUA-FBKT QMUD with an interleaver length of 20 480
bits per user to reach the IDES/DEC,e = 1 line after 3 QMUD-
DES/DEC iterations, as it is presented in Fig. 8.

According to Fig. 8, the QMUDs initially output a lower
Mutual Information (MI) than the MAP MUD, but eventually
“appear” to yield a higher MI. However, we will demonstrate
that this fact does not represent the reality. To elaborate a
little further, the investigated QMUDs always generate extrinsic
LLRs, which have the same polarity as those of the MAP
MUD. Due to the fact that the DHA-MAA QMUDs generate
their LLRs according to (9) and that most of the time they do
not use the optimal symbols—either for the numerator or for
the denominator—we expected to obtain LLR values having
the correct polarity, but a higher confidence than they should
truly have. Therefore, their inner QMUD EXIT curves erro-
neously give the impression that the QMUDs outperform the
MAP MUD.

Moreover, all the EXIT curves seen in Fig. 8 have been
generated using Gaussian-distributed LLRs as their inputs,
which is one of the necessary requirements to be satisfied
for creating an accurate EXIT chart as a design tool [27]. In
practice, this has been adopted because the outputs of both
the widely used MUDs as well as of the channel decoders



3722 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 63, NO. 10, OCTOBER 2015

Fig. 9. Histograms of the output LLRs of the MAP MUD, the DHA-
MAA, DHA-MAA-NE, DHA-MUA, DHA-MUA-FKT and DHA-MUA-FBKT
QMUDs at IMUD,a = 0.5 of a single frame of 20 480 bits per user in the system
of Table I. The histograms which have their main peak at a positive LLR value
correspond to the LLRs of a bit equal to 0, while those who have their main
peak at a negative LLR value correspond to the LLRs of a bit equal to 1.

follow the Gaussian distribution, provided that their input is
also Gaussian distributed. Since the initial input of the MUD
obeys the Gaussian distribution with zero mean and zero stan-
dard deviation—this scenario corresponds to the IMUD,a = 0
point—the generation of EXIT curves using input LLRs obey-
ing the Gaussian distribution is indeed accurate. The output of
the DHA-MUA QMUDs is also approximately Gaussian, but
the actual output values of the DHA-MUA-FKT and DHA-
MUA-FBKT QMUDs are slightly higher than those of the MAP
MUD, as it may be observed in Fig. 9, where the PDF curves
of the LLRs obtained for IMUD,a = 0.5 are plotted. The DHA-
MAA-NE QMUD mistakenly projects a higher confidence than
that of the MAP MUD. By contrast, the DHA-MAA QMUD
does not follow the Gaussian distribution and the probability
of providing “over-confident” LLRs is expected to lead to
a flawed design. More precisely, for IMUD,a = 0.5 and for
Gaussian distributed LLRs inputs to the MUDs, the probability
of obtaining an LLR with an absolute value of |Lm,e| ≥ 5 is
67.84% for the DHA-MAA QMUD, 21.98% for the DHA-
MUA-FBKT QMUD and only 16.85% for the MAP MUD,
indicating the excessive confidence exhibited by the QMUDs’
outputs.

The histograms of the output LLRs of an MUD may be
used for checking the consistency condition [33] for the el-
igibility of an MUD to be used in iterative receivers. More
specifically, we may calculate the log-likelihood ratios of the
bit-based LLRs of the a posteriori bit probabilities, based
on their PDF curves shown in Fig. 9. If no approxima-
tions have been made in the calculations of the bit-based
LLRs, we should expect the LLR values of the bit-based
LLRs to be equal to those of the bit-based LLRs, therefore
the corresponding curves seen in Fig. 10 should be on the
main diagonal. Indeed, the MAP MUD’s curve follows the
main diagonal. Even though both the DHA-MAA and DHA-
MUA QMUDs have relied on the approximations of (9) and
(10), respectively, in the calculation of LLRs, the DHA-MAA
QMUDs’ curves are far away from the main diagonal in
Fig. 10, due to their more crude approximation in (9), hence
justifying the reduced gain achieved by allowing additional
MUD-DES/DEC iterations, when compared to the rest of
the MUDs.

Fig. 10. LLR values obtained by the MUDs with respect to the expected LLR
values based on the histograms in Fig. 9. The consistency condition for iterative
detection for a particular MUD is satisfied if its corresponding curve is close to
the main diagonal line. The frame length of each user is equal to 20 480 bits.

The fact that the inner detector EXIT curves generated with
the aid of Gaussian assumptions correspond to an unrealistic
scenario may be verified by inspecting the Monte-Carlo sim-
ulation based decoding trajectories of the QMUDs in Fig. 8,
which do not accurately match the inner and outer decoder
EXIT curves. The mismatch becomes particularly grave for
the DHA-MAA QMUD, which exhibits a closed EXIT tunnel.
Although not visible in Fig. 8, our investigations, which are
included in the following figures, demonstrated that this mis-
match occurs, because the inner and outer decoder EXIT curves
that the system actually experiences during the second QMUD-
DES/DEC iteration exhibit a lower MI than that shown by the
EXIT curves generated with the aid of Gaussian assumptions,
as a consequence of processing non-Gaussian distributed LLRs
output by the previous MUD and DES/DEC processes. This
is a result of the approximations applied in the calculations of
the QMUD’s LLRs in (9) and (10). For verifying the afore-
mentioned speculations concerning the iterative behaviour of
our proposed SISO QMUDs, let us now dispense with the
assumption of having non-Gaussian LLRs in order to generate
accurate EXIT charts [34] following the methodology described
in Fig. 11, where two initialization stages are called. The
number of initialization stages may be as high as required, with
the first one being the same as the first stage in Fig. 11 and the
rest being the same as the second stage in Fig. 11, incorporated
right before the EXIT curve calculation stage. Again, in this
paper we use up to two initialization stages.

An auxiliary (Eb/N0)
∗ value is selected during the initializa-

tion stages of Fig. 11. This (Eb/N0)
∗ value acts as our control

parameter and replaces the need for having Gaussian distributed
input LLRs corresponding to a specific IMUD,a value. Let us
proceed by assuming that we only have a single initializa-
tion stage in Fig. 11 and that the 2nd initialization stage is
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Fig. 11. Methodology for the generation of inner and outer EXIT curves with non-Gaussian distributed inputs by using two auxiliary MSDD-DEC iterations.

non-existent. By feeding the auxiliary QMUD with an all-zero
a priori LLR sequence and the auxiliary (Eb/N0)

∗ value, at its
output we obtain the auxiliary extrinsic LLRs L∗

m,e. These ex-
trinsic LLRs obey the specific distribution, which characterizes
the outputs of the auxiliary QMUD employed, and by calculat-
ing their MI after deinterleaving them, we are able to determine
the specific IDES/DEC,a value of our non-Gaussian assumption-
based EXIT chart. Still following Fig. 11 relying only on a
single initialization stage, at the output of the DES/DEC used
during the EXIT curve calculation stage we may obtain the ex-
trinsic LLRs Lc,e, generated by a non-Gaussian input. Once we
have calculated the corresponding MI of Lc,e, we have found the
specific point {IDES/DEC,a, IDES/DEC,e} of the EXIT outer curve.
Moreover, the Lc,e stream of Fig. 11 is interleaved and fed to the
same QMUD, but operating at the true Eb/N0 value we want to
create the non-Gaussian inner EXIT curve for. At the output of
the QMUD we may obtain the extrinsic LLRs, based on which
we calculate IMUD,e. By carefully tuning the auxiliary (Eb/N0)

∗
value, we are able to create the resultant inner and outer
decoder EXIT curves. Let us assume now that both initialization
stages are invoked in Fig. 11. We perform two MUD-DES/DEC
iterations at the auxiliary (Eb/N0)

∗ value, commencing with an
all-zero a priori LLR vector, before proceeding to the EXIT
curve calculation stage. If the QMUDs affect the distribution
of the output extrinsic LLRs, it is expected for the MI of both
the inner and outer EXIT curves to have smaller values than
those of the corresponding curves generated with none or a
single auxiliary MSDD-DEC iteration. This would result in a
narrower constriction in the open tunnel for the trajectory and
it may explain why the trajectory of the DHA-MAA QMSDD
seen in Fig. 8 gets stuck, despite having an open tunnel. Every
initialization stage corresponds to an actual MUD-DES/DEC
iteration of the decoding trajectory and an auxiliary MUD-DES/
DEC iteration during the generation of the non-Gaussian PDF-
based inner and outer decoder EXIT curves. Therefore, the
trajectory is expected to match with the inner decoder’s EXIT
curve generated using 0 initialization stages during its first
iteration, with the inner and outer EXIT curves generated using
1 initialization stage during its second iteration and so on.

The inner and outer decoder EXIT curves of the DHA-
MAA QMUD with none, a single and two auxiliary MUD-
DEC iterations are plotted for Eb/N0 = 0 dB in Fig. 12,
while those of the DHA-MUA-FBKT QMUD are presented
in Fig. 13. The non-Gaussian inner and outer decoder EXIT
curves were generated for (Eb/N0)

∗ = −3,−2, . . . , 7 dB. By
observing the inner decoder’s EXIT curve in both Figs. 12 and
13, we may conclude that for a fixed value of IMUD,a, the

Fig. 12. EXIT chart of the DHA-MAA QMUD in the MC-IDMA system of
Table I using 0, 1 and 2 auxiliary QMUD-DES/DEC iterations for the gener-
ation of the inner and outer EXIT curves for Eb/N0 = 0 dB and (Eb/N0)∗ =
−3,−2, . . . , 7 dB. The inner and outer curves corresponding to each iteration
match the decoding trajectory.

output MI of the DHA-MAA and DHA-MUA-FBKT QMUD
becomes lower upon increasing the number of MUD-DES/DEC
iterations, because the input and output LLRs do not obey the
Gaussian distribution. Similarly, the same figures verify that the
operation of the DES/DEC in Fig. 1 is also affected by the non-
Gaussian LLR inputs. More specifically, the DES/DEC perturbs
the classic turbo effect and provides a reduced IDES/DEC,e for
the same IDES/DEC,a upon increasing the number of MUD-
DES/DEC iterations, when the DHA-MAA QMUD is used.
As expected for the DHA-MAA QMUD, the outer decoder’s
EXIT curve is above the inner decoder’s EXIT curve after two
MUD-DES/DEC iterations, essentially closing the tunnel. On
the other hand, the trajectory of the DHA-MUA-FBKT QMUD
shown in Fig. 13 can still get through the open tunnel after two
iterations and reaches the IDES/DEC,e = 1 line.

VI. SIMULATION RESULTS AND DISCUSSIONS

The employment of non-Gaussian EXIT charts assists us in
interpreting the exact behaviour of practical receivers, where
approximations have been applied either at the MUDs or the
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Fig. 13. EXIT chart of the DHA-MUA-FBKT QMUD in the MC-IDMA
system of Table I using 0, 1 and 2 auxiliary QMUD-DES/DEC iterations for
the generation of the inner and outer EXIT curves for Eb/N0 = 0 dB and
(Eb/N0)∗ = −3,−2, . . . , 7 dB. Only the parts of the inner and outer EXIT
curves that are in the proximity of the trajectory are shown for clarity.

Fig. 14. EXIT chart of the DHA-MUA-FKT QMUD in 3 MC-IDMA system
scenarios with [R1 =1, SF1 =4], [R2 =1/2, SF2 =2] and [R3 =1/4, SF3 = 1]
and the rest of the parameters given in Table I.

decoders. However, since the DHA-MUA QMUDs are ex-
pected to have similar Gaussian and non-Gaussian EXIT charts,
as shown in Fig. 8, in this section we will rely on Gaussian
EXIT charts for characterizing the DHA-MUA-FKT QMUD.

Fig. 14 presents the EXIT chart of three MC-IDMA systems
having [R1 = 1, SF1 = 4], [R2 = 1/2, SF2 = 2] and [R3 =
1/4, SF3 = 1] and the parameters summarized in Table I. It
should be noted that we have R/SF = 1/4 for all three systems,

Fig. 15. BER performance of the DHA-MUA-FKT QMUD in 3 MC-IDMA
system scenarios with [R1 = 1, SF1 = 4], [R2 = 1/2, SF2 = 2] and [R3 =
1/4, SF3 = 1] and the rest of the parameters given in Table I.

Fig. 16. BER performance of the DHA-MUA-FKT QMUD, as well as of
the MAP and ACO-MUA-FKT-FW MUDs with ζ = 18 ants and � = 18
generations, in the system given in Table I with imperfect CSI, where Nν =
0.0791, 0.0396, 0.0198 during the first, second and third MUD-DES/DEC
iteration.

therefore they have an identical throughput, since we keep
the frame length the same. As expected, the inner decoder’s
EXIT curves which correspond to the MUD procedure are the
same in all three systems. Based on the outer decoder’s EXIT
curves, the [R3 = 1/4, SF3 = 1] system does not spread the
bits and provides error-free decoding with the fewest itera-
tions, provided that a sufficiently high Eb/N0 value is used.
In the other extreme scenario, the [R1 = 1, SF1 = 4] system
employs only a repetition code and performs better than the
rest, when the power is so low that the EXIT tunnel will be
closed for the [R2 = 1/2, SF2 = 2] and [R3 = 1/4, SF3 = 1]
systems, even though it will not reach the IDEC,e = 1 line. We
may observe that even for Eb/N0 = 0 dB, it outputs a higher
MI than the other two systems during the first iteration. The
[R2 = 1/2, SF2 = 2] system’s performance lies between that
of the other two systems, but it is more similar to that of the
[R3 = 1/4, SF3 = 1] system. Based on Fig. 14, if the received
power is high enough, we should expect a small difference
between these two systems’ performance. The conclusions we
made based on the EXIT chart of Fig. 14 are verified by
inspecting the BER vs Eb/N0 curves encapsulated in Fig. 15,
where we have invoked J = 3 MUD-DES/DEC iterations. The
[R1 = 1, SF1 = 4] system offers a lower BER at low powers,
while the [R2 = 1/2, SF2 = 2] and [R3 = 1/4, SF3 = 1] sys-
tems perform equally well. However, the DES/DEC complexity
of the [R2 = 1/2, SF2 = 2] system is lower than that of the
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TABLE III
SUMMARY OF THE PRESENTED QMUDS FOR THE MC-IDMA SYSTEM OF TABLE I AT BER = 10−5

[R3 = 1/4, SF3 = 1] system, even though they both use the
same constraint length. This observation is due to having fewer
coded bits at the output of the NSC and hence a reduced number
of branches in the decoding trellis diagram [30], assuming that
having 12 additional branches in a trellis diagram contributes
more to the DES/DEC complexity than a half-rate repetition
code does [30] in terms of the classic add-compare-select
arithmetic operations.

In practice perfect CSI is not available, especially during the
first MUD-DES/DEC iteration. For characterizing the systems,
when only realistic imperfect CSI is available, we contaminated

the perfect CSI values h
(uq)
p,q of (2) with AWGN, assuming that

the CSI-estimation error is Gaussian, yielding

h̃
(uq)
p,q = h

(uq)
p,q + ν, (11)

where ν is an AWGN sample having a zero mean and a variance
of Nν , with Nν = 0 corresponding to the perfect CSI scenario.
In our system we assume that the CSI noise power is halved
during each MUD-DES/DEC iteration, modelling in this way
the better CSI estimate that becomes available during each
iteration. In Fig. 16 we have plotted the BER performance
of the system characterized in Table I, when the DHA-MUA-
FKT QMUD, as well as the MAP and ACO-MUA-FKT-FW
MUDs with ζ = 18 ants and � = 18 generations are employed

in conjunction with Nν = 0.0791, 0.0396, 0.0198 during the
first, second and third iteration, respectively. We may observe
that the DHA-MUA-FKT QMUD’s performance is within
0.7 dB of that of the MAP MUD, regardless of the accuracy
of the channel estimates, even though they are 6.5 dB away
from the MAP MUD’s performance recovered with the aid of
perfect CSI at BER = 0.0025 after a single MUD-DES/DEC
iteration. Furthermore, the DHA-MUA-FKT QMUD performs
better than the ACO-MUA-FKT-FW MUD during all 3 MUD-
DES/DEC iterations. An important observation is that with
the aid of imperfect CSI, the MAP MUD has to repeat the
CFEs during each MUD-DES/DEC iteration, in a similar way
as the DHA-MUA-FKT QMUD, hence having completed in
total 1170, 2340 and 3510 CFEs/bit after the first, second and
third MUD-DES/DEC iteration, respectively, regardless of the
power level and Nν . At the same time, the DHA-MUA-FKT
QMUD’s complexity depends on both Eb/N0 and on Nν due
to its deterministic initialization with the aid of the MMSE
detector [3]. Therefore, assuming operation at BER = 10−5

after J = 3 MUD-DES/DEC iterations, the DHA-MUA-FKT
QMUD has carried out 600, 1226 and 1783 CFEs/bit, after the
first, second and third MUD-DES/DEC iteration. At the same
time, the ACO-MUA-FKT-FW has completed 649, 1298 and
1947 CFEs/bit, after the first, second and third MUD-DES/DEC
iteration, regardless of the Eb/N0 value.
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Therefore, we may conclude that when the MAP MUD is
called during each MUD-DES/DEC iteration, its complexity is
higher than those of the proposed SISO QMUDs in a system
having 214 entries in its database. In fact, based on our simula-
tions, the proposed SISO DHA-MAA and DHA-MUA QMUDs
have a lower complexity than the MAP MUD, even when the
database’s size is reduced to 212 entries, which corresponds to
a scenario where 12 (3) users transmitting BPSK (16-QAM)
symbols interfere with each other.

VII. CONCLUSION

Low-complexity SISO QMUDs were proposed and em-
ployed in MC-IDMA systems. In Fig. 7 we demonstrated that
the family of DHA-MUA QMUDs is amenable to perform-
ing iterative detection, hence offering a near-optimal perfor-
mance, approaching that of the MAP MUD, in contrast to the
DHA-MAA. Furthermore, we concluded that all the proposed
QMUDs perform better than the MMSE detector. The DHA-
MUA-FKT QMUD was compared to the novel SISO ACO-
MUA-FKT-FW MUD and it was found to exhibit an improved
performance, despite imposing a reduced complexity. A sum-
mary of the BER performance and complexity of the employed
MUDs with respect to the optimal MAP MUD is presented
in Table III.

Since the inner EXIT curve analysis based on the Gaussian
LLR distributions of the DHA-MAA QMUD seen in Fig. 8 is
unable to plausibly explain the unsuitability of the DHA-MAA
QMUD for employment in an iterative receiver, which is also
evidenced by the decoding trajectory of Fig. 8, we presented an
EXIT chart analysis based on non-Gaussian LLR distributions,
which closely reflect the reality as it may be observed in
Figs. 12 and 13. More precisely, the histogram-based EXIT
charts with non-Gaussian a priori LLR distributions exhibit a
more realistic scenario than the histogram-based EXIT charts
with Gaussian a priori LLR distributions, since these specific
a priori LLR distributions employed for the inner and outer
decoder’s EXIT curves are not randomly created following a
Gaussian distribution, but instead they are the actual outcome of
previous decoding and detection procedures. Therefore, EXIT
charts based on non-Gaussian LLR distributions may provide a
more accurate characterization of the iterative MUD-DES/DEC
detection, when the MUD employed relies on simplifications,
for example, when the reliability of calculating the LLRs based
on a subset of all the legitimate multi-level symbols.

Moreover, in Figs. 14 and 15 we compared our MC-IDMA
system to a pair of systems using either only NSC channel
coding or DSS associated with the same joint coding rate of
R/SF and with the same throughput, which was achieved by
keeping the frame length the same. We may conclude that
the system scenario associated with [R2 = 1/2, SF2 = 2] is a
better all-around choice for a system relying on R/SF = 1/4
specifications, since it performs almost equivalently to the
[R1 = 1/4, SF1 = 1] system, while imposing a lower decoding
complexity.

Finally, for testing our QMUD in a practical system context,
in Fig. 16 we evaluated the optimal MAP MUD, the ACO-
MUA-FKT-FW MUD and the DHA-MUA-FKT QMUD in an

MC-IDMA system, where only imperfect CSI was available,
hence degrading the performance and forcing the MAP MUD
to be employed during each MUD-DES/DEC iteration for
exploiting the improved channel estimates. We may observe in
Fig. 16 that the DHA-MUA-FKT QMUD continues to perform
better than the ACO-MUA-FKT-FW MUD and near the optimal
MAP MUD in terms of the system’s BER versus the Eb/N0
values, while only imposing about half the complexity after
3 MUD-DES/DEC iterations with respect to that of the MAP
MUD, which is expressed in terms of the number of CFEs.
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