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Abstract—A pair of salient tradeoffs have driven the MIMO A N e
systems developments. More explicitly, the early era of MIMO System Signal
developments was predominantly motivated by the multiplexing- | throughput '
diversity tradeoff between the Bell Laboratories Layered Space- |
Time (BLAST) and Space-Time Block Coding (STBC). Later, the
Linear Dispersion Code (LDC) concept was introduced to strike
a flexible tradeoff. The more recent MIMO system designs were
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motivated by the performance-complexity tradeoff, where the

Spatial Modulation (SM) and Space-Time Shift Keying (STSK) / """"""""" ? """"""""" \ _
concepts eliminate the problem of Inter-Antenna Interference | | Channel Hardware Multi-user [,
(IAl) and perform well with the aid of low-complexity linear .| _characteristics | | configuration scenario _J.-
receivers without imposing a substantial performance loss on T e

generic ML/MAP aided MIMO detection. Against the back- | System modelling Il System performance Ill System complexity

ground of the MIMO design tradeoffs in both uncoded and
coded MIMO systems, in this treatise, we offer a comprehensive Fig. 1. Factors affecting the design of wireless communicat®ystems.
survey of MIMO detectors ranging from hard-decision to soft-
decision. The soft-decision MIMO detectors play a pivotal role in

approaching to the full performance potential promised by the . . .
MIMO capacity theorem. Having said that, in the near-capacity Driven by the growing demand for more advanced wireless

system design, the soft-decision MIMO detection dominates the communication technologies, in line with Moor’s Law, wire-
total complexity, because all the MIMO signal combinations |ess communications systems have gradually become more and
have to be examined, when both the channel's output signal more complex. Fig. 1 offers a glimpse of a few key factors that

and the a priori LLRs gleaned from the channel decoder are . . . o
taken into account, Against this background, we provide reduced- directly affect the design of wireless communications systems.

complexity design guidelines, which are conceived for a wide- 1he factors in the first category of system modelling seen in
range of soft-decision MIMO detectors. Fig. 1 play a fundamental role in efficient system planing
Index Terms—MIMO design tradeoffs, soft-decision detectors, and de.ploymer?t. Once the'sys.tem model is eStab”She_d’ .the
near-capacity systems, reduced-complexity design. transceiver design featured in Fig. 1 revolves around achieving
the best possible throughput versus BER performance of the
second category at the lowest delay and complexity of the
. INTRODUCTION third category. Invariably, there is a tradeoff between the
The technical breakthrough of Turbo Codes (TCs) [1], [@}erformance attained and the complexity imposed, since a
has initiated two decades of exciting developments, leadingmplexity reduction is often associated with a performance
to a suite of near-capacity tranceiver techniques [3]-[12]jegradation.
Moreover, the recent developments in the millimeter-wave As an example, the classic V-BLAST MIMO system is
band [13]-[15] facilitate the employment of a large numbgjortrayed in Fig. 2, where both the transmitter and the receiver
of antennas, especially at the Base Station (BS) [15]-{1@Fe equipped with multiple antennnas. THé Transmit

. , Antenna (TA) elements independently transmit a total number
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AO-STBC
BCJR
BICM-ID
BLAST
BS
CCMC
Csl
DCMC
DSTM
EXIT
GSM
GSSK
GSTSK
HR-STBC
1Al

IRCC
LDC
LDPC

LF

LLR

TABLE |
NOMENCLATURE

Amicable Orthogonal Space-Time Block Coding

Bahl-Cocke-Jelinek-Raviv

determined by the sphere radius, where the ML performance
may be retained at the cost of a high complexity, whilst visiting
less candidates may result in a degraded performance. Another

Bit-Interleaved Coded Modulation relying on Iterative Decoo@r%tion is to mitigate the IAl by a Linear Filter (LF) [22]-[25],

Bell Laboratories Layered Space-Time
Base Station

Continuous-input Continuous-output Memoryless Channel

Channel State Information

Discrete-input Continuous-output Memoryless Channel

Differential Space-Time Modulation
EXtrinsic Information Transfer
Generalized Spatial Modulation
Generalized Space Shift Keying
Generalized Space-Time Shift Keying
Half-Rate Space-Time Block Coding
Inter-Antenna Interference
IRregular Convolutional Code
Linear Dispersion Code
Low-Density Parity Check

Linear Filter

Log Likelihood Ratio

Max A Posteriori

Matched Filter

Multiple-Input Multiple Output
Maximume-Likelihood

Multi-Level Coding

Maximum Likelihood Sequence Estimation
Minimum Mean Squared Error
Maximum Ratio Combining

Mean Squared Error

Multi-User Detection

Parallel Concatenated Code
Probability Density Function

Partial Euclidean Distance
Pairwise Error Probability

Pairwise Squared Euclidean Distance
Quasi-Orthogonal Space-Time Block Coding
Quasi-Static

Receive Antenna

Reed-Solomon

Recursive Convolutional Code
Repeated Tree Search

Serial Concatenated Code

Sphere Decoder

Space-Division Multiple Access
Successive Interference Cancelling
Single-Input Multiple-Output
Single-Input Single-Output

Spatial Modulation

Space-Shift Keying

Space-Time Block Coding
Space-Time Modulation

Single Tree Search

Space-Time Shift Keying

Transmit Antenna

Turbo Code

Trellis Coded Modulation

Unity Rate Code

Very-Large-Scale Integration
Zero-Forcing

and then the individual constellation digrams may be visited
completely separately, which results in a substantially reduced
complexity that grows only linearly wittN,. Nonetheless, the
residual IAl after LF may still severely degrade the MIMO
system’s performance.

In this paper, we pay special attention to the important
tradeoff between the performance and complexity. We de-
sign reduced-complexity algorithms that are tailored for near-
capacity communications systems. The basic philosophy of
reduced-complexity design is illustrated by the example of
SD seen in Fig. 2, where the complex detector may be
decomposed into steps so that less decision candidates have to
be considered. Moreover, the interaction between the detection
steps should be carefully taken into account, so that the
optimum full-search-based performance may be retained.

The performance versus complexity tradeoff also plays
salient role in MIMO system design. Recently, it has motivated
the development of Spatial Modulation (SM) [26], [27], which
has been considered as an attractive candidate for large-
scale MIMO systems [15], [28]. In more detall, the first era
of MIMO development was driven by the classic tradeoff
between the attainable multiplexing and diversity gain [29].
The V-BLAST MIMO systems [30]-[32] have a capacity that
may be increasing linearly with the number of antennas, but
they are not designed for achieving a transmit diversity gain
for combating the effects of fading. By contrast, the family of
Space-Time Block Codes (STBCs) [33]-[35] offers a benefical
transmit diversity gain, but the STBCs cannot achieve the
full MIMO capacity. In order to circumvent this problem,
the Linear Dispersion Code (LDC) concept [36]-[38] may be
introduced to resolve this tradeoff, where a total numbe¥gof
modulatedV/ PSK/QAM symbols are dispersed across both the
Nr-element spatial domain and tér-element time domain
of the transmission matrix. The LDC of [38] may attain
both the full MIMO capacity and the full transmit diversity
gain, provided that the parameters satisfy, > NpNp.
Nonetheless, since the STBC'’s orthogonality requirements are
dropped by the LDC design, the LDC receiver has to employ
the family of V-BLAST detectors in order to tackle the IAI. As
a result, the performance versus complexity tradeoff illustrated
by Fig. 2 surfaces again. Against this background, the SM
scheme [26], [27] activates a single one outéf TAS in
order to transmit a single modulated PSK/QAM symbol,
which results in a reduced transmitter hardware complexity,
since only a single RF chain is employed. Moreover, the

tiple data streams act as interference imposed on each otheteiver’s signal processing complexity may also be reduced,
An attractive option is to invoke a Sphere Decoder (SD) [19}where the TA activation index and the modulated symbol index
[21] as seen in Fig. 2, which only detects a single symbol ate detected separately. Moreover, the concept of Space-Time
a time, while the previous decisions made by visiting oth&hift Keying (STSK) [39] once again achieves a beneficial di-
constellation diagrams are fed back in order to cancel out thersity gain, where a single one out &%, dispersion matrices
known interference. The SD may continue to examine new activated for dispersing a single modulatéfPSK/QAM
constellation points of the next constellation diagram, unslymbol. The STSK receiver may employ the low-complexity
the search scope exceeds the SNR-dependent sphere ra@iMsdetectors in order to recover both the activated dispersion
Therefore, the performance and complexity of SD is explicitljnatrix index and the modulated symbol index.
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Fig. 2. An example of striking a tradeoff between the perforneaaitained and the complexity imposed by Bell Laboratories Layered Space-Time (BLAST)
systems.

Viterbi's MLSE algorithm aims for maximizing the sequence
SanemssaaNd i e estimation probability. By contrast, the BCJR Log-MAP aims
LDC |: ¢ for maximizing the probability for correctly decoding each bit.
The BCJR Log-MAP algorithm was shown to be capable of
achieving a lower Bit Error Rate (BER) in [49] than the Viterbi
i . . ) algorithm [46]-[48]. However, owing to the fact that the BCJR
I: multiplexing—diversity tradeoff Log-MAP algorithm imposed a substantially higher computa-
II: performance-complexity tradeoff tional complexity than the Viterbi ML algorithm, it had not
Fig. 3. Key Multiple-Input Multiple Output (MIMO) schemes atite design attracted much attention until the revolutionary development
tradeoffs that motivated their development. of near-capacity system design emerging in the 1990s. Most
notably, the BCJR Log-MAP algorithm was simplified by the
Against this background, in this paper, we consider the pa&ipproximation ofn [3°,; exp(d')| ~ maxy; d' by Kochetal.
of key MIMO design tradeoffs, which are portrayed by Fig. 350] in 1990, which is often referred to as the Max-Lag-MAP
The unified mathematical measures of capacity and er@gorithm, so that the computationally complex exponential
probability, which are used for quantifying the multiplexingoperations may be avoided. Furthermore, Roberétai. [51]
and diversity tradeoff, are also invoked for characterizing thgoposed the near-optimum Approx-Log-MAP algorithm in
performance of SM and STSK. 1995, which aimed for compensating the difference between
the two terms otn [}, exp(d’)] andmaxy; d' by invoking

A. A Historical Perspective on Near-Capacity Communica: 100KUp table.

tions System Design On the voyage of persuing the near-capacity performance
The communications theoretic capacity limit was estalpredicted by Shannon, the construction of powerful channel
lished by Shannon [40] in the late 1940s, which quantifietbde became the greatest challenge. It was observed in [52]
a channel's capacity as the maximum mutual informatighat the coding gain, which is thg,/Ny-reduction provided
between the input signal and the output signal. Shannby channel coding, grows linearly with the convolutional
proposed in Theorem 11 of [40] that the channel capacigpde’s memory, but the associated decoding complexity grows
which is the maximum data rate that can be transmitted owetponentially. In order to mitigate this problem, the concept
the channel at an infinitesimally low error rate, can be achievetl concatenated codes [53] was introduced, where simple
with the aid of channel coding at the unconstrained cost cbmponent codes were concatenated in order to construct a
delay and complexity. In the 1950s, the single-error correctimpwerful channel code. The concatenated code concept was
Hamming code was proposed in [41], while the convolutionéitst proposed by Elias [54] in 1954, where an idealistic
coding concept was proposed by Elias [42]. Following thiSerror-free” performance predicted by Shannon’s theory was
the multiple error correcting Bose-Chaudhuri-Hocquenghesihown to be possible. The concatenated code constituted by
(BCH) code was proposed in [43]-[45]. Furthermore, tha convolutional code and a Reed-Solomon (RS) code stood
Maximum-Likelihood Sequence Estimation (MLSE) of coneut among the known candidates [53], [55], [56], which was
volutional codes was proposed by Viterbi [46] in 1967. Thisapable of providing a performance that was ol§y ~ 3.0
classic Viterbi algorithm was further interpreted by FornegiB away from Shannon’s capacity. In 1979, Battetl al.
[47] in 1973, and it was also applied to block codes bfp7] proposed to place a interleaver between the component
Wolf [48] in 1978. As a major milestone, the optimum Log-codes of a concatenated code, which was also referred to as
Max A Posteriori (MAP) decoding algorithm was proposed product code, so that the error bursts may be effectively
by Bahlet al. [49] in 1974, which is often referred to as thenterleaved. Battaikt al. also suggested in [57] that the good
Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm. More explicitlyperformance of concatenated codes may be guaranteed if the
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whereL,, L, and L. represent the priori LLR, a posteriori
LLR and extrinsic LLR, respectively. BPSK transmission over
gzg;g;tﬂ“t<___‘ an AWGN channel was assumed by the TC scheme of [1],
! [2]. However, it is straightforward to extend this scheme to
more complex modulations, where an arbitrary modulator and

Fig. 4. The schematic of a Parallel Concatenated Code (PCGlaabdy g demodulator is placed before and after the wireless channel
iterative decoding, which is adopted by Turbo Codes (TCs) [1], [2]. BPSBlOCk of Fig. 4, respectively

transmission over AWGN channels is assumed, unless otherwise stated. ) ) ) )
Following the groundbreaking invention of TC and con-

) o ~sidering that the block codes have relatively simple trellis
component decoders can exchange their decisions. InspirediRyctures [61], Pyndialet al. [62] proposed to replace the

the development of the Soft-Output Viterbi Algorithm (SOVA).onyolutional codes of Fig. 4 by block codes, which also
and its application to copcatenated codes developed by Haggnieved a near-capacity performance [62], [63]. In [64],
nauer and Hoeher [58] in 1989, Lodge al. [S9] proposed agenaueret al. generalized PCC, where any combination
in 1992 that the soft-decision iterative decoding conceived fgf piock and convolutional codes was deemed to be possible.
concatenated block codes inched closer to Shannon’s capagifying to the fact that the TC component decoders in Fig. 4

This sch?me was further improved by the same authors [60]4R|y updated the LLRs for the information bits, but not for the
their ICC'93 paper, where the performance of half-rate channglity bits, an error floor was experienced for a limited number
coded BPSK transmitted over Additive White Gaussian Noigg decoding iterations, Benedetea al. [3], [4] proposed the

(AWGN) channels achieved an impressive closest ever 1.3 gfcept of Serial Concatenated Code (SCC). The schematic
distance from Shannon capacity. It was also predicted E)ﬁgram of a SCC is depicted in Fig. 5. Unlike for the PCC
Lodge et al. [60] that the concatenated convolutional codegs Fig. 4, the SCC component decoders of Fig. 5 exchange

assisted by soft-decision iterative decoding may provide gfkir extrinsic information based on the exact same binary bits
even better performance. At the same ICC conference \jxhout any puncturing.

1993, the groundbreaking Turbo Coding (TC) technique was

independently proposed by Berrat al. [1], where a low .\ originally proposed by Galager [65] in 1962 was

75 J— -
BER of 10 was recorded af,/No = 0.7 dB for half opularized by MacKay and Neal [5] in 1996, where a near-

rart]t_a ;hannel rC].Ode?j E PtShK trans"m||tted ovter A;\.NGNf chan.ngl pacity performance was achieved by constructing sparse
which was achieved by the paraflel concatenation ot a pair g,y parity check matrices and by iteratively improving

Recursive Convolutional Code (RSC) components exchangw% decoding performance [5]-[7]. Hence the LDPC concept
their soft-bit information with the aid of iterative decoding, a?)receded TC by 31 years

iousl ict L t al. .
previously predicted by Lodget al. [59], [60] In order to optimize the communications schemes, the

Let us now elaborate a little further on TC and its revolu- . . ) .

. : . . odulation scheme, which defines the format of signal trans-

tionary effect on channel coding science. The schematic of the . : .

mission and determines the effective throughput should also

Parallel Concatenated Code (PCC) adopted by TC [1], [2],iS . X L .
o g . - be taken into account. During their infancy, channel coding

portrayed in Fig. 4. It can be seen in Fig. 4 that the information

bits are encoded twice by a pair of component RSC encod and modulation were treated as separate entities [66], [67].

where an interleaver is inserted between them in ordere@%uf;;itor?tfsergsg (:cf) ﬁg]é:zeggjlgngg[gg]air;]nilg;;dwﬁe:nd
ensure that the bit-dependencies imposed by the two R et al. '

codes are eliminated between them. At the receiver, the pal?. conventional Gray-labelling designed for modulation was

. . Tevised in order to also impose bit-dependency on the channel
of component RSC decoders exchange their so-called extrinsic . .

. oo . . coded source bits. As the benefit, the demodulator and the
informationt in order to achieve a near-capacity performancé

The soft-bit processed by the soft-input soft-output decoderscr}annel decoder act in fiaison in order to jointly decide upon

. L o . tRe modulated symbol. Inspired by this idea, Multi-Level
Fig. 4 is in the form of Log Likelihood Ratio (LLR) [50], [58], Coding (MLC) WZlS proposepd by I?/nai and Hirakawa [69]

. _ o _ in 1977, where the coded bits were mapped to the different
The terminology of extrinsic information stems from the fact that as

a benefit of the interleaver, they are capable of providing an independér]{ntegrity protection - clgsses-of multi-level modulus. The
"extended’ source of information for each bit. bits mapped to the lower-integrity modem sub-channels were

'/} Soft-Input

The Low-Density Parity Check (LDPC) coding concept
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protected by stronger channel codes, which were then detected Turbo detection
first by the MLC scheme’s multistage decoder followed by (tterative decoding)
the other bits of the MLC scheme. In 1982, Ungerboeck [70]

Soft-Decision-Aided Near-capacit

proposed the landmark concept of Trellis Coded Modulation Detector/Decoder performance
(TCM), where the channel code’s parity bits were accommo-
dated by the modem by increasing the number of bits per Convergence analys%

symbol, because this required no bandwidth expansion for
FEC. More explicitly, instead of using Gray-labelling for the,
modulated symbols, the TCM constellation diagram is divide
into subsets by a technige referred to as set partitioning,
where each bit determines a pair of subsets, and the Euclidéagé channel code and the modulation scheme constitute the
distance between the neighbouring constellation points withititer code and the inner code, respectively. The BICM-ID
a subset is increased at every partitioning step. Similar to ts€heme was initially proposed for exchanging hard-decisions
MLC of [69], the TCM of [70] assigned stronger componenin [8], [9] and then it was further developed for exchanging
channel codes associated with longer memories to prot&eft-bit decisions in [10] with the aid of a turbo receiver.
the bits associated with lower Euclidean distances. Howevlirwas explicitly demonstrated in [11] that since the BICM-
instead of invoking a multistage decoder as the MLC scherifé receiver’s demodulator was capable of mapping any bit
[69], the TCM decoder was originally designed for relying okack to the constellation subset pairs with the aid of ahe
a single trellis for jointly deciding on all the information bits.priori knowledge of all other bits, the free Euclidean distance
Inspired by the invention of MLC and TCM, a lot ofwas once again increased after the demodulator received
research efforts had been dedicated to developing mufgéedback from the channel decoder, which assisted BICM-ID
dimensional constellations for TCM [71]-[73] in the 1980sn outperforming TCM both in AWGN channels and in fading
where instead of set-partitioning the constellation diagram efiannels.
a single symbol, a block of data were mapped to higherlt was gradually realized by the community that the “turbo
dimensional constellations, so that a beneficial coding gagininciple” [83] may in fact be extended to a variety of areas in
was achieved by the joint channel coding and modulatiaider to achieve the full potential of different communications
design. However, as described in [74], the number of metrisgstems. The revolutionary development of near-capacity sys-
to be calculated for the TCM decoder’s trellis state transitioi@m design has attracted substantial research interest from the
inevitably increases as the modulation-order increases. In ortige 1990s onwards, which covers the areas of channel coding
to mitigate the escalating complexity, the trellis constructiofd], [4], source coding [84], equalization [85]-[87], multi-user
of the TCM decoder was decomposed into lower-dimensiordgtection [88]-[91], MIMO systems [22], [92], [93], etc. The
problems with the aid of multistage decoding [75]-[77] folthree driving factors behind near-capacity system design are
lowing the philosophy of the MLC receiver of [69]. summarized in Fig. 6. Clearly, in order to perform iterative
A specific TCM scheme conceived for fading channels watecoding/turbo detection, the constituent detectors/decoders
conceived by Simon and Divsalar [78], [79] in 1988, whiclhave to be revised both to be able to accept and to produce
once again separated the channel code and modulationsbit-bit LLRs. In this treatise, the terminologies of iterative
placing a symbol-based interleaver between the two entitiegcoding and turbo detection are used interchangeably in order
Moreover, it was observed in [78], [79] that the TCM schemets address the involvement of potentially any detector/decoder
maximized Euclidean distance became less important in fadiingiterative decoding. The last key factor in Fig. 6 that has not
channels than in case of AWGN channels [80]. Against thigsceived much attention is the convergence analysis.
background, the classic Bit-Interleaved Coded Modulation The BER versusE;,/N, performance curve of a near-
(BICM) arrangement was proposed by Zehavi [81] in 1992apacity system may be generally divided into three regions
which was further developed by Caieal.[82]. It was proven according to the noise level. In the low SNR region, the
in [81], [82] that the achievable time-diversity order of theomponent channel codes are unable to correct large bursts
BICM was determined by the minimum Hamming distance aff errors. At a specific SNR, which is not much higher than
the channel code. As a benefit of bit-based interleaving, evehe capacity limit, a “turbo cliff” or a “waterfall” may be
coded bits may be modulated to any modulation constellatiobserved as the BER curve drops rapidly, which is the result of
point, and hence BICM is not designed for achieving thdecoding convergence. When the SNR is increased beyond this
maximized free Euclidean distance of TCM. As a result, thepecific region, the BER is expected to become infinitesimally
TCM scheme still performs better than BICM in AWGNIow. An example of such BER performance curve is shown in
channels, but BICM outperforms TCM in fading channelgsig. 7b. Owing to the fact that the asymptotic union bounds
especially when the SNR is relatively high and hence tlierived based on the distance properties of channel codes are
fading characteristics dominate the attainable performanoaly tight at high SNRs [4], this tool becomes less useful
In order to further improve the performance of BICM, thdor predicting the performance of turbo detected concatenated
landmark Bit-Interleaved Coded Modulation concept relyingodes, which generally operate at a relatively low SNR that is
on lterative Decoding (BICM-ID) was proposed by Li andtlose to the capacity limit. Recall that the error performance
Ritcey [8] in 1997. More explicitly, BICM-ID constitutes anof coded modulation at a low SNR associated with a high
instance of the generalized SCC portrayed in Fig. 5, whemeise level is more related to the modem’s Euclidean distance

6. The key driving factors behind achieving a near-capaerformance.
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Fig. 7. An example of EXIT charts analysis and BER performandé@RSC and URC coded Square 16QAM scheme. The Discrete-input Continuous-output
Memoryless Channel (DCMC) capacity limit of this scheme is givenElgy No = 0.1 dB.

than to the channel code’s Hamming distance. As a result, thieiterative soft information exchanging between a pair of
modulation scheme’s capacity limit itself may be regarded asmponent decoders, the extrinsic information produced by
a loose performance prediction of the decoding convergeneecomponent decoder becomes thepriori information of

In general, a communications system may be consideradother component decoder and vice versa. When the EXIT
to be capable of “near-capacity” operation, when a turbourves of two component decoders only intersect each other at
like performance is achieved, which may be interpreted # (1.0,1.0) point of the EXIT chart as seen in the example
attaining decoding convergence at an SNR that is within 1pBotrayed by Fig. 7a, decoding convergence is expected to
dB distance from the capacity limit, provided that optimum aoccur. It can be seen in Fig. 7 that both the SNR and the
near-optimum decoding/detecting algorithms are employednumber of iterations required for decoding convergence are
accurately predicted by the EXIT charts. This technique was

SNR is important for near-capacity system design, but it is al&gther extended for SCC in [99] and for PCC in [100], [101].
important to optimize the number of iterations between tr@rthermore, it was proposed in _[102]_[104] that the mutual
turbo detected component detectors/decoders so that no fdﬁfgrmatpn may be calculated without having access to the
complexity wastage is imposed. In 1993, Moher [94] proposé&’urge ,t,mts. As a result, the EXIT charts may be constructed
to analyse the iterative convergence behavior with the aid -_I|ne , because as soon as new extrinsic LLRs b_ecome
the cross-entropy metric, which was further developed to Qyailable at the receiver, they can be used for updating the
iterative detection “stopping criterion” in [95]. The concepfUrrent estimate of the mutual information [105].

of cross-entropy allows us to keep track of the Probability In summary, the major contributions on near-capacity sys-
Density Function (PDF) of the extrinsic LLRs produced by theem design are summarized in Table Il, while Fig. 8 of-
component decoders, where decoding convergence is expetées a further historic perspective. It is interesting to see in
to occur, when the extrinsic LLR PDFs of the componeriiig. 8 that the complexity reduction of channel decoding
decoders converge to the same decisions. Following this idbas motivated major breakthroughs for the entire suite of
Richardsonet al. [6], [7] proposed the density evolutionwireless communication systems twice in history. For the
concept for predicting the LDPC decoding convergence, whdiest time, when both the Viterbi and the BCJR algorithms
the belief propagation was also characterized by tracing thave facilitated joint channel coding and modulation design
PDFs. Inspired by the development of density evolution, tém the context of MLC and TCM during the era spanning
Brink [96] proposed the powerful tools of EXtrinsic Infor-from the late 1970s to the 1980s. For the second time in
mation Transfer (EXIT) charts in 1999, which visualized thaistory, the developments of SOVA and Max-Log-MAP have
convergence of turbo detection. More explicitly, the PDF dtirther inspired near-capacity system design since 1990s. In
the extrinsic LLRs of a component decoder may be obtainé&tt, at the time of writing, soft-decision modulated signal
by feeding Gaussian-distributadpriori LLRs [97], [98] to the detection typically contributes a substantial fraction of the total
decoder, so that the mutual information between the extringiomplexity, especially when powerful MIMO schemes are
LLRs and the source bits may be evaluated. As a beneadinployed. Therefore, the reduced-complexity detection algo-

Naturally, the prediction of the BER curve’s “turbo cliff”
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Year Author(s) Topic Contribution

1948 Shannon [40] Capacity Theorem Proposed that the channel capacity, which is the maximum d&éathat can be
transmitted over the channel at an infinitesimally low error rate, can be achieved with
the aid of channel coding at the unconstrained cost of delay and complexity.

1950 Hamming [41] Channel Code Proposed the single-error correcting Hamming code.

1954 Elias [54] Concatenated Code Proposed the concatenated code concept, where an ide&istic-free” performance
predicted by Shannon’s theory was shown to be possible.

1955 Elias [42] Channel Code Proposed the classic convolutional coding concept.

19?860 Boseet al. [43[-{45] | Channel Code Prct)rﬁ)osed the classic multiple-error correcting BCH code cwiwas named after the

~ authors.

1967 Viterbi [46] Decoding Algorithm Proposed the Maximum Likelihood Sequence Estimation (MLSEpd&g algorithm
of convolutional code, which was later termed as Viterbi algorithm [47] and was applied
to block codes in [48].

1973 Mecklenburg et al. | Coded Modulation Proposed to jointly design channel coding and modulation reviiee demodulator and

68 the channel decoder act in liaison in order to jointly decide upon the modulated symbol.

1974 Bahl et al. [49] Decoding Algorithm Proposed the major milestone of the ogtlmum Log-Max A Postef(tMAP) decoding
algorithm, which is also known as the BCJR algorithm named after the authors.

1977 Imai and Hirakawa| Coded Modulation Proposed Multi-Level Code (MLC), where the bits mapped to dneef-integrity modem

[69] sub-channels were protected by stronger channel codes, which were then detected first
by the MLC scheme’s multistage decoder followed by the other bits of the MLC scheme.

1979 Battail et al. [57] Concatenated Code | Proposed to é)lace a interleaver between the component codesaicatenated code
and proposed to exchange decisions between the component decoders.

1982 Ungerboeck [70] Coded Modulation Proposed the concept of Trellis Coded Modulation (TCM), Wwhiocreased the|
constellation Euclidean distance by set-partitioning, while modulation and channel|code
were jointly designed by a single trellis.

1988 Simon and Divsalar] Coded Modulation Proposed to place a symbol-based interleaver between thenalhande and the

[78], [79] modulation for the TCM scheme conceived for fading channels.

1989 Hagenaueet al. [58] | Decoding Algorithm Proposed to modify the Viterbi algorithm to be able to 8rocm‘smt decisions, which
is also known as the Soft-Output Viterbi Algorithm (SOVA) algorithm.

1990 Koch and Baier [50] | Decoding Algorithm Proposed to simplify the BCJR Log-MAP algorithm by the appnaadion of
In [Zw exp(dz)] ~ maxy; d* in order to avoid the computationally complex
exponential operations, which is often referred to as the Max-Lag-MAP algorithm.

1992 Zehavi [81] Coded Modulation Proposed the classic Bit-Interleaved Coded Modulation WBJCwhich replaced the
TCM's symbol-based interleaver [78], [79] by a bit-based interleaver in order to improve
the achievable time-diversity order of the BICM in fading channels.

1992 Lodgeet al. [59] Concatenated Code | Proposed the soft-decision iterative decoding conceivecdncatenated block codes
Eggf inched closer to Shannon’s capacity, which was further improved by the authors in

1993 Berrouet al. TI] Concatenated Code Proposed the groundbreaking Turbo Code (TC), which achiaveear-capacity perfori
mance by the Parallel concatenation of a pair of RSCs exchanging their soft-bit decjsions
with the aid of iterative decoding. It was later summarized in detail by the authors in

1995 Robertsoret al. [51] Decoding Algorithm Proposed the near-optimum Aé)prox-Log-MAP which comgensdueddtfferenoe be-
twglen the BCJR Log-MAP [49] and the Max-Log-MAP [50] by invoking a lookup
table.

1996 Hagenaueet al. [64] | Concatenated Code Propose_dlto generalize the Parallel Concatenated Code (R@@&h included TC as|
an special case.

1996 Benedettcet al. [3] Concatenated Code Proposed to .?enerallze the Searial Concatenated Code (8@ICh was later summa
rized in detail by the authors [4].

1997 Li and Ritcey [8]-| Coded Modulation Proposed the Bit-Interleaved Coded Modulation concepinglpn Tterative Decoding

~ 1999 | [10] (BICM-ID), which improved BICM [81], [82] by introducing iterative decoding between
the demodulator and the channel decoder.

1999 ten Brink [96] Convergence Analysis| Proposed the powerful tools of EXtrinsic Information Tram charts, whic
visualized the extrinsic information exchanged in iterative decoding and accurately
predicted both the SNR and the number of iterations required for decoding convergence.

2000 Divsalaret al. [106] Concatenated code Proposed to further place an Unity Rate Code (URC) as an intBateecomponent in
the SCC, so that the error floor of the two-stage turbo detector may be eliminat¢d by
the resultant three-stage turbo detector.

2001 ten Brink T1071] Convergence Analysis| Extended EXIT charts to the PCC system design.

2004 Tuchler [99] Convergence Analysis| Extended EXIT charts to the SCC system design, and proposel:l'\’_tlegiplar Convo-
lutional Code (IRCC) concept in order to inch closer to the capacity limit.

2009 Hanzoet al. [12] Coded Modulation Summarized guidelines for general near-capacity system rdesigl offered design
examples for a wide range of communications systems.

TABLE I

SUMMARY OF MAJOR CONTRIBUTIONS ON NEARCAPACITY SYSTEM DESIGN

rithms introduced in this treatise may become more beneficildrmance. The BICM-ID scheme once again separated these
especially when the soft-decision MIMO signal detectors ate/o entities, where turbo detection exchanging extrinsic infor-
invoked several times in order to approach the performancmtion between the channel decoder and signal demodulator

potential promised by the capacity theorem.

was invoked in order to attain the best possible performance.

Moreover, it is also worth noting that in line with the

reduced-complexity design philosophy,
examples of major breakthroughs being made by decompos

Wemes

Fig. 8 also shows Ry A Historical Perspective on Multiple-Input Multiple Output

a very high-complexity detector into lower-complexity parts Multiple-Input Multiple Output (MIMO) techniques have
while taking account the interaction between the constitugmten one of the most vibrant areas in communications, where
parts. The first example is that a high-complexity Convaxciting progress has been made over the past two decades.
lutional Code (CC) was decomposed into a pair of lowFhe proposal of employing multiple antennas for a single user
complexity CCs and an interleaver, yielding a concatenates motivated by its substantial capacity gain. In more details,
code, which led to the success of TC. The second examplahis multiplexing-oriented MIMO concept was proposed by
that channel coding and modulation were jointly designed FPaulraj and Kailath [107] in 1994, where a high data-rate
MLC and TCM in order to achieve a better overall system petransmission was carried out by splitting it into low data-
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Near—Capacity Systems Design

3 Turbo Coda Serial Concatenated Code Bit—dlnlter_leavgdhCodeq
‘ Modulation with Iterative
— byBerrou et al. [1] 1993 (SCC) by Benedetto et al.|_,,.

EXtrinsic Information
Transfer (EXIT) Charts —»

[3] 1996 Decoding (BICM-ID) by ten Brink [96] 1999
byLi et al. [8-10] 1997-1999

Fig. 8. Historical chart for major milestones of near-capasitgtems design.

rate signals transmitted by spatially separated Space-Division 1 Y~
Multiple Access (SDMA) users. In order to pursue the multi- O . 3 .
plexing gain using co-located antennas, Foschini [30] proposed Z + |3 .
the ground-breaking layered space-time architecture in 1996, S+ |0 :
which was later termed as the BLAST. In particular, the origi- B
nal encoding method proposed by Foschini [30] was diagonal- Space
encoding, which may be termed as D-BLAST. As portrayed
in Fig. 9(a), the D-BLAST transmitter de-multiplexes a single al b] c] djesee
data stream té&V; separate data streams, where channel coding d a] b | c.|eeoe
and modulation may be performed either before or after the c | d | a ste e
de-multiplexing, and then th&/; data streams of tha/; TAs blcel d] ajeee g
are rotated in a round robin fashion, so that the code words are (&) D-BLAST
transmitted in diagonal layers. El-Gamal and Hammons [31] 22
further extended this D-BLAST structure in 2001, where each )
layer constitutes more than one consecutive diagonal lines. g
The benefit of D-BLAST's diagonal-encoding is that the signal > °
components of a diagonal layer experience independent fading, Y
which may lead to a potential temporal diversity gain.
Space

In order to simplify the real-time implementation, in 1998, [al a) a)e -
Wolniansky et al. [32] proposed V-BLAST that invokes EI ?JI SI t?] . e
vertical-encoding. As portrayed by Fig. 9(b), the rotator of the cl cl clcleee
D-BLAST was avoided by the V-BLAST transmitter. Owing d| d[ d]| d]eee Time
to the fact that all the signals transmitted froi, TAsS (b) V-BLAST '

are simultaneously received hyr RAs, the same detection _ _

methods are shared by both D-BLAST and V-BLAST, which'9- & Schematics of D-BLAST and V-BLAST.

was exemplied in Fig. 2. It was demonstrated in [30], [32]

that both D-BLAST and V-BLAST may achieve an improvedhat the BLAST MIMO system employs a large number of
spectral efficiency that increases linearly with the number aftennas and that both the input signals and the output signals
antennas at realistic SNRs and error rates. It was furttee independent and identically Gaussian-distributed.
confirmed by Foschini and Gans [108] in 1998 and thenIn order to exploit the full potential of BLAST MIMO

by Telatar [109] in 1999 that compared to the family o$ystems and to approach the impressive capacity results, the
Single-Input Multiple-Output (SIMO) systems where multipl@BLAST receivers have to employ ML detection in uncoded
antennas may only be used at the receiver, the BLAST MIM&stems, or the MAP detection in coded systems, which have
systems have an ergodic capacity that may grow linearly, ratherevaluate all/ V™ combinations of a total oV, transmitted

than logarithmically, with the number of antennas, providedi/ PSK/QAM symbols [12]. This implies that the BLAST
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detection complexity increases exponentially with the number

Nr of TAs, which may be particularly unaffordable, when the
BLAST detector is invoked several times in turbo coded sys-
tems. In order to mitigate this problem, the BLAST schenims! bits|
[30], [32] were originally proposed to employ the Multi-

User Detector (MUD) of the classic Code Division Multiple |los M bits,.| |52
Access (CDMA) systems [110], [111]. More explicitly, in
order to separate th¥; data streams impinging at the BLAST
receiver, Linear Filter (LF) based receivers, such as Zero
Forcing (ZF) and MMSE receivers may be invoked, where all
the other data streams, i.e. the interferers, may be nulled when
detecting a particular data stream. However, the LFs SufE Dt
from inevitable performance limitations, since ZF enhances
the noise, while the MMSE receiver only minimizes, rather
than eliminates, the interferers. In order to further improve
the attainable performance, the decision-feedback techniques _ _ _
of [112]-[114], which have been widely used for equalizatioRl¥: 10- Schematic of Alamoutis G2 STBC transceiver.

may be employed for cancelling an interfer from the BLAST

scheme’s received signal immediately after a data stream H2@ channel decoder was not utilized for establishing the
been detected, so that the ensuing detection stages suffer §@glidate-list in [116], which prevented it from achieving
from the interference problem. Nonetheless, the LFs aidB4AST's full potential. In order to mitigate this problem, in
BLAST receivers generally suffer from a performance penalg§f04. Vikaloet al. [117] proposed the soft-decision SD for
compared to the optimum nonlinear BLAST detection, bBLAST, which incorporated tha priori information in sphere
the LF aided BLAST detection complexity becomes comp&lecoding. Furthermore, in 2008, Studgtral. [118] proposed
rable to that of Single-Input Single-Output (SISO) or SIM@he soft-output SD’s Very-Large-Scale Integration (VLSI) im-

systems, because the constellation diagrams Of]\ﬂﬁedata plementation, where a Single SD tree search was invoked jUSt
streams are visited completely separately. once for all the soft-bit decisions output for a BLAST detection

In order to achieve a further improved performance |h|OCk Studer and Bolcskei further deVeIOped their work of

coded systems, the LFs may be revised to be able to b&8] in [119] in 2010, where the priori LLRs were once
accept and produce soft-bit decisions. The first soft-decisi@gain incorporated into the SD's VLSI implementation.
MMSE filter was proposed by Douillaret al. [85] for turbo ~ The BLAST systems enjoy a beneficial multiplexing gain,
equalization in 1995. However, in the presence of soft-bits, théere the system throughput may Ne times higher than that
a priori probabilities are no longer equal for all constellatioef their SISO/SIMO counterparts using the saii®SK/QAM
points, which poses a major design challenge for the MMSnstellation. Alternatively, the mutliple TAs may be exploited
solution of coded systems. In order to solve this problem, tifier achieving a diversity gain, where multiple replicas of
exact MMSE solution incorporating the non-constangriori  the modulated symbols may be transmitted by multiple TAs
probabilities was derived for COMA MUD by Wang and Poopver multiple symbol periods, so that the receiver becomes
[90] in 1999, and then this solution was invoked for turbéapable of recovering the data-carrying symbols from several
equalization by Tuchleet al. [87] in 2002 and finally for independently faded observations. This revolutionary invention
turbo BLAST by Sellathurai and Haykin [22] also in 2002. was originally proposed by Alamouti [34] for the case of using
In order to strike a performance-complexity tradeoff beNr = 2 TAs in 1998, where the full transmit diversity was
tween the BLAST scheme’s optimum detector and the LRchieved by a SISO receiver at a low detection complexity.
aided detectors, Dameet al. [115] proposed to apply sphereMore explicitly, the transceiver of Alamouti’'s transmit diver-
decoding for BLAST detection in 2000, where the ML perforsity technique is portrayed in Fig. 10, where the space-time
mance may be retained at a substantially reduced complexinapper forms a two-by-two unitary matrix from thé; = 2
As illustrated by Fig. 2, the SD visits the constellation diindependently modulated/PSK/QAM symbols, which are
agrams one-by-one in order to find the best candidates thansmitted byNr = 2 TAs over Np = 2 symbol periods.
lie within the decoding radius, and then these constellatié@wing to the orthogonality provided by the unitary matrix
diagrams may be visited again by the SD in order to check fdesign, the receiver of Fig. 10 is capable of decoupling the
other possible candidates. The termination of SD is determind@ = 2 data streams without encountering BLAST's IAl
by the SNR-dependent sphere radius. The SD algorithipoblem. The class of transmit diversity techniques generated
designed for BLAST detection were extensively documentdipm orthogonal design has been termed as the set of Space-
by Damenet al. [19] in 2003. Inspired by the turbo codes,Time Block Code (STBC) arrangements. In particular, as the
the first soft-decision SD aided BLAST was proposed Wbjrst member in the STBC family, Alamouti’s scheme is often
Hochwald and ten Brink [116], where a list of BLAST signareferred to as G2 STBC.
candidates was established by the hard-decision SD and thefhe gravest challenge of STBC design is to construct
the candidates in this list were processed by the MAP decoditig unitary matrix from orthogonal design for any arbitrary
algorithm. However, thea priori information gleaned from number of TAs. Alamouti's G2 STBC has a unity normal-
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ized throughput ofR = {2 = 1, which implies that its A

throughput is the same as that of its SISO/SIMO counterpart, o s -
when using the sam& PSK/QAM constellation. Owing to its e dLbiis) M —= X N

transmit diversity gain, Alamouti’'s G2 STBC has a better BER
performance than its BLAST MIMO and SIMO counterpatts,, ./ vits
associated with the same system throughput. However, it was
proven by Tarokhet al. [35] in 1999 that Alamouti’s G2

STBC is the only full unity-rate code in the family of STBCs. logy Mbits [ pr |5 O Angsing
Nonetheless, Tarokht al. [35] discovered that full unity-rate i &
real-valued STBCs do exist faN; =2, 4 or 8, which may
be generated by the Hurwitz-Radon theory [120], [121]. As a
result, the class of Half-Rate (HR) STBCs may be obtained

by vertically concatenating the real-valued STBC codeword Nolog, M bits
and its conjugates, which forms the family of HR STBCs

that are represented by the terminology of HR-GSTBC

for using Nt TAs. For the case ofNy not being a power of

2, the HR-GN--STBC transmission matrix may be obtained

by taking the firstV- columns of the HR-GB°g2 N71-STBC'’s Fig. 11. Schematic of the capacity-achieving LDC transceafe[88].
codeword. Although the HR-GMSTBCs created foN, > 8

were not explicitly constructed, Taroldt al. [35] proved that

! . . . n the other hand, the BLAST systems have the full MIMO
such a design may impose a substantial transmission dela ; . o .
C ; . cdpacity, but they are not designed for achieving a transmit
which increases exponentially witki;-. For example, we have

_ . diversity gain for combating the effects of fading. This classic
_ (N7 /8-1)
E:’F; Np =16 %16 for N > 8 and being a power MIMO design tradeoff was quantified by Zheng and Tse [29]

In order to improve the throughput of STBCs witt; > in 2003, where the relationship between the diversity gain

2 Ganesan and St (122} {124 mented he Amcaf 1S TULPITS geln S ghen b
Orthogonal (AO) STBCs in 2001 according to the theo% MIM% sys)t/em design y P 99
of amicable orthogonal design [120]. An AO STBC scheme o ) )
having N TAs may be represented by the terminology of If the STBC throughput is to be_ improved, the fll’.St step
AO-GN;-STBC. For the case Ny being a power of 2 as |s.t0 rela}x the orthogonality requ!rement. In the light of
Ny = 2¢, where: denotes a positive integer, the AO-G2 thls_pr|nC|pIe, the concept of Quaerrthogor_lal (QO) STBC
STBC schemes have a reduced delay\of = N7, and they design was proposed _by_ Jafarkh_an_| [126] in 2001, where
also haveN, = ;+1 transmitted symbols. More explicitly, theth® QO STBC's transmission matrix is formed by subgroups
AO-G2:-STBC'’s transmission matrix is constructed based bofff orthogonal STBCs. For the QO STBCs, the signals are
on the lower-level AO-G2-1-STBC’s transmission matrix Orthogonal to each other within the subgroups, but they are
having « symbols as well as on a an extra tiie+ 1)- not orthogonal to the signals from the other subgroups. As a
th modulated symbol. Hence, the construction of AO-G2result, the IAI problem resurfaces in the QO STBC design, and
STBCs may commence from = 1, where the AO-STBC hence the signals that cannot be decoupled have to be jointly
associated with = 1 corresponds to Alamouti's G2 sTRC detected. IF was suggested .by Papadias and Foschini [127] in
As a result, rate-3/4 STBCs associated with a reduced def03 that linear MIMO receivers such as the MMSE detector
of Np = 4 may be constructed for the AO-STBCs havingar the ZF d'etector may be mvoked for'QO—STBC systems.
Ny = 3 or Ny = 4, while half-rate STBCs associated with TOWever, this may not be an ideal solution, because the sub-
a reduced delay ofV» = 8 may be constructed for the optimal linear MIMO receivers may erod_e the performance
AO-STBCs havings < Np < 8. However, owing to the advantage of the QO-STBC's diversity gain.
fact that the AO-STBC’s number of transmitted symbadig In 2002, Hassibi and Hochwald [36] proposed the new class
only increases logarithmically with the number of TA§  of Linear Dispersion Code (LDC), which completely droped
as Ng = [log, Nr| + 1, the attainable throughput of AO-the STBC's orthogonality requirements in order to further
STBC is expected to be lower than the half-rateRof % for improve the STBC capacity while retaining the full transmit
Np > 8. diversity gain. In more details, the LDC's transmission matrix
Against this background, it has emerged that there isnaay be represented by = Zflvfl [A R (sq) + 1B¢S(54)],
tradeoff between the attainable multiplexing and diversity gawhere the real and imaginary parts of a total number of
in MIMO system design. The development of STBCs wad modulated)/PSK/QAM symbols{sq}fl\[z‘:’1 are dispersed
motivated by their improved BER performance, especially into both spatial and temporal dimensions by the dispersion
the high SNR region, which is the benefit of their diversitynatrices{Kq}ffj1 and {Eq}évjl. The dispersion matrices are
gain. However, it was recognized by Sandhu and Paul@jtained from random search, where the capacity is maximized
[125] in 2000 that STBCs cannot achieve the full MIMQwhile the error probability is aimed to be minimized. Although
capacity except for a special case, which is Alamouti’'s G2he LDCs proposed by Hassibi and Hochwald [36] effectively
STBC system associated with a single RA, i.e. wifh = 1. improve the attainable STBC capacity, and the LDC may even
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outperform the STBC in certain scenarios, the full MIMO Ht
capacity still cannot be achieved by the LDC design of [36]. .

In order to further improve the LDC design, Heath and Paulraj
[38] proposed in 2002 that jointly dispersing the real and
imaginary parts of theVy modulated}d/ PSK/QAM symbols
{sq}fzvfl may allow the LDC to achieve the full MIM®@: *le
capacity, which results in a simplified form of the transmission
matrix given byS = Zflvfl As,]. For the sake of clarity, the
original LDC design proposed by Hassibi and Hochwald [36]

is referred to as the capacity-improving LDC in this treatis&jg. 12. Schematic of the SM transmitter.

while the further optimized LDC design conceived by Heath

and Paulraj [38] is termed as the capacity-achieving LD@’]G other hand, suboptimal non-MAP receivers are at risk of
whose transceiver is portrayed in Fig. 11. The vectorizatigioducing over-confident output LLRs that deviate from the
process seen in Fig. 11 may transform the LDC’s receivédie probabilities, which cannot be readily corrected by the
signal to a form that is equivalent to the received signal of@annel decoder.

V-BLAST system equipped witiVy TAs and NpkNp RAs, Against this background, a newly-developed MIMO tech-
so that the classic V-BLAST detectors may be invoked fdrique referred to as Spatial Modulation (SM) was proposed by
LDC detection. Owing to the fact that the dispersion matricégonget al. [26] in 2004, which is a modulated extension of a
{A,}'% are populated with random elements, they can Isgheme proposed in 2001 by Chau and Yu [133]. Then SM was
designed under the constraint of having a transmission deRifjalysed by Meslekt al. [27] in 2008. The SM transmitter

of Np = Ny, which is a more relaxed condition compared té portrayed in Fig. 12, wherég, M bits are assigned to
the delay of STBCs [34], [35], [122]-[124]. Furthermore, ifnodulate a single/PSK/QAM symbol by thel/ PSK/QAM

was demonstrated by Heath and Paulraj [38] that satisfyifigpdulator, whilelog, N bits are assigned to activate a single
the condition of Ny > NpNp is required for the LDC one out of Ny TA by the TA index activation encoder in

to achieve the full MIMO capacity, which implies that theorder to transmit the single modulatddPSK/QAM symbol.
LDC throughput is flexibly adjusted and it may even bé can be seenin Fig. 12 that only a single RF-chain associated
higher than that of its BLAST counterpart using the samdith a TA is activated at a time, which effectively reduce the
MPSK/QAM constellations. Upon finding the MIMO matrixMIMO’s transmission complexity. Moreover, one of the most
capable of achieving the full MIMO capacity, the randonfimportant motivations behind the SM design is the hope that
search for the capacity-achieving LDC of [38] may aim fothe TA activation index and the classic modulated symbol
minimizing the error probability. It was demonstrated bjndex may be separately detected, so that the optimal ML
Heath and Paulraj [38] that powerful LDCs exist that are alddIMO detection performance may be achieved for SM at
capable of outperforming their STBC counterparts. The errdrsubstantially reduced complexity. Therefore, Mes¢tal.
probability of LDCs was further improved in [128]-[132],[27] proposed a Maximum Ratio Combining (MRC) based SM
which also tackle the problem of having a diminishing distandgtetector, which firstly “decouples” the received signale
between legitimate codewords, when aiming for the higtiatched filter output elements. Following this, the TA activa-
throughput LDC codeword generation. In general, the randdifin index may be detected by comparing the absolute values
search carried out for populating LDC matrix according to th@f the matched filter output elements, and then the classic
original guidelines of [38] is capable of producing powerful/ PSK/QAM demodulator may be invoked for demodulating
LDCs that achieve both a full multiplexing gain and a fulthe specific matched filter output element according to the
transmit diversity gain. detected TA activation index. As a result, the SM detector

does not have to jointly detecting té, TA index candidates

The development of LDC successfully resolves the diversignd theM modulated symbol candidates by evaluating a total
versus multiplexing tradeoff, where both full MIMO capacityof NpM combinations of SM signals. Instead, tidé, TA
and full diversity gain may be attained following the optiindex candidates and th& modulated symbol candidates
mized codeword construction guidelines of [38], provided thare evaluated separately, which reduces the SM detection
the parameters satisig > NpNp. However, the LDC complexity order fromO(NpAM) to O(Np + M). However,
design becomes a retrograde step for the tradeoff betwéewas demonstrated by Jeganathetnal. [134] in 2008 that
the performance attained and the complexity imposed. Aempletely independently detecting the two indices results
the STBC's orthogonality requirement is abandoned, the LO@ an error floor, unless the fading channels are known and
receivers have to invoke conventional V-BLAST detectors icompensated at the transmitter by a precoder. This is because
order to deal with the IAl problem. As discussed before, thtbe erroneous TA activation index detection may mislead the
performance versus complexity tradeoff has an even matéPSK/QAM demodulator into detecting the wrong symbol.
significant impact on the family of coded systems. MorAs a remedy, Jeganathast al. [134] streamlined the ML
explicitly, on one hand, optimal MAP aided MIMO receiverMIMO detector’s calculations for SM, which takes advantage
exhibit a potentially excessive detection complexity, whichf the fact that the SM transmit vector contait®, — 1)
may become especially unaffordable when the MIMO detectoero elements and a single non-zero element. As a benefit,
is invoked several times in the context of turbo detection. Ghe computational complexity imposed may be reduced by

v —th

log, M hits .| MPSK/QAM
Modulator

Ny bits

1 L]
L]
A4
.—.J Nr —th

19l[eted/elss

log, Nr bits | TA Index Activation
Encoder
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this simplification, but the detection complexity order remains

Y]
O(NpM), where theNr TA index candidates and th&/ b bite| MPSK/QAM 5
modulated symbol candidates are still jointly evaluated. As o - Modulator >
a remedy, Space-Shift Keying (SSK) was proposed bYu.J&s i, v, bits| & %
ganathanet al. [135], [136] in 2008, where simply the TA ;%j — : =
activation index conveys the source information. However, the T | lom Nobits | Dispersion Matrix

. . X T Index Activation
SSK schemes inevitably suffers from a capacity loss compared Encoder

to the SM schemes.

Inspired by this open problem, SM detector design has
been developed in two major directions in the open literature, _ _
The first option is to develop the optimal SM ML detectors[%al g 13. Schematic of the STSK transmitter.
[137]-[140] endeavouring to reduce the complexity order of
the simplified SM detector of [134] without imposing anyPerformance loss.
performance loss. The second approach elaborated on i¢onsiderable research efforts have also been dedicated to
[141]-[147] aims for improving the attainable performancthe family of sub-optimal low-complexity SM detectors in
of the sub-optimal MRC based SM detector of [27], butecent years. It was discovered and demonstrated by gsuo
achieving the optimal ML SM performance is not guaranteedl. [141] in 2010 and by Naidoet al. [142] in 2011 that
In more details, for the optimum ML SM detection, in 2008the error performance of the TA activation index detection of
Yang and Jiao [137] proposed to invoke classi®SK/QAM the MRC based SM detector of [27] may be improved by
demodulators for all matched filter output elements first, af@rmalizing the matched filter output signals by the fading
then the TA activation index detection was performed with tHeorm, which leads to the concept of normalized-MRC-based
aid of the demodulated/PSK/QAM symbols. This method SM detection. The so-called signal-vector-based SM detector
was also considered by Rajashekarl. [140] in 2014, which Pproposed by Wanget al. [143] in 2012 operates based on
was termed as the hard-limiter-based SM detector. Owing tite fact that the Squark/ QAM symbol does not change the
the fact that in the absence af priori information gleaned direction of the received signal vector, which hence attains
from a channel decoder, the hard-decisitfPSK/QAM de- the same performance results as the normalized-MRC-based
modulators may directly map the matched filter's outptM detectors. Furthermore, in order to avoid the situation of
signal to the nearest/PSK/QAM constellation point. As a Missing the optimum TA index candidate, the authors of [141],
result, the hard-limiter-based SM detection has a low detectib#2], [144] proposed to allow the TA activation index detector
complexity order ofO(2Nr), which does not increase withto produce a list of candidates, and then thePSK/QAM
the number of modulation leveld/. However, this method demodulator may be invoked for all the TA indices in this
cannot be directly applied to the soft-decision SM detectolst. This method may be termed as the list-normalized-MRC-
in coded systems, because the channel decoder is unawareéased SM detector. Moreover, Sugiwtal. [145] conceived
which constellation diagram is employed. As a result, the sof-unity-constellation-power-based SM detector in 2011, where
decision SM detectors have to evaluate and compare all the d&educed number of non-negative constellation points associ-
index and classic modulated symbol index combinations, whaied with a unity constellation power are taken into account
both thea priori information gleaned from the channel decodder the sake of achieving a more reliable TA index estimation.
and the matched filter output are taken into account, whidh2012, Yanget al.[146] further improved the performance of
increases the detection complexity order backt{dvy x M). the unity-constellation-power-based SM detector by invoking

In order to mitigate this problem, in 2013 et al. [139] a list of TA indices as used in [141], [142], [144], which
proposed a SM detector, which aims for reducing the SM denay be termed as the list-unity-constellation-power-based SM
tection search scope while maintaining the optimum detectiggtector. The decision metrics used by the unity-constellation-
capability. In more detail, by exploring the symmetry providegower-based SM detector were further improved by Tahg
by the Gray-labelledM/PSK/QAM constellation diagrams,al- [147] in 2013, which is termed as the distance-ordered-
the normalized matched filter output elements may be filggsed SM detector. It is also worth mentioning that a sphere
partially demodulated, so that the correlation between the T&coder was invoked for single-stream SM by Youeisal.
index and the classic modulated symbol index may be také8]—[150], which exhibits a reduced complexity compared
into account, when the TA index is detected. Following thi$0 the sphere decoder invoked by V-BLAST.
only a singleM PSK/QAM demodulation action has to be car- In order to be able to benefit from a transmit diversity gain,
ried out according to the already detected TA activation indethe concept of Space-Time Shift Keying (STSK) was proposed
Based on these processing steps, this may be referred to adth8ugiuraet al. [39] in 2010, which is a combination of SM
reduced-scope SM detector. This method was then also appbed LDC. The schematic of the STSK transmitter is portrayed
to the soft-decision SM detector of [139], which exploiteih Fig. 13, which evolved from the LDC transmitter of Fig. 11.
the symmetry of the Gray-labelled constellation diagrams to more detail, the STSK transmitter of Fig. 13 assigns
perform the above mentioned reduced-scopRSK/QAM de- log, M bits to modulate a single/PSK/QAM symbol by
modulation. As a result, the reduced-scope SM detector [13B¢ M PSK/QAM modulator, whildog, N bits are assigned
may achieve a substantial complexity reduction comparedttnthe dispersion matrix index activation encoder in order to
the simplified SM detector of [134] without imposing anyselect a single one out of a total number /8§, dispersion
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matrices. Then the modulated symb®l is dispersed into both who confirmed that the SM capacity is higher than that of the
spatial and temporal dimensions by the activated dispersi8tSO/SIMO systems, but the full MIMO capacity cannot be
matrix A,, so that the STSK transmission matrix seen iachieved by the family of SM systems. Similarly, STSK also
Fig. 13 is given byS = s™A,,. It was demonstrated by Sugiurasuffers from the same capacity loss against LDC. In order to
et al. [39] that after vectorizing the STSK scheme’s receivenhitigate this problem, the GSTSK proposed by Sugkefral.
signal matrix, the SM detectors may be invoked for detectifj@51] advocates transmitting more than one symbols. However,
the STSK's dispersion matrix index and modulated symbobnsidering SM as an example, if more than one TAs are
index. As a result, the SM may rely on a low-complexityctivated to transmit different symbols, the problem of 1Al
single-stream ML detector derived from the optimum Vkesurfaces, unless STBC codewords are transmitted. In order
BLAST MIMO detector at a lower detection complexity. Sim-o tackle this 1Al problem, Wangt al.[160] and Sugiurat al.
ilarly, STSK is also capable of effectively reducing the LDC’$162] proposed sub-optimal interference-suppression receivers
detection complexity. Although a beneficial transmit diversitfor Generalized SM and for the GSTSK, respectively. How-
gain is obtained, the STSK’s disadvantage over the SM is tteafer, these arrangements are not consistent with the SM/STSK
all the STSK transmitter's RF chains have to be activatedotivation of relying on low-complexity optimum ML receiver
at the same time, as seen in Fig. 13, which loses the SMssign. Against this background, et al. [163] and Younis
advantage of using a single RF chain at any symbol-instaat, al. [1L64] proposed the a Generalized SM (GSM) design,
as seen in Fig. 12. In 2011, Sugiwtal. [151] proceeded to where multiple activated TAs may transmit the same symbol.
conceive the concept of Generalized Space-Time Shift Keyihgthis way, although the IAl problem is avoided, the capacity
(GSTSK), where virtually all the MIMO schemes includingmprovement provided by the GSM remains limited, because
V-BLAST, STBC, LDC, SM and STSK are included in thethe ergodic capacity is only maximized, when the signals
framework of dispersion matrix-aided space-time modulatiotransmitted by multiple TAs are independent and identically
Furthermore, in 2011, Baset al.[152] arranged for achieving distributed (i.i.d.) [108], [109]. Therefore, the concept of
a transmit diversity gain for the original SM by activatinga systematically normalized GSM/GSTSK arrangement that
more than one TAs in order to convey STBC codewordachieves an improved capacity without imposing IAl requires
This method has been further developed in [153]-[155] affidrther research efforts.
all these schemes can be categorized under the framework dh a netshell, the major contributions on MIMO schemes are
GSTSK according to the STBC's dispersion matrix expressiosummarized in Table Il at a glance. Moreover, the key MIMO
By contrast, Renzaet al. [156]-[158] conceived an STBC schemes are presented in the historical chart of Fig. 14, where
transmit diversity aided SM scheme by employing idealistitie associated motivations are also indicated. It may be seen
orthogonal shapping filters, while Yang [159] proposed tm Fig. 14 that the first stage of MIMO developments was
employ orthogonal frequency-hopping codes. These schemeativated by the classic multiplexing and diversity tradeoff,
are however beyond the scope of GSTSK and they imposé&ile the SM scheme initiated a new stage of MIMO system
extra stringent hardware requirements. design that aims for a reduced hardware and signal processing
Considering the fact that there are alway$; — 1) zero complexity, which is particularly promising in the context
elements and a single non-zero element in a SM’s transmissinlarge-scale MIMO systems [15]-[18] employing tens to
vector, any pair of SM codewords will share a total numbdwundreds of transmit/receive antennas.
of (Nr — 2) zero-element positions. As a result, the average o
pairwise Euclidean distance between SM codewords is lower Novel Contributions and Structure of the Paper
than that of its V-BLAST counterpart, which implies that SM The contributions offered by this paper are summarized as
may have a higher pairwise symbol error probability than ifellows:
V-BLAST counterpart. For this reason, it is not likely for SM (1) First of all, we offer a survey on the above-mentioned
to outperform V-BLAST at the same system throughput and  pair of salient tradeoffs. Specifically, the multiplexing-
under the same hardware and software conditions. Indeed, diversity tradeoff motivated the classic V-BLAST,
this would only be possible for SM systems, under the  STBC and LDC designs. By contrast, the performance-
employment of extra hardware for creating transmit diversity =~ complexity tradeoff motivated the conception of SM
techniques [15], [158], [160], orthogonal shapping filters [15], and STSK. The associated capacities and error proba-
[156], [158], or when aiming for a reduced SM throughput bilities are analysed and compared for different MIMO
[161] or when using more complex ML SM detectors while schemes.
opting for suboptimal V-BLAST detectors [27], [140], [141], (2) Secondly, we offer a comprehensive survey of MIMO
[149], [152]. In summary, the ubiquitous performance versus  detectors, including both the family of hard-decision to
complexity tradeoff manifests itself in the context of V-BLAST soft-decision schemes. EXIT charts are employed for
and SM, which is also the case for the LDC and the STSK  analysing the performance of MIMO schemes in coded
arrangements. However, although SM may not be capable systems. The LLR accuracy test is also introduced in
of outperforming V-BLAST, the performance differences be- order to guarantee that the soft-decision MIMO detec-
tween them are almost negligible compared to the performance tors are capable of producing reliable LLRs for turbo
loss imposed by employing an MMSE detector for V-BLAST. detection assisted coded systems.
The same claim is valid, when STSK is compared to LDC. (3) Thirdly, we highlight the performance-complexity trade-
The capacity of SM was evaluated by Yang and Jiao [137], off, where reduced-complexity design guidelines are

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2017.2707182, IEEE Access

DRAFT 14
Year Author(s) Topic Contribution
1994 Paulraj and| MIMO Proposed the concept of multiplexing-oriented MIMO, whereighfdata-rate fransmission was carri¢d
Kailath [107] out by splitting it into low data-rate signals transmitted by spatially separated SDMA users.
1996 Foschini [30] BLAST Proposed the concept of D-BLAST, where a single data streate-imultiplexed and then rotated and
transmitted byN, co-located TAs, so that the multiplexing gain may be pursued for a single use
1998 Wolnianskyet al. | BLAST Proposed the conce%t of V-BLAST, which elimiates the D-BLAEnEmitter’s diagonal-encoding rotator
32 in order to simplify the real-time implementation.
1998 Alamouti [34] STBC Erzoposed the transmit diversity technique for the cas¥-pf= 2, which is often referred to as Alamouti's
1999 Telatar [109] BLAST Proved that the BLAST MIMO s%stems have an ergodic caPacmyrﬂaa/ grow linearly with the numbe
of antennas, provided that the BLAST MIMO system employs a large number of antennas.
1999 Tarokhet al. [35] | STBC Proved that Alamouti's G2 STBC is the only full unity-rate cadethe family of STBCs, and froposed
Half-Rate (HR) STBCs for any number of TAs according to the Hurwitz-Radon theory [120], [121].
2000 Damen et al. | BLAST Proposed to inoke a sphere decoder for BLAST in order to shikgerformance-complexity tradeoff
[115] between the ML BLAST detector and the LF-aided detectors.
2000 Sandhu and| STBC Demonstrated that STBCs cannot achieve the full MIMO capagkigept for a single case, which is
Paulraj [125] Alamouti’'s G2-STBC systems associated with; = 1.
2001 Jafarkhani [126] | STBC Proposed the concept of Quasi-Orthogonal (QO) STBC, whidaxed the STBC’s orthogonality
requirement in order to improve the STBC throughput.
2001 Ganesan and Stof STBC Proposed Amicable Orthogonal (AO) STBCs for any number of TAs)abng?_ to the theory of amicable
ica [122]-[124] orthogonal design [120], which reduced the transmission delay of HR-STBCs and achieved an improved
normalized throughput of 3/4 for the AO-STBCs associated With = 3 and 4.
2002 Hassibi and| LDC Proposed the capacity-improving LDC, which completely drofedSTBC’s orthogonality requirements
Hochwald [36] in order to further improve the STBC capacity while retaining the full transmit diversity gain.
2002 Heath and Paulraj LDC Proposed the capacity-achieving LDC, which simplified the LO&sign of_c536] so that both the full
[38] ]l\<I[IMg (]:\z;\p%:lty and the full transmit diversity gain may be attained, provided that the parameters satisfy
Q = N7 INp.
2002 Sefllathurai  and| BLAST Proposed the exact MMSE solution incorporating the nontemna priori probabilities for coded BLAST]
Haykin [22] systems.
2003 Damenet al. [19] | BLAST A comprehensive summary paper for the sphere decoding algoritivoked by the uncoded BLAS
systems.
2003 [Zzhgﬁng and Tse EIT_QET Quantified the classic MIMO design tradeoff between the radfsle multiplexing and diversity gain.
2003 Hochwald ~— and| BLAST Proposed the first soft-decision-aided SD for BLAST, wheresadf BLAST signal candidates was
Brink [116] established by the hard-decision-aided SD and then the candidates in this list were processed by the
MAP decoding algorithm.
2004 HIJ(_%I]O et al. | BLAST gropg_sed the soft-decision-aided SD for BLAST, which incoaped thea priori information in sphere
ecoding.
2008 Studer et al. [ BLAST Proposed the soft-output SD’s VLST implementation, which isher developed by the authors in [119],
[118] where thea priori LLRs are once again incorporated into the SD’s VLSI implementation.
2008 Meslehet al. [27] | SM Analysed the SM that was firstly appeared in [26], where a simgit of N7 TA is activated in order
to transmit a single modulatetlf PSK/QAM symbol, so that a substantial complexity reduction may be
achlgvled Lor the SM receiver by separately detecting the TA activation index and the classic modgulated
symbol index.
2008 Jeganatharet al. | SM Demonstrated_that completely independently detecting theri®x and the modulated symbol index
[134] as seen in [27] resulted in an error floor. The authors further streamlined the ML MIMO detector’s
calculations for SM.
2008 .[]f %n?:tlré%r]et al. (SSMSK) Proposed the concept of SSK, where simply the TA activatioexnmbnveys the source information.
2008 Yang and Jiao| SM Proposed to invoke demodulator before detecting the TA daiivandex, and demonstrated that the SM
[13% capacity is higher than that of the SISO/SIMO systems.
2010 Sugiura et al. | STSK Proposed the concept of STSK in order to be able to benefit frararsmit diversity gain for the S
[39%l techniques, where a single out dfy LDC'’s dispersion matrix is activated in order to disperse a single
modulatedM PSK/QAM symbol, so that the low-complexity SM detectors may be invoked by the STSK
receiver.
2011 Basaret al. [152] | SM Proposed to achieve a transmit diversity gain for the origBMl by activating more than one TAs in
order to convey STBC codewords.
2011 Sugiura et al. [ STSK Proposed the concept of Generalized STSK SGSTSK), whereallytall the MIMO schemes including
[151] V-BLAST, STBC, LDC, SM and STSK are included in the framework of dispersion matrix-aided space-
time modulation.
2013 Xu et al. [139] SM Proposed the reduced-scope SM detector both for uncodedaaied SM systems, which reduced the
STSK detection search scope while maintaining the optimum detection capability. The correlation between the
TA index and the modulated symbol index was taken into account when detecting the TA index, and
then only a singleM/PSK/QAM demodulator was invoked according to the already detected TA ingex.
2014 Rijashekara al. | SM Summarized the Yang and Jiao’s [f137]| technique as the harcefinéised SM detector, which invoked
[140] classicM PSK/QAM demodulators for all matched filter output elements first, and then the TA activation
index detection was’\j)erformed with the aid of the already demodulBf&BEK/QAM symbols. The
hard-limiter-based SM detector cannot be directly applied to coded SM systems.
2014 Renzoet al. [15] STMSK A comprehensive summary paper for the recent development of SM.

TABLE Il
SUMMARY OF MAJOR CONTRIBUTIONS ONMIMO SCHEMES

surveyed in the context of a wide range of MIMOexponential functions, respectively. The notatipfig and E-)
detectors relying on both hard-decision and soft-decisiaienote the probability and the expectation, respectively. The

techniques.

The structure of this paper is portrayed by Fig. 15. Mo
explicitly, the classic MIMO schemes that are motivated b
the multiplexing-diversity tradeoff are surveyed in Sec. II.
The recently-developed MIMO schemes that are motivated
the performance-complexity tradeoff are surveyed in Sec. |
Finally, our conclusions are offered in Sec. IV.

The following notations are used throughout the paper. T
notationdn(-) andexp(-) refer to natural logarithm and natural

notations®R(-) and 3(-) take the real part and the imaginary

dM~1(.) refer to the MPSK/QAM modulation and
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fgart of a complex number, respectively. The operatibi(s)

de-

odulation, respectively. The operation decZbirtonverts a
?cimal integer to binary bits, while bin2decconverts binary

ts to a decimal integer. The operations*, (-)7 and (-)#
enote the conjugate of a complex number, the transpose of
ﬁematrix and the Hermitian transpose of a complex matrix,
respectively. The notationd,, — and A_ , refer to theu-th
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Diagonal Bell Laboratories Vertical BLAST ™ Tl
Layered Space-Time for implementation (V-BLAST) Scheme for transmit g:ig(oggjeiéggafgcpm‘
(D-BLAST) Scheme simplicity by Wolniansky et al. [32] |diversity by Alamouti [34] 1998
by Foschini [30] 1996 1998
= Amicable Orthogonal Capacity-improving
for any number o ?Halg S':‘_’I_aé%)STBC for reducing | STBC (AO STBC) for improving _ | Linear Dispersion Code
transmit antennas transmission delayby Ganesan et al. [122-128TBC capacity| (LDC)
by Tarokh et al. [35] 1999 2001 by Hassibi et al. [36] 2002
for achieving both for reducin - - for introducing _Ti ; i
full multiplexing _ | Capacity—achieving LDC | MIMO dete%tion; Spatial Modulation (SM) diversity gain SSp?éﬁ Time Shift Keying
gain and full by Heath et al. [38] 2002 [complexity by Song et al. [26] 2004 | "o ( )
diversity gain Mesleh et al. [27] 2008 by Sugiura et al. [39] 2010

Fig. 14. Historical chart for major milestones of Multiple-LitpMultiple-Output (MIMO) schemes.

row andv-th column in matrixA, respectively. The operation The details of these classic MIMO schemes will be introduced
® represents the Kronecker product. The notation (c later.
forms a row-vector by taking the rows of matrix one-by- The Continuous-input Continuous-output Memoryless
one. Moreover, the operations diag{afd Toeplitza) create Channel (CCMC) capacity of the MIMO channels is given by
a diagonal matrix and a symmetric Toeplitz matrix from vectanaximizing the mutual information between the input signal
a, respectively. and the output signal per channel use as [40]:

The acronyms V-BLAST(M,Ng)-MPSK/QAM as well come 1 1
as SM(V:, Ng)-MPSK/QAM refer to the V-BLAST scheme ¢ (SNR) = max 0~ H(Y) — - H(Y[S).  (3)
and to the SM scheme equipped withvy TAs and pS)Ap "
Np RAs. Furthermore, the LDC and STSK schemg3ased onp(V) of (2), we have H(Y[S) = H(V) =

[rvec(V)] = log,det [reNoIn,ng]. Furthermore, in
are denoted by the acronyms of LDC{MWr,Np.No)- order to ‘maximize the entropy(Y) in (3), both the

MPSK/QAM and STSK(¥,Ng,Np,Nq)-MPSK/QAM, re- inpyt signal and the output signal have be Gaussian
spectively, whereVp and N represent the number of sym-distributed. As a result, the autocorrelation of the
bol periods per transmission block and the total number bfd. Gaussian-distributed input signals is given by
dispersion matrices employed, respectively. E [rvec(S)"rvec(S)] = §-In,n,, which complies with the
transmit power constraint of &r [rvec(S)”rveqS)| } = Np.

II. THE CLASSIC MIMO SCHEMES THAT AREMOTIVATED  Furthermore, the resultant entropy of the vectorized
' received signal rved) = rvedS)(In, ®H) +
BY THE MULTIPLEXING-DIVERSITY TRADEOFF rvec(V) is given by H(Y) = H [rve%(Y)} M

As portrayed by Fig. 1, a typical MIMO system may employOg2 det {We ﬁ (INP ® HH) (In, ® H) + NoIn,n, | b
T

Nz TAS, and Np RAs. More_over, a transmission block OfTherefore, the ergodic CCMC capacity of (3) that is averaged

MIMO signals may be constituted by a total number/é§)  over all channel realizations is given by:

modulatedM PSK/QAM symbols, and this transmission block 1

may be transmitted oveNp symbol periods. Therefore, irtDCCMC(SNR):N—E{log2 det(Tnp Nyt ~2L
P

- [INP ® (HHH)]}
the presence of the ubiquitous multipath fading as well as the r

Gaussian-distributed noise, the signal received by\peRAs =E [logQ det(In, + NLHHH)] :
over Np Time Slot (TS) at the receiver may be modelled as: T )
Y=SH+YV, (1)  where SNR = 10log,, 7 is the normalized signal-to-noise

where the( N x Ny)-element matrixS and the(Np x Ni)- ratio n = N%, represented on the Iogarith.mi.c.decibel scale.
element matrixY represent the input and output signals o hen the number of TAs grows towards infinity, the mutual

the MIMO channels. Furthermore, &/ x Ny )-elementH ipformation o(fxgdj\fd)cmay be further extended as [108], [109]
in (1) models the MIMO’s Rayleigh fading channels, which™Nr—c € (SNR) = logydet(Ing + nlng) =
is assumed to be time-invariant ové¥» symbol periods. V™" logy(1+7), where we havéimy, . E ( y-H"H) =
The (Np x Ng)-element AWGN matrixV in (1) models Iy,, while N™ = min(Ny, Ni) represents the minimum
the independent and identically distributed (i.i.d.) zero-meari the number of the TAs and RAs. This implies that as
Gaussian random variables with a common complex variantte number of antennas grows, the MIMO capacity may
of Ny, whose PDF is given by: grow linearly with min(Np, Ng). Let us recall that the
Y — S'H|? CCMC capacity of SIMO systems is given by. [40], [109],
(wNg) Vel eXp(—T), (2) [165] CC°MC(SNR) = E [logy(1 4 n - ||h]|?)], which grows
(mNo 0 logarithmically with Nz, whereh refer to the Nz-element
where there are a total af combinations{Si}j’:‘o1 for the SIMO fading vector. Therefore, compared to SIMO sys-
MIMO transmission matrixS in (1). The MIMO transmission tems, the MIMO systems are capable of providing a higher
matrices and parameters are briefly summarized in Table Wdata rate without requiring more signal bandwidth. We will

p(V) =p(Y[S) =
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MIMO Scheme | Transmitted Matrix Parameters
VBLAST[30] | S=[ s1, -, snp | | Nr>1 ][ Na>1 ]| Np=1] Ng=Nr 7= MPT R = Nrlog, M
G2-STBC[34] | 8= | *!. %2 Nr=2 | Npg>1 | Np=2 | No=2 1= M2 R =log, M

o2 1
LDC [38] S=Y.9A,s, Nr>1| Np>1| Np>1 | No>NgNp | I =M@ R= %
SM 271 S=[0 0570 -0 | Ne>S1| Na>S1 ]| Np=1] No=1 T=M Nr | R=1log, Nr ¥ log, M

v—1 Np—v
STSK [39] S =A,s, Nr>1| Np>1| Np>1| No>1 I=M-Ng | R="527Q 052 ®

TABLE IV

A BRIEF SUMMARY OF THE TRANSMITTED MATRICES AND PARAMETERS OF CLASSI®AIMO REPRESENTATIVES

MIMO Design Tradeoffs and Reduced-Complexity MIMO Detection fin
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System Design
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—® 1I) The Classic MIMO Schemes That Are Motivated By The
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V-B
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>11-A2) Soft-Decision MAP Aided V-BLAST

>11-A3) Hard-Decision SD Aided V-BLAST Employing PSK

> 11-A4) Soft-Decision SD Aided V-BLAST Employing PSK

>11-A5) Hard-Decision and Soft-Decision SD Aided V-BLAST

Employing Square QAM

->11-A6) Hard—Decision LF Aided V-BLAST

> 11-A7) Soft-Decision LF Aided V-BLAST
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—>11-A9) EXIT Charts and LLR Accuracy

[ [1-B) Space-Time Block Code (STBC)

>11-B1) General Orthogonal Design Guidelines

>11-B2) Linear STBC Detection

->11-B3) Error Probability and Capacity of STBCs

> 11-B4) Full Unity—Rate STBC

>11-B5) Half-Rate STBCs
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> 111-A6) Hard—Decision Unity—Constellation—Power-Based Subopt|
SM Detection

> 111-A7) Hard—Decision Distance—Ordered-Based Suboptimal SM
Detection

= 111-B) Space-Time Shift Keying (STSK)

= [11-C) Comparison Between Optimal and Suboptimal Detectors

> 111-D) Error Probability and Capacity Analysis for SM and STSK

= [lI-E) Summary on MIMO Performance Comparisons

11I-E1) Capacity Comparison

I1-E2) The Performance—Complexity Tradeoff in Uncoded MIMO
Systems

111I-E3) The Performance—Complexity Tradeoff in Coded MIMO
Systems
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—»V-A) Summary
IV-B) Design Guidelines
IV-C) Future Research

D¢

—»11-D) Capacity and BER Comparison Between Classic MIMO Scheme:

=

—>111-A8) Soft-Decision Reduced—-Scope—Based Optimal SM Detecti

Fig. 15. Structure of this paper.

demonstrate in Sec. that the STBCs based on orthogonal
design [34], [35], [166] and those relying on the Amicable
orthogonal design [122]-[124] cannot achieve the full MIMO
capacity of (4). This is because the diversity-oriented STBC
schemes transmit symbols that are repetitive in both space
and time, which implies that the i.i.d. input signal condition
of E [rveqS)”rvec(S)| = w-In,n, is not satisfied.

When the supposedly continuous Gaussian-distributed input
signal is discretized for transmitting practicadl PSK/QAM
symbols, the CCMC capacity of (3) has to be replaced by the
more realistic measure of Discrete-input Continuous-output
Memoryless Channel (DCMC) capacity of [12], [66], [167]:

I—1

COMC(SNR) = (gx?;gll > [oYishp(s)
p(S*) =g

) p(Y[S)

> p(YIS)p(ST)

®)
The DCMC capacity of (5) is maximized, when the MIMO
transmission matrix candidates are equiprobable, i.e. we have
{p(S%) = 3}/-,. Based on the PDE(Y|S’) given by (2),
the DCMC capaC|ty of (5) may be further simplified as:

CDCMC(SNR ZE O I]_]Z(Y‘S )7—
I-Np N Zg_o p(Y[S")

Performance-Complexity Tradeoff -
L>[11-A) Spatial Modulation (SM) = log, Z exp(W;7)| ¢
> 111-A1) Hard—Decision Reduced—Scope—Based Optimal SM Dete i=0 =
> 111-A2) Hard—Decision Hard-Limiter-Based Optimal SM Detection (6)
> 111-A3) Hard—Decision SD Aided SM Detection
> 111-A4) Hard—Decision Normalized-MRC-Based Suboptimal SM — i_gi 2 2 .
) Hard-De: P where we havel,; = US™=SOHELVITHIVI®  \while the

No

MIMO throughput is given byR = 1°g2 , Which is expected
to be achieved by the DCMC capacny ﬁ‘fDC“C(SNR) in
the high-SNR region.

In particular, the STBC throughput is given iBy= ~$°°.
It was demonstrated in [35] that Alamouti's G2- STBC asso-
ciated with Ny = Np = Ng = 2 is the only full unity-
rate orthogonal STBC employing a complex-valued signal
constellation, where the STBC's normalized throughput is
defined as? = No/Np. WhenNy > 2 is used for orthogonal
STBC schemes, we always have < 1 for complex-valued
signalling. Hence the orthogonal STBCs do not have the
advantage of a higher data rate than SIMO schemes. By
contrast, the V-BLAST's maximum achievable rate of (6) is
given by R = NpBPS, which isNr times higher than that
of the SIMO. Again, the V-BLAST’s feature of maximized
MIMO throughput is often interpreted asultiplexing gain.
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Nonetheless, a higher attainable capacity cannot guarantée 9], which portrays the diversity and multiplexing as rivals
lower error probability. Let us now consider the average BERR MIMO systems design. As a breakthrough, the development
of a MIMO scheme, which is given by [157], [168], [169]: of LDC [36]—-[38] suceeded in perfectly accommodating this
tradeoff. In more detail, the LDC transmission model of [38],
which is summarized in Table IV, is capable of achieving
the full MIMO capacity, provided that the parameters satisfy
Ng > NrNp, which results in a maximized multiplexing
where dy (i, ) refers to the Hamming distance between thgain of B > Np. Furthermore, the LDC of [38] may also
bit-mappings o8’ andS’, which may be directly obtained by rétain the full diversity gain oD = min(Nr, Np)-Nr, when
conveying the indices andi back tolog, I bits. Furthermore, the dispersion matrice§A,},~ are generated according to
the average Pairwise Error Probability (pEF%E(Si . Si)}, the rank and determinant criteria. As a result, the best LDCs

. _ U generated from a sufficiently exhaustive random search are
which is the average probability {EP(S = SZ\Sz)} of choos-  capable of outperforming both V-BLAST and STBC in MIMO

ing S? when S was transmitted, may be expressed as [66jystems.

I-1 I-1 dH(i,Z)
Ilog, I
” 2

Pyt =E p(S = S;|Si) , (N

[165], [170]-[173]: In this section, we focus our attention on the classic MIMO
. : S ) schemes that are motivated by the multiplexing-diversity trade-
E{p(s — S )} = E{P <||Y — S™HI” < [[V]| )} off, where V-BLAST, STBC and LDC are introduced in
- - 2 Sec. II-A, Sec. 1I-B and Sec. II-C, respectively.
_elo| s —som]
- 2Ny
N A. Vertical-encoded Bell Laboratories Layered Space-Time
rank(A) R

(V-BLAST)

The classic V-BLAST MIMO, which multiplexesv; data
(8) streams with the aid ofN; TAs, maximizes the MIMO
i . capacity and throughput. The challenge in V-BLAST system
Whgre Q(-) represents the integral form of the Q'flmCt'ondesign is to deal with the IAl at an affordable signal pro-
wh|lg {M(A)} and rank@) refer to' thek-th eigenvalue of cessing complexity, which clearly strikes a tradeoff between
matrix A and the. rank ofA, respectively. performance and complexity, as portrayed by Fig. 2. Against
As discussed in [171]-[173], (8) suggests that there &fGq packground, the ML/MAP detectors, the SD and the LF
two major factors that may minimize the error probability e jntroduced for both uncoded and coded V-BLAST systems.
in the high-SNR region, which are often referred to as the 1) Hard-Decision ML Aided V-BLASTThe schematic of

;?g? c;rilrt]en:)hr;a'\r;ltljwtlga gestfgmlsr}an;r?glrtrir;réén tlgenl]ltoerreatg(riai -BLAST transmitter is portrayed by Fig. 9(b), where a total
ysing y P ’ of No = Nr modulated symbols are transmitted by te

firstly, it may be observed in (8) that the rate of declin . _ .
for the term (0.257) "2"KA)-Nr with respect to the SNR is TAs during Np = 1 symbol periods. Therefore, th&
element V-BLAST transmission row-vector

explicitly determined by ranld) - Ni. Therefore, this rank

< (0.25n) A NE | TT A(A) :
k=1

criterion indicates that the full MIMO diversity is given by S — [ s1, -, SNg ]
min(Ng, Np) - Nr, where the full rank ofA is the minimum 1 my L m 9)
betweenV; andNp. Furthermore, wher\ achieves full rank, = [ VA R Y =t } )

Nr
the second tern{ fakA) \e(A in (8) is a function of
th Z termi tHﬁk:iA w )t th'l ()IS" dL:j tl .~ where the MPSK/QAM symbols are separately modulated
e determinant ofA. As a result, this so-called determinant {s™ — M(m,)}"7,. Upon obtaining theNy-element

criterion indicates that a higher gain is achieved by maXimiZir}%ceived signal row-\;;azcl'c.di’ of (1), the followinga posteriori
the minimum determinantet(A) over all legitimate combina- '

. A = S ‘ . . " probability may be maximized over the entire sef ot MN*
tions of S* andS*, which is achieved wher is unitary. This . TI—1 . . :

- ’ . didategS*}.— for the t t tos 1 :
condition may be guaranteed by both the classic STBCs baggg idates{S"};—y for the transmit vectos in (1) as

on orthogonal design [34], [35], [166] and the STBCs relying _ p(Y|S9)p(S)
on the Amicable orthogonal design criterion [122]-[124]. By p(SYY) = 5 Y1555’ (10)
contrast, the classic V-BLAST associated with>- = 1 does vsi P p

not minimize the error probability in rank and determinant In uncoded V-BLAST systems, tha priori probability

criteria, which is due to the fact that V-BLAST has neithe p(Si)}VSi may be assumed to be a constant: EEET for the

transmit diversity - since we hawein(Nr, Np) = 1 - nor equiprobable source. Furthermore, the conditional probability

has it unitary transmission matrices. The STBC's feature ; ; P

Y|S? + in (10) is given by (2). Therefore, the hard-
minimizing the PEP in the high-SNR region according to thgg(cis!on)}:ﬂsl_ aid(ed)unc%ded V)-/B(L,Z\ST detection may be
rank and determinant criteria is often referred todasersity expressed as:

gain.
The tradeoff between the diversity gain and the multi-

-0 1L a - S = in |[Y — STH|% 11
plexing gaink = %’. is quantified a) = (Ny—R)(Nr—R) ae st | | (1)
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2) Soft-Decision MAP Aided V-BLAST In coded V- 3) Hard-Decision SD Aided V-BLAST Employing PSIK
BLAST systems, the soft-decision MAP detector magrder to invoke the SD, the V-BLAST receiver may apply the
produce thea posterioriLLRs as [12], [50], [174]-[176]: classic QR decomposition EH [116]-[119] as follows:

L(be) =In ZVS"E{Si}bkzl p(S‘|Y) HY - [ Q.Q | { :)j } , 17)
g szie{&‘}bk:o p(S'Y) 15

Susicisiy,_, PY[S)p(S! 12)  where [ Q,Q' ] is a (Ng x Ng)-element unitary matrix,

=1n Pr=1 : _ and the (Np x Nrp)-element submatrixQ has orthogonal

2 vsiefsi, o P(Y[S)p(S?) columns satisfyingQ””Q = I,. Furthermore,U in (17)

where the subset§Si},,_; and {S'},,_o represent the V- is a (Nr x Nr)-element upper triangular matrlx,. wh|!e
BLAST combinations set foB in (1), when the specific bit refers 1o a[(].VR — Nr) x Nr|-element all-zero matrix. Itis a
’ nfiltural requirement that we havé; > Nr, so that the QR

by is fixed to be 1 and 0, respectively. Let us assume th(gllecomposition of (17) may proceed. The generalized rank-

all source information bits are mutually independent. The Licient scenario ofVg < Ny is discussed in [178]-{180],

. . e 1/ I_l
the a P”OS'V F;LZbeiE'ry:ES( Z;{g](s )}izo may beNegg;essed #Swhere the SD is recommended for detecting, symbols,
p(S*) =1[;2, m where{L,(by)},2; " denote while the ML detector is invoked for the remaining symbols.

the a priori LLRs gleaned from a channel decoder, whilgor the sake of simplicity, we only consider the situation of
[b1--- b epg = dec2biri) refers to the bit mapping of V- N, > Ny for the SD aided V-BLAST in this section, which
BLAST to the signalS*. Therefore, the Log-MAP algorithm js generally compatible with the industrial MIMO standards

of (12), may be rewritten as: [181], [182]. According to (17), théN, x N )-element fading
S szie{si}bkzl exp(d?) ) channel matrixtf may now be represented as:
) = N _ H __ H
o szie{si}bk:0 exp(d’) H=(QU)” =LQ", (18)
i P e A . here L = U is a (Nr x Nr)-element lower triangular
here the probability metrid’ in (13 by: W T X AT
where the probability metria” in (13) is given by matrix. As a result, the received signal model of (1) may be
i NTBPS i .
; Y — S'H|]? . modified as:
d' = _‘T + Z bELa(bE). (14) YQ = SL + VQ, (19)
k=1

] . whereVQ has exactly the same statistics as the AWGN matrix
We note that the common constant B oo V- Therefore, the ML decision metric of (11), which may also

in all {p(sl) 71;01 is eliminated by the )a:|\1/|s|on operation inbe referred to as Euclidean Distance (ED), may be rewritten
(12). The resultant extrinsic LLRs produced by the Log-MAPRS: 9

NT NT
algorithm may be further expressed &s(b;) = L, (bx) — 5 2 >
L, (bx). In practice, the Log-MAP algorithm of (13) may be HY SLH N Z‘; Y ;lt’vst (20)

simplied by the low-complexity Max-Log-MAP [50] as: _
; ; The Nr-element row-vectolY = YQ in (20) is defined in
Ly(br) = sl d’— iy d’, (15 (19), and{¥,} ", are elements taken frof. Furthermore,
o : ot {li o} 37 and {s;} 7 in (20) are elements from the
which imposes a performance loss owing to the fact that ontyver triangular matrixL. defined in (18) and elements from
the pair of maximuma posterioriprobabilities associated with the \-BLAST transmit vectosS in (1), respectively.
b, = 1 andb;, = 0 are taken into account. In order to mitigate The SD aims for finding the specific detection candidates

this problem, the so-called Approx-Log-MAP algorithm [51]that lie within the decoding sphere radits which is formu-
[177] may be invoked as: lated as:

~ 2
; i i - 2
L,(by) = JaCsic(siy,, - d —JaCsicisiy, d', (16) HY SLH < R*. (21)
where the corrected Jacobian algorithm jac compensates [&§S detection problem may be solved step-by-step. According
the inaccuracy imposed by the maximization operation of (1) the ED of (20), the Partial Euclidean Distance (PED)
as jac@l!,d?) = max (d',d?) + &(|d" — d?|). The additional evaluated by the SD may be defined as:
term of 6(|d! — d?|) takes into account the difference between Np 2

Nt
d' andd? according to a lookup table [51], [177]. dy =Y |Yo = lisi| =dusr+ A, (22)
The ML/MAP aided V-BLAST detection introduced in this o=v t=v

section requires us to evaluate and comparel afi 2~78PS e PED increment, is given by:
combinations of MIMO signals, which imposes an unafford-
Nt
(Yv - Z lt,v3t> - lv,vs'u

able detection complexity. Therefore, as portrayed by Fig. 2, :
t=v+1

the SD and the family of linear receivers may be introduced Ay = (23)
in order to visit all theN parallel M PSK/QAM constellation
diagrams separately, so that the signal processing complexitye only variable in the PED increment of (23) és, as

may be reduced for V-BLAST detection. elements{st}i\fv“ are known from previous SD decisions.
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Fig. 16. Examples of the SD constellation-search strategies of the Fi§c5§— . - -
Pohst enumeration strategy of [20], [183], [184] and the Schnorr-Eucfiner paths that are visited by the SD < r-<{r-{0) paths that are not visited by the SD

search strategy of [21], [185], where the 8PSK constellation is employd® @@ the SD's decision D, @. @, the SD's steps

. . . Fig. 17. Examples of the SD tree-search strategies of the thréiast (K-
The SD constellation search strategies may include basBst) [186]-[188] and depth-first solutions [19], [21], [189], where the V-

the Fincke-Pohst enumeration strategy of [20], [183], [184#LAST(2,2)-QPSK is employed ak,/No = 0 dB. The PEDsd, of (22)

and the Schnorr-Euchner search strategy of [21], [185], whi@ff 'abelled for each node.

define how the SD visits different constellation points at a

specific SD index. For a SD based on the PED incremdpt K-best algorithm is unable to guarantee to spot the ML

of (23), the Pohst searching enumeration strategy of [2@plution. The depth-first tree search strategy, which is also

[183], [184] requires the SD to enumerate all candidates fpppularly adopted by the Multiple-Symbol Differential Sphere

s, within the SNR-dependent decoding sphere, as definBgtection (MSDSD) aided noncoherent schemes of [190]-

by the condition ofd, < R?, which is examplified by [194], commences its search by decreasing the SD index from

Fig. 16(a). The Schnorr-Euchner search strategy of [21], [185}= Nz down tov = 1 as well, but only the best candidate

efficiently refines the Pohst strategy, where the priorities &f visited on each level. When the SD index of= 1 is

all the legitimate candidates for, are ranked according toreached, the SD radius is shrunk to be consistent with the

the increasing order of their corresponding PED incremenewly found contender candidat& Then the SD index is

valuesA,. Therefore, when the SD reaches a specific indéxcreased again in order to check if there is any other nodes

v for the first time, the candidate associated with the higlhat may lie inside the updated decoding sphere. If a new valid

est priority is visited. Then, when the SD reachesgain candidate is found within the sphere at any value of the SD

for the m-th time, the candidate associated with theth index v, the SD index may decrement down towards= 1

highest priority should be visited. In this way, the SD alwayagain. Otherwise, the search may terminate, once the SD index

knows, which specific candidate should be examined withooft v = Nr is reached. Therefore, the depth-first tree search

repeating the enumeration. Considering the hard-decision 885 a nonconstant complexity, but spotting the optimum ML

based on the PED increment of (23) as an example, thelution may be only guaranteed, if the initial SD radius is set

MPSK candidate associated with the highest priority mdg be sufficiently large.

be directly obtained by rounding the phase of the decisionThe breadth-first and depth-first tree-search strategies are

variable z5P = (Y, — Zi\fvﬂ lt,wst)(lu)* to the nearest exemplified in Fig. 17. First of all, Fig. 17 shows that both

MPSK index asm, = |p,], wherep, = 3£/Z7P. Then strategies effectively avoid visiting all the valid nodes, which

the remainingl/ PSK constellation points may be visited in aesults in a reduced complexity compared to the ML aided

zigzag fashion by the SD. In more detalils, if the phasor ind&axBLAST. For the breadth-first associated witi = 2 in

1, is rounded down fronp,, i.e. we haven, < p,, then the Fig. 17, only two nodes that have lower PEBsof (22) are

SD may visit the remaining constellation points according #gsited for each SD index of = 2 andv = 1 in Steps®) and

the steps ofn, = m, + 1, m, = 1m, — 2, 1, = m, + 3, etc. (), respectively. However, the breadth-first decision associated

By contrast, for the case of, > p,, the SD based steps ofwith the ED of 2.58 is not the ML solution in Fig. 17, where

visiting constellation points arg., = 1, — 1, 7, = m, +2, the lowest ED is given by 1.06. For the depth-first strategy

m, = m, — 3, etc. The Schnorr-Euchner search strategy is Fig. 17, when the SD visite = 2 andv = 1 for the first

examplified by Fig. 16(b). time in Steps® and @), only the nodes associated with the
The SD tree-search strategies may include both the breadtwest PEDs ofdy; = 0.023 and d; = 2.58 are visited for

first (K-Best) [186]-[188] and depth-first solutions [19], [21],SD indicesv = 2 andv = 1, respectively. The SD radiuB

[189], which define how the SD traverses across differeist updated according to the ED df = 2.58 as R? = 2.58

SD indicesv € {1,---,Nr}. The breadth-first (K-Best) in Step(®@), and then the SD index is increaseduo= 2 in

tree search strategy, reduces the SD index from= Np order to check the next node associated with the second lowest

down tov = 1, where only K candidates associated WitlPED ofd, = 0.39 in Step@@), which is lower thank?? = 2.58.

the higher priorities are retained at each level. The majbience the SD index is decreaseduo= 1, where the best

advantage of the breadth-first (K-Best) tree search strategyne has a PERI; = 4.87 that is higher thank? = 2.58

that the total number of nodes visited by the SD is constaim, Step @. The SD index is increased and then decreased
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again in Stepsd and ©), respectively, where the SD radiusand the PED incremerk,, is given by:

is updated according td, = 1.06 in Step®. The SD index _ 9

is increased again in Stef), where the visited node has a ‘(Yv - ZiV:TuH lt,vst) — Ly w80

PED of dy = 1.27 that is higher thankR? = 1.06. Hence the A, = N

SD terminates the search. It can be seen in Fig. 17 that the 8PS 0 (26)
depth-first strategy may visit more nodes than the breadth-first _ Z {’5}5 Lo(by ) — @asg } )

strategy, but the ML solution associated with the lowest ED
of 1.06 may be obtained by the depth-first decision, provided

that the initial SD radius is set to be sufficiently large. It can be seen in (26) that the soft-decision SD's PED
In practice, a possible choice of the initial SD radifis incrementA, includes two terms, where the first term is

may be found from the statistical properties of the ED of (21§ViSed from the hard-decision SD's PED increment of (23),
asR2 = JNgNy — Y [IN _ HH<HHH)71H] YH [116] while the second term is tha priori information obtained
where an integet/ > 1 mRay be selected in order to str'ikefrom the channel decoder. As a result, the soft-decision SD

a tradeoff between the performance and complexity. Furth€A7Ot directly utilize the decision variabfg’” = (¥, —
more, it was demonstrated in [195] that both the selection of aat=v+1 lt.v5t)(lv,n)” in order to find the closest/PSK
SNR-dependent R and the potential SD search failure may HeSe, which is used by the hard-decision SD, as exemplified
avoided by defining the intial SD radiu® as the distance be- N Fig- 16. This is because the second term aofpriori

: _ : : T . . oD .
tween the received signal and the MMSE solution formulatdgformation in (26) is not included i, and in fact, the
asR? — ||Y_YMMSE||2 where the MMSE solution is given channel decoder is unaware of whiddPSK constellation

by YMMSE — Y(H”H + NoNrLy, ) 'H". The details of diagram is considered. As a result, the soft-decision SD invok-
R b . .
this MMSE solution will be elaborated on in Sec. II-A6.  INg the Fincke-Pohst strategy of [117] enumeratesiaRSK

. . . candidates that lie inside the search bound, while the soft-
4) Soft-Decision SD Aided V-BLAST Employing PSKn .decision SD invoking the Schnorr-Euchner strategy in [119]

order to invoke soft-decision SD for the Max-Log-MAP optiy, '+, eyaluate and compare MIPSK candidates according

mum V-BLAST detection, it may be observed in (15) that the, gy iy order to establish their specific priorities for the SD’s

Max-Log-MAP algorithm aims to find the maximum probabilo o o orger. Against this background, a reduced-complexity

ity metric, which is similar to the action of the hard-decision o 4o ision SD is introduced in [197], where thepriori

ML .V'BLAST dgtecnon of (1.1?' There_foire, the problem ofLLRs in the second term of (26) are assigned to the appropriate
finding the maximum probability metrid* of (14) may be arts of 25 obtained from the first term in (26), so that the
transformed to the problem of searching for the minimum E estMPSUK candidate associated with the Iowes;;; may be
formulated as: obtained by visiting a reduced subset of constellation points,
and then the remaining/PSK constellation points may be

ky=1

2

ZJUV; Y, — ZiV:TU lt,wSt visited in a zigzag fashion that is similar to the hard-decision
d= N SD exemplified by Fig. 16.
N Bops (24) In summary, with the aid of soft-decision SD, the mini[num
- ~ —SD ED dyap as well as the optimum V-BLAST candidate
- Z 72 {bi’wL“(b’%) —Cak| (- may be obtained. The optimum candid&emay further be
v=t U=t translated into hard-bit decisior{$}/ 47 }N78S "1n order to

o . ) ) __ produce the soft-bit decisions according to the Max-Log-MAP
which is obtained by toggling the polarity of the probabllltya|gorithm of (15), the SD is invoked again for producing the

metric d' of (14). The first term in (24) is revised from thegacond EDda 4p, Where the search space is halved by fixing
hard-decision SD’s ED of (20). The second term in (24) i$e k-th bit b to the flipped MAP decision ab, = bMAP.

revised from thg% priori probability term of (14), where an |5 symmary, the Max-Log-MAP algorithm of (15) may be

extra constan€’, ;= 3 [|La(bz, )| + La(bg,)] is introduced completed as:

in order to guarantee that the ED of (24) remains non-negative _

all the time [119], [196]. Ly () { ~darap +dyap, WhIT =1
As a result, the maximization operation of the Max-Log- —duap +dyap, 15770 =0

MAP of (15) is transformed into finding the optimal candidatén this way, the SD has to be invokéd7BPS+1)/(NrBPS)

that lies within the decoding sphere radifts where the SD times for producing a single soft-bit output, which is often

may evaluate the PED according to the ED of (24) as:  referred to as the Repeated Tree Search (RTS) [191], [197],

[198]. Alternatively, it's recently proposed in [118], [119] that

oA =1

Z{VT v ZNTf s, 2 the Single Tree Sear_ch_ (STS) [198] may opt to invoke the
_ =]t t=0 "L, SD only once for obtaining all the EDs dfy; ap andd; ap,
Y Ny which may induce a potential performance loss. More explic-
Nr [ BPS itly, if the hypothesis bit-mapping arrangement iy 4p is
_ Z Z [’B%La(b,—%) — 557%} =dys1 + Ay, updated and changed, all the counter-hypothesis bit-mapping
v=v | fy=1 arrangements fad,; 4 p have to be changed accordingly. As a

(25) result, the previously dismissed candidates that obey the new
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bit-mapping cannot be taken into account again. As a reme®&ymilar to (26), the PED incremenk, for the soft-decision
the sub-optimal detector has to invoke the LLR correctioBD aided V-BLAST employing Squar&/ QAM is given by:
method [119] for correcting the LLR results. In fact, the

~ 2
STS’'s motivation of visiting a node at most once can still (?U — ZfiVUT lm@) BPS2 _sp
be accomplished by the RTS, where the previously visitedl, = - Z [b;; La(bg,) — Cok } :
: No - g g ok
nodes may be labelled so that the repeated calculations may Ey=1
be avoided by reading the previously evaluated PED metrics. (34)

5) Hard-Decision and Soft-Decision SD Aided V-BLAST In summary, with the aid of SD, the complexity of the
Employing Square QAM The PED increments of (23) andML/MAP aided V-I_SI__AST detection may be substantially
(26) may be utilized by the hard-decision and soft-decisidgduced. More explicitly, when the breadth-first (K-Best) strat-
SD aided V-BLAST, respectively, when an arbitary PSK/QANgIY iS invoked, the SD aided V-BLAST detection complexity
constellation is employed. Nonetheless, it was suggested™@Y be lower-bounded by (Nr) and byO(2Nr) for the case
[19], [115], [199] that the real part and the imaginary part ff MPSK and for the case of SqualéQAM, respectively.
the Square QAM constellation should be separately visitdfPreover, when the depth-first strategy is invoked, the SD

by the SD. To this end, the received signal model of (1) haded V-BLAST detection complexity lower bounds are given
to be decoupled as: by O(2Ny — 1) and O(4Nr — 1) for MPSK and Square

MQAM, respectively, where only a single constellation point

Y=SH+V, (28) s visited, when the SD index is reduced from = Nr
down tov = 1 and then increased from = 2 up to
where the 2Nz-element received signal row-vectdd = v = Np. However, the SD complexity lower bounds can

[R(Y),3(Y)], the 2Nr-element transmit signal row-vectoronly be approached in the high-SNR region or when provided

S = [R(S),3(S)], the (2N x 2Ng)-element fading matrix with full a priori information in coded systems, where the
= | RH) S(H) i ED differences between the candidates are large so that the
H = -3(H) R(H) and the 2Np-element AWGN optimum solution may be found without any ambiguity. It is

row-vector V. = [R(V), (V)] are all real-valued. The V- also demonstrated in [200] that the average SD complexity is

BLAST receiver may now apply QR decompositionFb as & Polynomial function, which is often approximately cubic,

expressed in (17), so that the received signal matrix may W&ile [201] demonstrates that the SD complexity is still
decomposed as: exponential at low SNR region. Therefore, in the coming

H-LQ" 29) section, we further introduce LF aided V-BLAST receivers,
o ’ which exhibit a detection complexity that may as low as single-

whereL is a(2Nr x 2N7)-element real-valued lower triangu_femtenna—based detection, but the sub-optimal performance is

lar matrix, while the(2Ny x 2N )-element real-valued matrix inevitable. . ) .
Q has orthogonal columns &7Q = Ly, . Similar to (17), 6) Hard-DeC|S|_on LF Aided V-BLAS'IFor_Iow-complexﬂy_
Ng > Ny is also assumed for V-BLAST employing Squar -BLAST detection, LFs may be conceived for detecting

QAM. As a result, the received signal model of (28) may b@e paralleled data-streams separately, while suppressing the
rewritten as: interference as best as possible. More explicitly, under the

idealized assumption of having perfect knowledge of the CSl,

YQ=SL+VQ, (30)  the basic Matched Filter (MF) output becomes [22]:
whereQ obtained from (29) does not change the statistics of ZMF — yGMF — sHH" + VH, (35)
the AWGN matrixV. Therefore, the ED of the ML detection
of E(11) may now be expressed as: where the (Np x Nrp)-element MF weight matrix in
(35) is given by GMF = HY. Furthermore, thev-
~ 2 2Nr/_ 2Nr 2 th element in the Np-element decision variable row-
HY—SLH =Y (Yv - th,v5t> ; (31) vector ZMF of (35) is given by M = s, |H, _||* +
v=1 t=v > voe SoHy - (H, )" +V(H, )", where the second term

= . . ) - of > vosy syHy — (H, )" introduces severe interference.
whereY =Y Q is defined in (30). By exploiting the structureyithout dealing with this interference term, directly demod-

may be defined according to the ED of (31) as: ZMF /|H, _||? results in an irreducible error floor.
9 In order to mitigate this problem, the Zero-Forcing (ZF)
FALY detector aims for cancelling the interference term ofitNg x
dv = Z Yo ; lode | = dop1 £ Ao, (32) Nr)-element ZF weight matrbxG#" = HY (HH?)~!, so
o '_” that the ZF filter output is given by [23]-[25]:
where the PED incremen, is given by: ~
7°F = YG?F =S +V, (36)
2N 2 ~
A, = ?v B i Losi | (33 yvhere theNTjeIement noise row-vectdV = VGZF has an
pt increased noise power dfGZ#||? - Ny. The ZF's problem
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of noise enhancement may result in a severe performant&” € {s™},, -1 andVs™ € {s™}s, —o, While the symbol-by-

contamination, especially in the low-SNR region. symbol basec posterioriprobability metrics may be revised
The Minimum Mean Squared Error (MMSE) filter mayfor MMSE detection as:

further reduce the noise power by minimizing the Mean MMSE  .m MMSE 2 BPS

Squared Error (MSE), which is defined as the Euclidea — _’Z” _° H”’fG*’“ /VNr| +ZE,; La(bz ).

distance between the MMSE filter output and the transmitted No|| G552 i :

V-BLAST vector aso3,; gy = E(||ZMMSF —§]|12) [22], (41)

[23], [25]. More explicitly, the MMSE filter output may be The decision variablg 22/ SE} N7 'is given by (40), while

expressed as: the MMSE filters tap GM2/5E} 1T are formulated in (39).

, As a result, for producing BPS= log, M number of a
ZMMSE = YGMMSE = sHGMMSF 1 VGMMSE | (37)  posteriori LLRs either by the Log-MAP of (13), or by the
Max-Log-MAP of (15) or alternatively by the Approx-Log-
MAP of (16), a total of M a posteriori probability metrics
of (41) have to be evaluated and compared according to the
MPSK/QAM constellation points.
02rsp =tr [(GMMSE)HE (YHy) GMMSE] However, this simple mechanism does not deliver the exact
9% {tr [(GMMSE)HE (YHS)]} 1 (38)  MMSE solution [22], [92], [93] for coded V-BLAST systems,
’ because the priori knowledge of the V-BLAST symbols is
where the auto-correlation matrix is given by{YHY} — not taken |nt0 account by the MSE Ob]eCtlve function of (38)
NLTHHH_A'_NOINR, while the cross-correlation matrix is given“’:l order to Improve the MMSE S(.)lutlon, first of all, the output
by E{Y¥S} = ;L H". Therefore, the MMSE solution of signal produced by the MMSE filter may be extended as:

where the{ Ny x N7 )-element MMSE weight matri M M SE
is conceived for minimizing the MS&3, ¢, which may be
extended as:

85;’,7@3@,5 =0 leads us to the MMSE weight matrix of: FMMSE _ yGVMP g\, _GMMoF
= ~—MMSE —MMSE
/ —1 v v
G]\/[Z\rfSE — (HHH + NO A NT . INR) HH7 (39) + S H G’U + V GU 5

(42)
which do not h_ave to be updated, when the fading channgfere the Ng-element MMSE filter taps column-vector
envelope remains near-constant. As a resultttle element vMMsSE _. L .

aims for minimizing the interference term of, =

in the MMSE filter output vectoiZM5E of (37) may be U _ . . . .
P (37) y MMSE\yithout increasing the noise power. In the

rewritten as: S'H'G, o . .
presence o& priori LLRs, the residual interference term after

LMMSE g H, GMMSEL ZSaHa,—GJXIySE-i-VG]EySE, MMSE filtering may be further mitigated by the following

Votv operations [22], [92], [93], [211]:
. . (40). sMMSE _ -MMSE _ ~MMSE _aoppovMMSE
Finally, the linear MPSK/QAM demodulator may be in- %, =Zy —dy =7Z, -S'HG, , (43)

VOk?d for re,ClO\iermg the data-carrying modulation mdlcev%hereéf’ = E(S?) referred to as the estimate of the interfer-
asm, = M~!(z,) for v = {1,--- ,Nr}, where we have

~ ' & MMSE MMEE s MMsE2  €nce vector. The-th (1 <t < Np — 1) elements; = E(s)
;%c;rdin]gﬁo (ZUO) (Hy, - GZ0)"/ [ Hy, G207 in S” may be obtained from tha priori probabilities as [22],

It was proposed in [32], [202]-[206] that the interfer—[87]’ [90]:
ence cancellation techniques based on either ZF receivers 1 = .
or MMSE receivers may further improve the LF aided V-  $t = JN. Z s"p(se = s™)
BLAST detection performance. Moreover, the interference m=0 ~ (44)
nulling and cancelling proposed for Multi-User Detection 0 M exp [ZEZSI b,;La(b,;)}
i —| = S .
(MUD) in CDMA systems [207]-[210] may be adopted by VN, mz::O H%isl 1+ exp [La(bp)]}

V-BLAST, since the V-BLAST scheme’s multiple TAs may

be considered to be equivalent to CDMA's multiple users. For . gngﬁ”“%svﬁ) o
example, the Successive Interference Cancelling (SIC) may oplt was demonstrated in [22], [90] th oGYMEE =0

for detecting the data streams one by one from the strong&&tults in the MMSE weight matrix shown in (45), where
to the weakest. When the LF makes a decision concerning™® [(Nr7 —1) x (N7 —1)]-element  matrix Ry, refers
single data stream, it may be remodulated and then subtradfedthe estimate of the interference powers Bg =
from the received signal so that the remaining data strea@i@g[E(|s1|?), -+, E(|sv—1|?), E(|svs1[?), -+, E(lsn,|?)].
may be detected successively, while having to cope withT@e estimate of a specific symbol's power |&[°)
reduced amount of interference. is given by replacing the constellation poing” in

7) Soft-Decision LF Aided V-BLASTf we directly revise (44)by its power [s™|*. As a special case, we have
the hard-decision MMSE aided V-BLAST for employment ifE(|s:[*) = §- for MPSK constellations. It is worth
coded systems, the Log-MAP of (13), the Max-Log-MAP opoting that when there is na priori information as
(15) and the Approx-Log-MAP of (16) may be invoked, wheréepresented byl = 0, we haveRf, = y-In,—1 and
the signal sets may be replaced by the clad$RSK/QAM of S” = 01x(n;—1), and the MMSE filter taps of (45)
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. _ _ . . _ —1
G, = {ml_H, 4 Np(H)T R} - diag((8)78") | B+ NpNoly, | HE . (45)
b GYMSE = (HEH + NpNoly,) 'HHE_, NMMSE in (47) is given by NMMSE — __1___
ecome v ( + N7 N NR) v,— 0 in (47) is given by Nj V/Np hMMSE +

which is exactly the same as the hard—decisioNT U§UI27E(\SU|2)]-
MMSE solution of (39). By contrast, when perfe@  g) Reduced-Complexity Soft-Decision PSK/QAM Detection

priori informaEi(?n of 14 = 1 is ayailable, we h'ave The Tinear soft-decision LF aided V-BLAST effectively
Rj, = d|ag((S“)HS“), which results in the MMSE filter separates the superimposed parallel data streams, so that the
taps of G M7 = (HY_H, +NTNOINR)71 HY . We classic soft-decision PSK/QAM detectors may be invoked,

note that the case of, — 1 leads to the Jg)erfect estimationVhere the detection complexity is on the order @fM)
MMS

. . . instead of the MAP aided V-BLAST's order aD(M™ ).
of the interference termi,, = S"H"G, of (43), which - .
implies that the optimum MIMO detection capability may pa/ore specifically, for the soft-decision MMSE, the Log-MAP
achieved by the MMSE detector & = 1. As a result, the 0f (13), the Max-Log-MAP of (15) and the Approx-Log-MAP
posteriori probability metric of (41) may be revised for theOf (16) may be employed, where them S'gmﬂ sets may be
exact MMSE solution as: replaced by the classit/ PSK/QAM of Vs™ € {s™};, -1 and
’ Vs™ € {s™},—0, While the a posteriori probability metric

FMMSE _ _1_ gmyy @MMSE‘Q BPS {d™} of (47) has to be evaluatedl/ times according to the
v y

qm = — \FNT’ v —|—Zg}}La(bE) MPSK/QAM constellation points. It is worth noting that the
NMMSE ~ " detection complexity order of soft-decision SqaurBQAM

(46) is given by O(v/M), where the real and imaginary parts of
where the interference-decontaminated MMSE filtdhe Square QAM constellation points are visited separately.

output of (43) may be rewritten aszMMSE  — Moreover, the bit-metric generation methods introduced
SUH%?@IJWMSE 4 (st - ga>H@§i‘4MSE + veMMSE in [213]-215] may further reduce the complexity order to

GUMMSE O(log, M), where the approximated LLR values are effi-

while the residual interference ter$’ — S@)H’j » g ' , -
/ ciently evaluated on a bit-by-bit basis. However, these early

—MMSE .. .
and the AWGN termV G, 7MJD%\§ a JOIn&]\\Zas!.IEance of contributions on bit-metric generation did not consider the

MMSE _ v <Ay * el 2]
No MMSE E[(s” - S")H GlU—J\IMS_g VG, |2] — a priori LLRs. This is because the detection of the Gray-
<+ (G, M, )" - L (G, YA (H, ). labelled low-order PSK/QAM schemes (e.g BPSK/QPSK and
NT ? NT ’ . .
The calculation of the MMSE filter tap$éiVIMSE}f}V:Tl Square 16QAM) generally produces near-horizontal curves in

_Ilhe EXIT chart [99], which means that exchanging information
Petween the soft PSK/QAM detector and the channel decoder
may have a negligible benefit.

of (45) specifically calculated for detecting all the V-BLAS
symbols{sv}f}’; requires us to perform an matrix-elemen
Inversion for a tOtfil ngmber ONT.t'meS’.Wh'.C.h may _be_ However, high-orderM QAM schemes are routinely uti-
excessive for practical implementations. Simplified matrix i,

. . . ed in recent commercialized systems. For example, Square
version techniques were proposed in [87], [212], but the matré)ﬁlQAM and Square 256QAM hai//e been included i?] the IqI'U—
inversion still had to be carried oulVr times. Moreover

it was proposed in [211] that botRZ‘ and $° may be R IMT Advanced 4G standards [217] and in IEEE 802.11ac

estimated by averaging over all samples of a detection fran[%w]’ respectively. As the number of modulation levais
y gng P increases, the soft/ QAM detectors become capable of pro-

so that the matrix inversion did not have to be updated fqr . . i : . X _
. . ducing an improved iteration gain. Against this background,
detecting each transmitted V-BLAST symbol. However, thi reduced-complexity design for soft-decisidfiPSK/QAM
method imposes a substantial performance loss. Against t is[ : ; . . i
. . etection was proposed in [216], which may be briefly sum
background, a better choice is proposed in [93], where the . }
A . . marized as:
matrix inversion only has to be performed once for detecting
all the Nt transmitted V-BLAST symbols. More explicitly,
the a posterioriprobability metric of (46) may simplified as:

Algorithm 1: Design guidelines for
|,5MMSE B Sm|2 BPS reduced-complexity soft-_deusmnl\z[PSK/QAM
dm — _UN'ATSE + Z b La(bz), (47) detection
0 k=1 1) First of all, eacha priori LLRs are related to a
reduced-size fraction of the channel’s output signal

constellations.
2) As a result, by further exploring the symmetny

where the decision variable is given byMMSE =
(YG{J‘/’MSE - SiHT’Gi”MSE) JRMMSE “while the equiva-

lent fading factorh M M5E — #NHW,,(}%MSE is supposed provided by Gray-labelled constellations, a reduced
to be a real number. Furthermore, the equivalent MMSE filter subset of positive PAM magnitudes and a reduced
taps vectorGMMSE s given by (48), where bot8 = E(S) subset of constellation points found in the first
and R, = diag[E(|s1|?), -+ ,E(]sn,|?)] only have to be quadrant are visited by the soft-decision Square

evaluated once for detecting a V-BLAST received signa
row-vectorY of (1). Moreover, the equivalent noise power

QAM detector and by the soft-decision general

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2017.2707182, IEEE Access

DRAFT 24
~ PR —1
GUMSE — {NyHIT Ry, — diag(87S)| H+ NrNoly, | HI . (48)
Mpe = M, =4 PAM magnitudes for Square 16QAM posteriori probablhty metric may be extended as:
0010 0i1is | ogo1 0Q00 qm _ R(z)RE™) +3(2)36™) |53\2 |52
V10 Without considering the signs, the size Ny NO Ng
of the constellation points is reduced to BPS (49)
Mpe/2.=. My, /2 .= 2 positive PAM ~
magnitudes + Z b La(bg),
0110 011111 0101 0100 k=1
10
where ZMMSE and s™ in (47) are replaced byz, =
—i — j 77 ZM5B exp(jm/Mp) and 5™ = s™exp(jm/Mp), re-
10 10 VAT VAT spectively, according to the rotated 8PSK constellation of
1o e T 1100 Fig. 18(b), while the superscript a¥} M5 s deleted and
R ~ =~ |12
we have Ny = Ny/2. Moreover, the constant |23|?7
. . o .
seen in (49) may be ignored. As a result, the four probabil-
ity metrics {d™ },,,c{0,2,4,6) for the four constellation points
1010 e 1Q00 {s™ = £ cos(Z) +sin(Z)} are extended in (56), where the
S 160AM real and imaginary parts af, are respectively related to the
(2) Square 16Q corresponding priofi LLRs L, (b;) and L, (b;) by:
M=8 constellation points for 8PSK 4GO _ cos(Z)R(Zn) _ La(ba) 4GO _ sin(£)S(zn) L (b1)
Without considering the signs, Re No 2 ' No
the size of the constellation (50)
points set is reduced to MM=2 . . .
011 14 oot while the constant  Cgpsk is given by
=4 .. LCSPSK— NL + M . It can be seen that
. e four metrics formulated in (56) all contain three parts, i.e.
010 000 they areitge?, itm and Cgpsk. As a result, the maximum
/ - metric over the four candidates in (56) is given by a simple
‘ estimation:
41 i GO __ GO GO
110 100 dvv = m:?é,%),z,ﬁ} = |tge | + [tim’| + Cspsk. (51)
: Similarly, the maximum of the four probability metrics
~o111 101 {d" }meq1,3,5,71 related to the four constellation points™ =
e +sin(§) + cos( )} may also be directly expressed as:
d9" = max = [tRe |+ |t |+ Lo (b3)+Cspsk, (52)
m:{1,3,5,7}
(b) Rotated 8PSK
. _ _ where the real and imaginary test-variables are given by:
Fig. 18. Examples of the reduced-complexity soft-decisiadiPSK/QAM

detector’s constellation diagrams in [216], where all the detectEBSK
(M > 4) constellation diagrams and the detected St&QAM constellation
diagrams are rotated anti-clockwise by a phase 8/ andw/Mp, respec-

tively, so that there are exactly//4 constellation points in each quadrant.

PSK/QAM detector, respectively, in order to obtain
the maximuma posterioriprobability metric that is
required by the Max-Log-MAP of (15).

Finally, both the Max-Log-MAP of (15) and thg
Approx-Log-MAP of (16) may be completed by

3)

steps.

sin(§)RN(Zn) _ La(b2)

_cos(F)S(En)
No 2 -

No

La (bl)

(53)
Therefore, the maximura posteriori probability metric gen-
erated by the Max-Log-MAP algorithm is given by:

lRe = tﬁnl

d™ = max (ng)
g={0,1} 54
~ nax |tG0| + [t ] 4 Cpsk (54)
|t&a |+ [t | + La(bs) + Cspsk

Therefore, instead of evaluating and comparing (49) for a total
of M = 8 times, (54) only has to evaluate and compare

comparing the terms evaluated by the previousa reduced number of (M/4 =)2candidates in order to

obtain d™®. In other words,d™# of (54) is obtained without
visiting all the eight 8PSK constellation points. In fact, only
the two constellation points in the first quadrant are of interest,

Let us consider the 8PSK scheme of Fig. 18(b) as an exaas demonstrated by Fig. 18(b). In summary, the Max-Log-

ple. First of all, the soft-decision MMSE aided V-BLAST&

MAP invoked by the reduced-complexity soft-decision 8PSK
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Fig. 20. The functionJ(-) of (59).
50

Complexity (no. of multiplications per bit
Complexity (no. of multiplications per b

6 32 64 ‘1‘2‘8‘ 256 an example. The inner decoder in Fig. 5 produegmsteriori
M LLRs L, based on both the channel’s output signal andathe

(&) Squarel/QAM (b) MPSK or Star/Cross\/QAM priori LLRs L, obtained from the outer decoder. The resultant
Fig. 19. Complexity (number of multiplications per bit) comparison betwee@Xtrinsic LLRsL. = L, — L, gleaned from the inner decoder
the conventional soft-decision/PSK/QAM detection algorithms and the gre then de-interleaved and fed to the outer decodarpamri
D oy e mapaced ko g s e RS Lo, 50 tha the outer decoder may futher prodiige
on the figures. based on thé., gleaned from the inner decoder. As the turbo
detection continues, the extrinsic LLRs. = L, — L, of
the outer decoder are further interleaved and then fed to the
inner decoder ag . Therefore, it can be readily seen that the

detection may be completed as:

Ly(by) = diigt — dbigl, prediction of the SNR and the number of iterations required
_ bo=1 _ gby=0 for decoding convergence is important for turbo detection, so
LP(bQ) - dmax dmax ) (55) . . ..
that no futile complexity wastage is imposed.
Ly(b3) = [trez] + [tima| + La(bs) = [trea] — [tima, Against this background, as exemplified by Fig. 7, the

where d2=! and d25° may be obtained by replacingEXIT charts [100], [101], [219] may effectively visualize
{‘thg|}170 in (54) by{_thg}lio and{thg 2|, respectively, the flow of extrinsic information between the turbo detector
IR i mo9 me Gopy2 iy components. More explicitly, the transfer characteristics of a
1=1

while db25* anddb25 are obtained by replacingt g _
(54) by{—t§§}§:0 and {tgé’ 51]:0, respectively. The Constantdecoder/demapper may be formulated as [101], [105]:

Csgpsk in (54) may be omitted. Ig =T(I14), (57)
The complexities of the conventional soft-decision L . L
MPSK/QAM detection algorithms and those of the reduce&\{here thea priori information/, = I(b; L,) and the extrinsic

complexity detection algorithms of [216] are quantified irl‘nformation Ip = I(b;Lc) are the input and output of the

terms of the total number of real-valued muItipIication%ranSfer functionT’, respectively. In order to virtualize the

required for producing a single soft-bit output in Fig 19 ranrsc:‘le:rfté?;tlorriﬂ;r?sl_sl_%esn ILn F;%CZ)réTr? flzztlste_gl)_r;séaolgerlerate
where the Complexity-Reduction Ratio (CRR) is defined fs(l?L )pma %e evaluated abased on gthe ;x.trinsic L}IE_R_s

the complexity difference divided by the complexity of th hi’cheare gbtained by feeding, to the decoder/dema Der
conventional detector. It can be seen in Figs. 19(a) and 19 cent tutorials on E)EIIT chartsama be found in [220] ?521']
that the CRRs achieved by the reduced-complexity detectiP this treati turther off by ; fth’ EXIT.
algorithms of [216] approach their upper bound56f% and r;} IS reha 1€, Wedur efdo era h”e. summary o Ie

75% for Square QAM and f((;r general PSK/QAM respectivel)zu?rzt ;icitglggjaa:rogeﬂr)t\; ai\cljnill?th:;LOr;fype:i‘;gfiﬁaz(s)ﬁems,
as M increases, becaus#®% of the PAM magnitudes and ) ) "
75% of the PSK/QAM constellation points have been avoideﬁi ';:,r?;%c zll'eﬂ;imgfgggezgffgﬁﬁwgnng the transfer function
by the reduced-complexity design. The complexity reduction :
seen in both Fig. 19(a) and Fig. 19(b) is substantial, especiatty,

when the softM PSK/QAM detector is invoked several times
in the aforementioned turbo detection applications.

Evaluation of the transfer function 7' of (57)

9) EXIT Charts and LLR Accuracy As introduced in 1) For a specifica priori mutual informationZ,, a
Sec. I-A, one of the major design challenges is to predict group ofa priori LLRs L, may be generated as
and compare theifs, /N, convergence thresholds in order to Gaussian-distributed random variables as [101]:

choose the most appropriate channel coding and modulation
parameters. Motivated by this challenge, researchers have
focussed their attentions on characterizing the convergence where v is a Gaussian random variable having
behavior of turbo detection [6], [7], [98], [100], [101], [219]. a zero mean and a variance of,, while we
More explicitly, let us consider the classic SCC of Fig. 5 a

Ly=pa-x+v (58)

0]

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2017.2707182, IEEE Access

DRAFT 26
& = Cos(igf;;) * Smg(v):)(%: - + = 150 + 1530 + Csesx,
2 cos(Z Zo sin(Z£)S(Zz, 1 o Go Go
o e, e TRt n  Chse (56)
d4 = Sﬁg = — .8*79 (\v A + La(bl) = th - t|m0 + CSPSK7
@0 = —cliRC) _ SmSC) L (b)) + Laba) = —t§0 — 10 + Chpsi
have pua = ? Moreover, = € {+1,—1} may be_obtained by evaluating the hist_ogramipf
in (58) is equivalent to source data bit ¢ [223] with respect to the source daya bit being 1
{1,0}. Furthermore, the PDF of the priori LLRs aqdb =0.In ordgr to av0|d_the h|stoglram evalu-
L. generated by (58) is given by(L.|r) — ation, the folloyvmg alternative averaging methad
. (La—éwf _ o was proposed in [99]:
Varon P | T , which satisfies both the "
symmetry condition ofp(La|z) = p(—La| — ) Ip~1- 5 > [logQ(l + e Ly | (62)
and the consistency condition pfL,|z = +1) = ¢ n=1
p(La|lz = —1)e’=. As a result, the relationship where the PDFp(L.|b) of the extrinsic LLRs is
between/4 ando 4 for generatingL,, of (58) may assumed to be symmetri¢ L. |z) = p(—Le| — z)
be formulated as [101]: and consistenp(Lc|z = +1) = p(Le|z = —1)ele.
oo 1 (Lo — ﬁ)z It was discussed in [7], [99], [224] that the as-
Iy =J(oa) = 1*/ TGXP *2722 sumption of PDF symmetry may be granted, as
—oo VATTA 7A long as the input PDFs including the PDFs of
logy(1+ e~ )dL,, both a priori LLRs and of the channel’s outpu
(59) signal are symmetric. Moreover, in order to further
where we have the input range ofy, > 0 and avoid getting access to the source bits, an efficient
output range of0 < I, < 1. Observe from computation of (61) and (62) was further proposed
Fig. 20 that the outpuk, of function.J(-) increases in [102]-{104] as:
monotonically with respect to its inputs, hence N, Le[n] Le[n]
. . - 1 ete 2e™e
with given 14, the corresponding 4 may be unam- Ip~ — Z[iL log, <L>
biguously obtained by the inverse function of (59) Ne i 1+ ebelrd L ebelnd
as: 1 2
oa=J 1 1a). (60) o 082 (1 T eleln] )L
It is worth noting that althougth the functiof(-) (63)
and its inverse function/~!(-) cannot be ex- where the EXIT charts may be constructed “on-
pressed in closed form [101], it is demonstrated line”, because as soon as new extrinsic LLRs he-
in [222] that they can be approxmiated}}/vith neg- come available at the receiver, they can be used
ligible error as.J(o4) ~ (1 _9-Hio3™\ "’ and for updating the current estimate of the mutugl
1/(3H,) information [105]. Nonetheless, it is worth noting
JHIa) = [—H% log,(1 — IXH‘”')A , re- that (61) based on histograms is the most accurate
spectively, where the parameters 8§ = 0.3073, method of evaluatindz based onL..
Hy = 0.8935 and H3 = 1.1064 were obtained by

minimizing the MSE between the functions-) of
(59) andJ~1(-) of (60) and their approximations.
2) Upon feeding the generated soft-valued inplts
to the tested component decoder/demapper in
concatenated code, a group of extrinsic LLR outputs Ig,, = Ta(Ia,,,SNR), Ig, =Tn(la,), (64)
L. may be obtained.
3) Finally, the extrinsic mutual information output of where the subscriptd/ and D refer to the demapper and

For the classic two-stage SCC of Fig. 5, the transfer
functions of both the inner and of the outer code may be
theexpressed as:

(57) may be computed as: decoder respectively, while naturallfy; of the inner code
1 oo is a function of both thea priori information 74,, and of
Ig =5 Z/ p(Lelb) the channel SNR. Giver4 assuming equi-spaced values
b=1,0"72 from the range of|0,1], a pair of EXIT curves may be
Nog, 2p(Le|b) 4r,. | obtained for the transfer functions of (64) with the aid of
p(Lelb=1)+p(L|b=0) 7 the algorithm above. Moreover, due to the specific nature of

(61) turbo detection, the extrinsic information of the inner code
where the PDF9(L.[b = 1) and p(L.|b = 0) becomes the priori information of the outer code, i.e. we
have Ig,, = I14,, followed by the extrinsic information
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of the outer code becoming thee priori information of the to the so-called area property of EXIT chart [104], [226] as:
inner code, i.e.lg, = Ia,,. This feature allows us to

! ) " o 1 CDC]MC(SNR)
portray two EXIT curves in a single chart as exemplified by A,;(SNR) = / Trr(Ia, SNR)dI, ~ —x
Fig. 7(a). Generally, the intersections between the inner code’s 0 (66)

EXIT curve and the outer code’s EXIT curve get closer tgnere the area under the EXIT curve of the inner demapper
Ipy = L1, = 1.0 @s Ey/Ny increases, which implies that’1, (g R) is directly linked to the maximum achievable rate.
the turbo detector’s capability of enhancing our confidence 8Imilarly, the aread, under the EXIT curve of the channel

its input information gradually improves [12]. As a result, ifyecoder is related to the coding rate as:
the classic two-stage SCC of Fig. 5, where the inner code

) oI ) 1
is a demodulator., perfect extrinsic information b, = 1.0 Ap=1-— / T[_)l([E)d[E ~1-R.. (67)
can only be achieved by the channel decoder, when perfect 0
a priori information of 74, = Ig, = 1.0 is provided by Against this background, a variety of near-capacity systems
the demodulator, which requires an infinite SNR. This impliggsave been designed in [12], [99], [101], [227], [228] by
that a non-negligible BER exists, unless the inner code’s EXhatching the EXIT curve shapes of the inner and outer codes,
curve and the outer code’s EXIT curve only intersect at th® that an open tunnel may be encountered at the lowest
(1.0,1.0) point. In order to achieve this goal, a URC may wasssible E,/N,. In order to approach to this goal, on the
introduced as an intermediate code in [106], which equippe@e hand, numerous researchers have focused their attention
the resultant concatenated scheme with a free distance of Wyphow to design optimized modulation schemes so that their
that was shown to be the sufficient and neccessary condit@RIT curves may match the shape of the outer channel code’s
for achieving an infinitesimally low BER [106], [225]. FOrEXIT curve. This topic is widely known as bit-to-symbol
the resultant three-stage turbo receiver, the specific activatigapping optimization for BICM-ID [227], [229]-[233]. On
order of the component decoders is sometimes also referredHe other hand, as the family of modulation schemes keeps
as scheduling in the related literature [222]. Moreover, in théi/owing, especially in MIMO applications, it becomes more
treatise the terminology of 'activation order’ is preferred tgeasible to adjust the channel decoder’s transfer characteristics,
avoid confusion with 'scheduling’ routinely used in resourcess seen in [99], [228], [234].
allocation. In order to simplify the receiver’s analysis, the For example, the 17-point IRCC proposed in [99] is a
amalgamated URC and QAM decoder may be viewed as thepular implementation of the aforementioned near-capacity
amalgamated inner code in this treatise. design. More explicitly, the 17-point IRCC is constituted by
subcodes associated with code rates{ogf = 0.1 +
— 1) - 0.05};",. These subcodes are constructed from
H systematic half-rate memory-four mother code, which is
%efined by the octally represented generator polynomial of
(G,,G) = (31,27)s. Subcodes with higher rates are obtained
by puncturing, while subcodes with lower rates are created
by adding more generators and by puncturing. Given the
appropriate weighting coefficients ¢f) < oy, < 1},7,, each

I B subcode may encode, - . - N, information bits tocy, - NV,
g\;gﬁ‘“g%g z ?D (Ips), wﬂgﬂ ij‘ _ g’f i[{)’ D, coded bits, wheréV, refers to the frame length. The IRCC’s

A ’ 4 e k65) coefficients have to satisfy the following two conditions:

Since EXIT curves are obtained by averaging over numer- SUT =1, ST, apr = Re. (68)
ous transmitted frames, the Monte-Carlo simulation based B o
decoding trajectories are subject to small but potentiafy @ result, the transfer function of the outer IRCC may be
non-negligible deviations from the EXIT curves’ predictionpharacterlzed by the weighted superposition of the subcodes’

. i i H 17 .
As a result, it cannot be guaranteed that all Monte-Carfgutual information transfer function§l'p x(14)};2, as:

It can be seen in Fig. 7a that an open tunnel emerges t}g
tween the inner and outer codes’ EXIT curvedgf Ny = 1.3
dB, where the only intersection of the two curves is at t
(1.0,1.0) point. More explicitly, the requirement for an ope
EXIT tunnel may be expressed as:

simulation based decoding trajectories can get through the 17
extremely narrow EXIT tunnel af, /N, = 1.3 dB seen in Tp(Ia) = axTp r(Ia), (69)
Fig. 7(a). Nonetheless, Fig. 7(b) shows that an infinitesimally k=1

low BER is recorded at a slightly increasél/ Ny of 1.7 dB, where all subcodes are assumed to produce LLRs associated
which implies that all Monte-Carlo simulation based decodingith symmetric and consistent PDFs. In summary, the IRCC’s
trajectories recorded ak, /N, = 1.7 dB can actually get weighting coefficients may be obtained by minimizing the
through their open EXIT tunnels. An example of Monte-Carl§SE between the mutual information transfer functions of the
simulation based decoding trajectory recorde@gtNy = 1.7 inner and the outer codes according to:

is portrayed in Fig. 7(a).

1
17 _ : o1 2
The concept of mutual information is popularly used for{ak}k:1 e {QT}I& /O [Tp(I) = Ty (I, SNR)["dI.

guantifying capacity. More explicitly, the relationship between (70)
the DCMC capacityCP¢MC = max,s) I(S;Y)/Np of (5) We note that the search formulated in (70) may start with the
and the extrinsic informatiody = I(b; L.) of (61) leads us maximum achievable rate’SNR. If the resultant weighting
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coefficients cannot produce an EXIT curve for the outer code

that matches the inner code’'s EXIT curve sufficiently well, SNR=1dB -5 MAP/SD, Max-Log-MAP
then SN R shall be increased and (70) is repeatedly evaluated, 09 {7} Exact MMSE, Max-Log-MAP
until a valid group of weighting coefficients dfay}}7, is _ -&- Hard MMSE, Max-Log-MAP

obtained. In this treatise, the MIMO schemes will be tested in

the context of RSC, TC as well as IRCC coded systems.
Moreover, as mentioned before, the efficient computation

of (62) and (63) is based on the important assumption of

satisfying the symmetric condition @f L.|z) = p(—L.| — x) -

and the consistency condition pfL.|x = +1) = p(Lc|x =

—1)ele. If the symmetricity condition cannot be satisfied, the V-BLAST(2,2)-QPSK

histogram-based (61) has to be invoked for evaluatipg

However, if the consistency condition cannot be guaranteed, 0.2

the LLR definition of L(b) = In 2= will be violated. Let

us elaborate a little further here. 'I)he consistency condition

of p(Lelb = 1) = p(Lc|b = 0)ele leads to the following 00

. . 00 01 02 03 04 05 06 07 08 09 10
relationship: In
p(b=1|L.) (71) () EXIT Charts

0.1

p(Lelb=1)
Le = ln = ln 9

because we have(b|L.) = p(Le|b)p(b) according — MAP/SD, Max-Log-MAP

2p=(1,0) P(Lel0)P(P) - — Exact MMSE, Max-Log-MAP
to Bayes’' law [235], and we havép(b) = 0.5},—11 0} 51— Hard MMSE,'Max_LoggMAp

for equiprobable source bits, the extrinsic LLRs satisfy the
relationship defined by (71), their LLR values may be deemed
as accurate [7], [99], [224] according to the LLR definition.
However, if the extrinsic LLRs produced by a demapper
deviates from (71), the excessive LLR values may degrade the
turbo detection performance, since they cannot be corrected by
the channel decoder after a few iterations.

For example, Figs. 21 and 22 portrays the EXIT charts
prediction and the BER performance of coded V-BLAST 4
schemes, where the optimum MAP detectors of Sec. II-A2, Jas
the SD of Sec. II-A4 that retains the optimum MAP detection s
capability and the MMSE detectors of Sec. II-A7 are em- T
ployed. We note that the “Hard MMSE” seen in Figs. 21 and T8 6 4 2 0 2 4 6 8
22 refers to the soft-decisiol/ PSK/QAM detectors invoking Le
the probability metric of (41), which is directly derived from (b) LLR accuracy test
the hard-decision V-BLAST MMSE of Sec. II-A6. More- Fig. 21. EXIT charts and LLR accuracy test for soft-decision MAP/SD
over, the “Exact MMSE” solution refers to the soft-decisiomnd MMSE V-BLAST detectors, where the throughput is givenRy= 4
MPSK/QAM detectors invoking the probability metric of (47)Pits/block/channel use.

,,,,,
I

V-BLAST(4,4)-BPSK
SNR=1dB

0)

1)/Pr(Lg|b:

In(Pr(L¢|b:

which is pbtained by tak.ing into account tlaepriori LLRs -5 MAP/SD, Max-Log-MAP, IR =4, IRycqmo=4

for updating the MMSE filter taps, as derived in Sec. II-A7. 4} Exact MMSE, Max-Log-MAP, IRc=4, IRc.pimo=4
It can be seen in Fig. 21(a) that the “Hard MMSE" used for 10| -3+ Hard MMSE, Max-Log-MAP, IRc=16, IRtc.mmo=1

detecting V-BLAST signals employing BPSK/QPSK exhibits "1~ Maximum Achievable Rate

horizontal EXIT curves, while the optimum/SD aided V- 10 - % %f

BLAST detection benefits from a significant iteration gain. ¥ t

Furthermore, it was discussed in Sec. II-A7 that the exact 107 ' ! %V—BLAST(4,4) 0 i

MMSE solution associated witlhiy, = 0 is equivalent to the i
hard-decision MMSE detector, while the exact MMSE solution @
associated with 4 = 1 is equivalent to the optimum MAP V-
BLAST detector, which is verified by Fig. 21(a). Despite the
associated performance loss, Fig. 21(b) shows that the “Hard  10* (£

10

\

|'1| -BPSK

! 0

: C
V—BLASTA;

I
!
MMSE” may produce unreliable LLRs, which deviate from “QPSK “
the true probabilities. These unreliable LLRs cannot be readily sl \ L n
corrected by the channel decoder, hence “Hard MMSE” is not > “ 3 EN '[de] . 0 !
0

recommended for turbo detection.

F!g.' 22 further characterlzes.the performance of these SOl‘—fltgi 22. BER performance of half-rate TC coded V-BLAST asdedavith
decision V-BLAST detectors in the context of TC codeghe same system throughput BLR — 2.
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log, M bits .| [ 51 » Y We note that the V-BLAST transmission matrix shown
o § o |, in Table IV may also be framed according to (72b). The
2 . i Z | corresponding dispersion matrices used for V-BLAST are
Nolog, M bits| & . = S 5 e i
- "3 3 > g given by:
] - [+ 7]
g z 3 |°
& logy M bits, | p[ 5Ng 3 @ A;=Bg= [\O - 0,1,0 - 0,]7 1<g<Np, (73)
a q—1 Nr—q
where we haveVy = N and Np = 1. Moreover, the power
log, M bits | -1 z o 'Y normalization factor is given b , = <. It can be seen in
M ke 9 Zv  Np' "% .
- 8 (73) that the V-BLAST transmission matrix is constructed in
Nolog 1 bits o . 4 v 2 | * spatial domain only.
2 ¢ 3 § * 1) General Orthogonal Design GuidelineFhe objectives
__% * & 2 | * of the STBC design are two-fold: to minimize the error proba-
2 log M hits [r—1] 7 § & ybility of (7) and to employ the low-complexity linear receiver
’ M ‘ S portrayed in Fig. 23 without encountering the V-BLAST'’s

inter-antenna interference problem. In order to achieve the

Fig. 23. Schematic of an orthogonal STBC transceiver. former goal, the PEP of (8) should be minimized by achieving
. . . . full diversity and maximizing the coding gain. In order to

systems. In order to achieve an iteration gdiRy¢ = 4inner  ,iove the second objective, the MIMO’s inter-antenna inter-

lterations are carried out within the TC ahrc—ar1m0 =4 farence should be able to be cancelled out before invoking a
outer iterations are employed between the TC and MIMﬁ?‘nearMPSK/QAM demodulator at the receiver. Let us firstly

receiver for MAP-optimum/SD V-BLAST detection and exact ,,jqer the codeword difference formulated in the PEP upper

MMSE solution. Meanwhile, we havdRrc = 16 and g of (8) according to the STBC transmission matrix of
IRrc_ymivo = 1, when “Hard MMSE” is employed, sorgz) as:
e

that the turbo detection is configured to maintain the sal

total number of iterations. It can be seen in Fig. 22 that B Ng B B

the MAP-optimum/SD V-BLAST detectors may achieve an S'—S' = /P, [Aqéﬁ(sfl —sb) + jBgS(s) — sf])}
excellent performance that is within 1.0 dB from the maximum q=1

achievable rate, which is th&;, /N, bound that has to be _ i i1Ne

satisfied for achieving half of /the full DCMC capacity of VRGN ({5 = si1o) (74)
(5). By contrast, the low-complexity “Hard MMSE”, which

is associated with mutual information loss in the EXIT chartSherefore, when Hadamard’s inequality [236] is applied to
of Fig. 21(a) and with the unreliable LLRs seen in Fig. 21(bjhe determinant criterion of (8), it can be seen that the
imposes a substantial overall performance degradation, cgimality condition is thatA = (S — S)H (S’ — S%) is
evidenced by Fig. 22. It is further demonstrated by Fig. 22nitary, which requires tha&i —Si = \/EGNT({sz—sz}f]Vfl)
that the exact MMSE detector is capable of performing closgve orthogonal columns. This reveals that in general, the

to the optimum V-BLAST detector. STBC transmission matri§ = \/EGNT({sq}fﬁl) should
always have orthogonal columns, which requirés > Nr.
B. Space-Time Block Code (STBC) Furthermore, when the signal vectors transmitted /gy

The schematic of orthogonal STBC transceivers is déAS aré orthogonal to each other, they are expected to be
picted in Fig. 23. An STBC transmitter firstly encodes thgecoupled at the receiver without encountering the V-BLAST'’s

NoBPS source bits intaV, modulated)/PSK/QAM sym- Al problem. _ . o
bols {Sq}é\g- During N symbol periods, thé Np x Ni)- If we also take into account all the considerations includ-

element symbol-matrix transmitted from the; TAs may be ing performance, cost and delay, the STBC from orthogonal
formulated by: design may be translated into the following stringent design

requirements [12], [34], [35], [122]-[124], [166], [237]:

S = VPG, ({54},) (72a)
Ng . )
- \/th [A,R(sq) + 7B,S(54)] (72b) Orthogonal STBC Design Requirements
a=1 (R1) Full Unity-Rate RequirementVp = Ng,.

whereG ., (-) represents the real and imaginary parts of thdR2) Delay Optimality RequirementVp = Nr.
transmission matrix by dispersing the real and imaginary partR3) Hardware Si]r\pplicity Requirement: all the elements
of the modulated/PSK/QAM symbols into th%\]f\fp x Nr)- in GNT({Sq}CﬁQl) of (72) should be taken from
element real-valued matrice{skq}f]v:‘?1 and{B,},%, respec- {0, 54, £57 Foglr-

tively, while the normalization factop; is introduced in order | (R4) Orthogonality Requirement: the transmission matfix
to guarantee satisfying the power constraint ({trBHS)] = of (72) should have orthogonal columns so that we

Np.
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when s, is transmitted may be expressed as:
have:

N 2 _ 1 |Zy — 542
Np Z :Ql |Sq‘ Zq41S = — X <—qq 80
sHs_.A%ggiﬁgggqu7 (75) P(Zql5q) P ¥ : (80)
which complies with the power constraint of where the equivalent noise power is given By, =

E [tr(S7S)] = Np. NA;[:HHHZNO The ML/MAP detector aims for maximizing the
a posteriori probability p(S|Y) of (10), where the constant

¢ in (79) may be cancalled out by the division operation in

The first requirement (R1) results in the maximum attaiBayes’ law seen in (10). Therefore, we may now conclude
able normalized throughput o = ]TQ = 1, so that the that the STBC may invoke a linedt PSK/QAM demodulator
employment of multiple TAs for STBC systems would notor recoverings, from z, without encountering the BLAST
end up with a lower throughput than that of the SISO ardIMO’s IAl problem. More explicitly, the hard-decision aided
SIMO systems. The second requirement (R2) minimizes theear STBC detection may be carried outgs= M~ (z,)
transmission delay while maintaining the transmit diversitior ¢ € {1,---, Ng}, which is similar to the hard-decision
order, which is given bymin{Ny, Np} according to (8). LF-aided V-BLAST introduced in Sec. II-A6. Similarly, the
The third requirement (R3) simplifies the hardware design &¢ft-decision linear STBC detection may be carried out in the
the RF amplifiers by minimizing the peak-to-average ratiéame way as the soft-decision LF aided V-BLAST introduced
Lastly, the orthogonality requirement (R4) is the key both th Sec. II-A7, wherezMSE and N 5E in the probability
the minimized error probability and to the low-complexitymetric of (47) may be replaced by, and N, of (80).
interference-free linear STBC receiver, where the multipdaturally, the reduced-complexity soft-decision PSK/QAM
streams may be individually detected. demodulators of Sec. 1I-A8 may be invoked by the linear soft-

2) Linear STBC DetectionLet us now proceed to char-decision STBC detection.
acterize the interference-free linear STBC receiver by further3) Error Probability and Capacity of STBCslt is shown
exploring the orthogonality requirement (R4). First of all, th8Y (79) that the STBC detection in fading channels may be

STBC transmission matrix of (72) may be expressed in th@nsformed into decouplet! PSK/QAM detection in AWGN
following alternative form: channels without any performance loss. Therefore, considering

that the average BER of (7) is approximated based on the

Q evaluation of the PEP, which is only accurate in the high-

S= \/th (DS sq+Dysy), (76) SNR region, the error probability of the STBC in fading
channels may be more closely evaluated by the performance

where the alternative dlsperS|on matrices in (76) are glvé’ﬁhM PStE/QAM schemes in AWGNb;;lannels &165] ]\[7238]
by {D} = L(A,+B d{D; = 1(A,- B Nq = where the noise power is given o = woarNo
v 4 A )} and { 3 2 ¢=1" More specifically, if the full unity-rate requirement (R1) is

FoIIowmg thls the matnx norm term in the probab|lybYY£ ) guaranteed in the STBC design, the equivalent noise power
expression of (2) may be extended|@ — SH||*> = || Y| — becomesN, — : ||2N _ No, which
H L

tr(YZSH)— tr(HHSHY)+tr(HHSHSH) where botH| Y ||? T HHU _I12)/Nr
and t{H”SHSH) = NPHHH |s,|2 are constants thanks to theexplicitly reveals the benefit of havmg diversity gain. More
associated orthogonahty requwement (R4) whilemay be explicitly, the divisor of (Z 1 1 Ho, _||2) /Nr is averaged
expressed by (76) in order to decou;{lfq}q: . In summary, over the fading samples gleaned from thie- TAs, which
we have [237]: implies that the equivalent noise power would not be readily
No amplified by a single deep fading channel.
B Np|H|* _ 9 77 It was recognized in [36], [125], [239] that STBCs cannot
- Z < NrNg B ) o (77) achieve the full MIMO capacity except for a single special
case, which is Alamouti's G2-STBC system associated with a
where the decision variable is given by: single RA Ny = 1. Let us now elaborate a little further here
on this issue, so that the multiplexing versus diversity tradeoff
z, = NTNQ\/E“, [Y"D;H+H"(D!)"Y], (78) ©Of MIMO system design may be better augmented.
Np|/HJ? E According to the equivalent input/output relationship of
(80), the maximized mutual information of STBC is given
and the constant is given by= || Y| — Zfl\[@l NI{;T”H” Zgl*. by
As a result, the conditional probability of recemha when

IY —sH|”
qg=1

Nq

S is transmitted in (2) may be decoupled as: ) 1 _ _
(2) may P CSEME(SNR) = max <=3 [H(Z,) = H(Zls,)
Q P
{p(sq)}q=1 q=1
N, Np||H]|?
p(Y[S) ﬁHPZqLSq (79) _ e log, (14 PH]| n) |,
Np NrNg
. (rNo)NQ (81)
where the constant is given by = —T—%—x— exp(— )
so that the equivalent conditional probal?nhty of recelvuag where we haveH (zy|sq) = log, [We (NPHHHZN )} and
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H(z,) = log, |me (1 + m%)l according top(z,|s,) Nr = 2 TAs, the real-valued orthogonal desiGif (s;, s2) is
of (80) and the assumption of Gaussian input PDRBe same as Alamouti's G2-STBC design@f(s1, s2) seen
{p(sq) évjl_ in (83) without the conjugation operations. Moreover, for the

Considering a V-BLAST MIMO system equipped wiftij, ~cases ofNy = 4 and Ny = 8, the STBCs constructed from
and N}, antennas operating at an SNR gf, the term of real-valued orthogonal design are given @?(51,32,33,34)
1 H'"H' in the MIMO capacity of (4) can only be equaland GE (51,52, 53, 54, , 55, 56, 57, 85) according to (4) and (5)
to the t e IHI® ) i the STBC capacity of (81), when' [35], respectively.
o the ern’lo NrNg 'l m/ € , P N:va (81), w In order to accommodate complex-valuédPSK/QAM
we haveN7 = NyNg, N =1 andy’ = == In other o hgis  the Half-Rate (HR)-G4-STBC may be obtained by
words, the relationship between the STBC capacity and hgica|ly concatenating the STBC from real-valued orthogonal
V-BLAST MIMO capacity may be expressed as [36], [125]design and its conjugates as:

[239]:
N, NgrN.
coMce _ Vo ~come rNP R
Csrae (N, Nr,n) = N7PCJV[IJVIO (N7Ng, 1, No n) Ga(s1, S0, 83,54) = g£(251173227523’si4))* (84)
1 4 392593,
< Ciiiai6 (Nr, N, m),
(82)

Furthermore, the HR-G3-STBC design 6f;(s1, so, s3, 54)
where the equality only holds, whenwe haVe = Np = Ng may be constructed by taking the first three
and Nr = 1, which may only be satisfied by Alamouti G2-columns in  Gy4(s1, s2,53,54). Similarly, the HR-
STBC scheme equipped with a single RAB}; = 1. G8-STBC may also be obtained by vertically

It becomes clear now that there is a tradeoff amongst tbencatenating G¥(sy, s2, 83, 54, , 55, 8¢, 57,58) and  its
conflicting capacity, performance and complexity in MIMCconjugates. Accordingly, the HR-GNSTBC design
systems design. More explicitly, the V-BLAST MIMO intro-of Gy, (s1, s2, 83, 84, , 85, 86, S7,83)  associated  with
duced in Sec. II-A achieves the maximum attainable MIMG@ < N; < 7 may be constructed by taking the first
throughput that isVy times higher than a SISO/SIMO systemN;- columns inGs(s1, sa, 83, S4, , S5, 56, 57, 58)-

throughput. By contrast, the STBC MIMO introduced in |t may be observed that all the HR-GASTBCs associated
Sec. 1I-B minimizes the MIMO'’s PEP bound and benefits frorgith 3 < Ny < 8 fail to meet the full unity-rate requirement

a low signal processing complexity at the receiver, butitcann@$1) of Sec. I1-B1, resulting in a normalized throughput

achieve the maximum achievable MIMO capacity. of B = % = L. Similarly, the delay optimal require-
4) Full Unity-Rate STBC When complex-valued high- ment (R2) become®V» = 2N,,. However, the transmitter’s

throughputM/PSK/QAM constellations are employed, it Waardware requirement (R3) is still satisfied by the half-rate

proven in [35] that the only STBC satisfying all the requiresTgCs. Furthermore, it may be observed that we always have
ments listed in Sec. 1I-B1 is Alamouti's G2-STBC [34], whosq;N (51, 7SNQ)HGNq(317 e sNg) = ZN:Ql 254|2 Iy

codeword is constructed by: for3 < Ny < 8 according to the half-rate STBC design, hence
s1 89 the HR-STBC's transmission matrix of (72a) may be expressed
Ga(s1,82) = | . & (83) _ \/T . i l-
53 8] asS = \/5x, g Gne (51, -, 5N, ), since the power norma

It can be seen in 83 that Alamouti's G2-STBC transmitgation factor of (72) is given by, = ;75— As a result,

(Ng = 2) modulated M PSK/QAM symbols by(Ny = 2) the orthogonality requirement (R4) facilitaﬁng single-stream
TAs over (Np = 2) 'channel uses’. Therefore, the G2-STBGletection is fully satisfied by the half-rate STBCs. Therefore,
satisfies the full unity-rate requirement (R1), the delay optimtie linear STBC receiver developed in Sec. |I-B1 may also be
requirement (R2) and the transmitter's hardware requiremeplied to them. We note that no STBCs havilig > 8 were
(R3) discussed in Sec. II-B1. Furthermore, we also hagxplicitly constructed, but it was proven in [35] that such a
[Gy(s1,52)]" Ga(sy, s2) = (|s1]2+|s2|?)I, according to (83). design may impose a substantial delay growing exponentially
Therefore, according to (72a), the G2-STBC’s transmissi®ith Nz, which is given by Np = 16 x 16(N7/8=1) for
matrix is given byS = 5Gs(s1,s2), since the power Nt > 8 with Ny being a power of 2.
normalization factor in (72) is given by, = 1, so that  6) Amicable Orthogonal STBEdn order to improve the
the orthogonality requirement (R4) in Sec. [I-B1 may alsthroughput of STBCs associated wit > 2, it was demon-
be fully met. As a result, the linear STBC receiver developestrated in [35], [166] that rate 3/4 STBC exists ot = 3
in Sec. 1I-B1 may be applied to Alamouti's G2-STBC as seesnd N+ = 4. However, these alternative STBCs do not obey
in [35]. the transmitter’s hardware requirement of (R3) in Sec. 1I-B1,
5) Half-Rate STBCsWhen the family of real-valued con- which implies that the linear region of the MIMQO’s amplifier
stellations is considered, the orthogonal design satisfying thas to be extended. As a remedy, the Amicable Orthogonal
four requirements listed in Sec. 1I-B1 does exist féf =2, (AO) STBCs obtained according to the theory of amicable
4 or 8 [35], which may be solved by the Hurwitz-Radomrthogonal design [120] were presented 8 = 4 and
theolr\}/ of [120], [121]. We note that the conjugation operatio; = 8 in [122]-[124] and then generalized for any values
{s5} ° may be eliminated from the requirement (R3) obf N7 in [240]-[242]. In more details, if the number of TAs

qg=1
Sec. II-B1 for real-valued signalling. More specifically, folis a power of 2 asVy = 2¢ for a positive integer of > 1,
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the general AO-GAH-STBC design may be formulated as: mitigate this problem, the set of so-called capacity-achieving

RO LDCs proposed in [37], [38] are summarized in Sec. 1I-C3,

GRO(sy, -+ ,8.41)= 2L*1(*‘91> s 0 Su1lz ;| . where the MIMO capacity may be approached, while attaining
=541l C I ’SL()S a beneficial diversity gain.

It can be seen in (85) that if the AO-STBC design starts 1) Quasi-Orthogonal STBCsIn order to improve the at-

from . = 1 andG{°(s1) = s1, then Alamouti’s G2-STBC of tainable STBC throughput, the first step is to relax the orthog-

(83) may be obtained from (85) @° (s, s2) = G2(s1,s2). onality requirement of Sec. II-B1 at the cost of encountering

Similarly, for all the cases of AO-GNSTBC associated with |Al and hence requiring multi-stream detection. In the light of

Nr = 24, the STBC design requirements of (R2), (R3) anthis principle, the concept of QO-STBC design was proposed

(R4) in Sec. II-B1 are satisfied. in [126], [243]. In more details, provided that the number of
For the scenarios ofVy not being a power of 2, the TAs is a power of 2 according t&v;y = 2* and (. > 1),

AO-GNr-STBC design may be obtained by taking the firshe QO-STBC transmission codeword is constructed from the

Nr columns of G49(sy,-- ,s741), Where we haver = AO-STBC of (85) as [126], [242]:

[log, Nr1]. These AO-STBCs do not obey the delay optimal

requirement of (R2) in Sec. II-B1. Nonetheless, the transmis-

sion delays of AO-STBCs are generally substantially lowes [ GO sty us)  GRO(Sik1, e, 82)

than their HR-STBC counterparts discussed in Sec. II-B5. Far (51,7 52)= —GPO (Sig1, 0 1 82)% GO (s1,0+ ,8,)"

example, the AO-G3-STBC and AO-G4-STBC have = 4,

while the AO-GN--STBC for5 < Ny < 8 have Np = 8, It can be seen that the tersm,I,.-1 that can only transmit

which are halves of the parameters of the HR-STBCs #nsingle modulated symbol in the context of the AO-STBC

Sec. II-B5. design of (85) is replaced by the ter@\?, (s, 11, - , s2,)
In summary, owing to the fact that we always havéhat may transmit symbols in conjunction with the QO-
GO (s1, - ,SNQ)HG?VC;(SD S SNg) = Zfl\’:'@l |sq|*In,,  STBC design of (86). As a result, for any number of TAs, the

according to (85), the AO-STBC transmissiornormalized throughput of QO-STBC is increasedic= 2,
matrix may be expressed according to (72a) aghere we have = [log, N7 |.

S = foQQ G2 (s1,--,8n,), Where the power It may beO observed in 0(86) that we always
normalization factor seen in (72) is given by = '%—. have tr{Gg (1,5 52)7G9 (51, , 59, =

Since the AO-STBC transmission matrix satisfies thWT(Zéle\sq|2).Therefore, the power normalization factor of

orthogonality requirement (R4) of Sec. II-B1, the Iinea(72a) is given byP, — Y2, and the QO-STBC transmission
STBC receiver developed in Sec. 1I-B1 may be directly NrNq R
-

invoked for the AO-STBCs. matrix may be formulated & = | / x4 GSO (51, 82.),
Furthermore, the number of time slat& will not increase so that the power constaint of [E(S”S)] = Np may be
exponentially withNy for the AO-STBC design according tosatisfied. However, the orthogonality requirement of (R4)
(85), as opposed to the HR-STBCs in Sec. II-B5. Howeven Sec. II-B1 cannot be satisfied, because the columns in
it can be observed that the AO-STBCs associated With Gé‘{?l(sl, ---,s,) and the columns irGg‘El(sLH,-- ,82,)
N < 7 also have a normalized throughput Bf= % which are not orthognal to each other, despite the fact that the
is exactly the same as that of their HR-STBCs counterpadslumns are orthogonal within each transmission sub-group.
of Sec_. II-B5. Moreover, since the AO-STB_C’s_numbe_r of 1t was suggested in [127], [243] that linear MIMO receivers
transmnted_symbolsNQ only increases Iogarlthmlcally.wnh such as the MMSE detector or the ZF detector may be
Nr according toNg = [log, Nr| + 1, the ”Orma“z?d invoked for QO-STBC systems. However, this may not be an
throughput of AO-STBC is expected to be lower thar= 5 a5 solution because the sub-optimal linear MIMO receivers
for Nz > 8. fail to fully exploit QO-STBC'’s diversity gain. Moreover, a
lot of research efforts [127], [242], [244]-[246] have been
C. Linear Dispersion Code (LDC) dedicated to improving both the capacity and the performance

. . i . . .of QO-STBC designs by modifying the signal constellations.
In this section, we firstly introduce the family of Quasi- . ; . .
Orthogonal (QO)-STBCs [126], [127], [242]-[246] as th Nonetheless, the QO-STBC serves as an intermediate solution

. . . . . . %etween the STBC and V-BLAST MIMO design, while the
mtlerrEedlatﬁ stezfsr |mt)roy|ng;he S;BC cap;acﬂy, W.h'Ch Carpc's limitations imposed on the capacity and throughput
ggt)e/xile?j ?r? éeevce ”_é/ 1re|ixggct IT-C?;[ ?ﬁg?{gcreciu';i?e?s%ve not been completely solved. In the following section,
further improved by th'e high—r.ate LD,C design philogophil/ e continue by introducing the concept of LDC, which aims
. . . ._for systematically bridging the gap between the STBC and
[36] proposing to randomly populate the dispersion matr'c?/?BLAST
of (72) in order to find the specific set, which maximizes ’
the CCMC capacity. However, we will also demonstrate in 2) Capacity-Improving LDCsMotivated by the limitations
Sec. II-C2 that the LDCs of [36], which separately dispersgf STBCs, the LDC concept was proposed in [36] in order to
the real and imaginary parts of the modulated symbols fail improve the STBC’s capacity, while attaining the maximum
achieve the maximum attainable MIMO capacity. In order tachievable diversity order. First of all, the STBC'’s transmission
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matrix model of (72) may be rewritten for LDCs as: It can be seen in (88) that the equivalent LDC received
signal model is the same as the V-BLAST received signal
model of (1), where the LDC’s equivalent fading channels
matrix is given byy - H. Therefore, the LDC receiver may
invoke the hard/soft-decision V-BLAST detectors introduced
where the dispersion matrice{sXq}éVfl and {Eq}fl\f:cel are in Sec. II-A. It is worth noting that there is ?total b= MNe
constructed according to our capacity-improving and diversitgombinations for the LDC codeword ¢8'}=), when the V-
maintaining requirements, which will be detailed later. More3LAST detectors are invoked. o
over, {Sq}é\f:«;)l represent modulated/PSK/QAM symbols, According to the LDC’s mput-_output relationship of (88),
which are dispersed in both the spatial domain and tinig® CCMC capacity of the LDC is given by:
domain by the dispersion matrices of (87). We note that the,ccurc 1 Y 1 ~ =
transmission model of (87) may include both the STBC an?wc (SNR) = 1;%))( mH(Y) B mH(Y‘S)
V-BLAST schemes, where the dispersion matrices of (87) are 1 ~ ~
normalized version of those introduced in Sec. II-B1, so that =5nv.E [bgz det (I2NPNR + UHTQT%H)} ;
. e P

the power constraint of Br(S”S)] = Np may be satisfied. _ _ -

In order to overcome the throughput disadvantage ¥here the entropies are given byH(Y) =
STBCs, the number of transmitted symbals, may be log,det (%HTXTYH+%M’12NPNR) and H(Y[S) =

increased even beyomiip, so that the V-BLAST throughput H(V) = log, det (7NoTyn, ny ). We note that the CCMC

may be approached. Furthermore, the LDCs are still suggestg@acity of virtually all MIMO schemes, whose transmission
to maintain Ny = Np in order to retain the maximum ,airix may be expressed in the form of (87), may be
attainable transmit diversity order at the lowest transmissi@a|yated by (90). Obviously, wheR is a scaled unitary
delay. According to the MIMO received signal model of (1)matrix formulated as:

the LDC’s signal received during theth time slot (1< ¢ < . 1

Np) may be expressed a¥,_ = > 09 [A, HR(s,) + X X= ElzNTNP, (91)

=t
iBy HN%(Sq)] + Vt,,,Nwhere the Nz-element row-vectors e ccMC capacity of the LDC in (90) may achieve its highest
{Y: -} and {V,_},1; are taken from the received sig-possible value of:

nal matrix Y and the AWGN matrixV in (1), respec-

tively. Moreover, theN-element row-vector§A,~ }'; and  CESMC(SNR) = ﬁE [bg2 det (IgNP Ng + A?ﬁﬁi) .
{EZ’_}f’;’l are taken from the dispersion matrices of (87). P r (92

Let us now decouple the real and imaginary part&ef as Furthermore, it may be readily seen that the LDC'’s capacity

%(\ﬁt,:) - Zévfl{[%(EZ’_)éR(H) ~ (A, )SHE)R(sy) —  of (92) may achieve the maximum MIMO capacity of (4), if
[R(B, )SH) + (B, )R(H)|S(sq)} + R(Ve-) and and only if we haveH" H = Iy, ® (H"H). Unfortunately,

(Y, _) = Zé@l{[%(xqv*)s(]}l) +%(KZ’7>%(H)]%(%) + this is only true when a single RAz = 1 is used. This

i s _ is because the term df”H in (92) may be extended as
[R(B, JRH) — 3By )SH)][I(sy)} + I(Ve,—). which g3y \yhich only becomes equal Toy, © (H?H), when we

leads to the following equivalent received signal model chraveéR(HT)S(H) — S(HT)R(H) for Ng = 1. In summary
the LDC of (87) as: the relationship between the LDC capacity of (92) and the

No
S= Z mq%(sq) +J'Eqs(sq)] ; (87)
g=1

(90)

Y-S.3- H+V, (88) MIMO capacity of (4) may be expressedﬁggé‘fc(SNR) <
C{GMS(SNR), where the equality only holds faVp = 1.
where the matrices are given by: Nonetheless, the LDC capacity is expected to be higher
~ than STBC capacity summarized in Sec. |I-B3. Considering
Y = [R{rveqY)}, 3{rvedY)}], Alamouti’s classic G2-STBC as an example, according to (83),
S = [R(s1),-- R(sng ), S(s1), -, Ssng) ] 5 the equivalent dispersion matrix is given by:
R{rveqA,)}, S{rveqA;)} L .
_ _ 7 0 0 &% 0 0 0 0
L L _ |0 % —% 0 0 0 O 0
g= | FlrvedAyg)}.  S{rvedAy,)} X=1 0o 0 0 o0 % 0 0 -
—(\\f{rvqul)}, %{rvqul)} ’ (89) 0 0 0 0 0 % % 0
E E (94)
—3{rveqBy,)}, R{rveqdBy,)} and it may be readily seen that it does not have orthogonal
~ T In, ®§R(H)Q Iy, ® S(H) P columns, since we havg”y # 1Is. We also note that it
H= Iy, @ SH) Iy, ®R(H) |’ is straightforward to prove that the capacity of Alamouti’s
V — [R{rveoV)}, 3{rvedV)}]. G2-STBC evaluated by (90) based on the equivalent LDC

dispersion matrix of (94) is exactly the same as that calculated
The equivalent dispersion matrix is known to both the by (81).
transmitter and receiver. According to the transmit power In fact, in order to guarantee that the LDC’s equivalent
constraint, we always have(f’ Y) = 2Np. dispersion matrixy has orthogonal columns as specified by
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] e

(91), we may haveVy > NrNp. Considering that further in- invoked for LDC detection, where the equivalent multiplexed
creasingNg will inevitably reduce the codewords’ differencetransmitted symbol vector and the fading channel matrix of
IS¢ — S|, which degrades the PEP of (8), the LDC desigthe V-BLAST system are given b\/y%s and \/NoxH,

Q

Is suggested to salisfip = NrNp. Owing 1o the earlier respectively. There is a total df = AMNe combinations for
suggestion ofVy = Np recommended owing to its diversityy, ') 5 codeword of S'}/=, when the V-BLAST detectors

and dgl(?y benefits, the LDC_ may achieve the throughput Qlfe invoked. In summary, the LDC transceiver is summarized
R = §2BPS= NrBPS, which is exactly the same as the;n the schematic diagram of Fig. 11.

V-BLAST throughput. According to the new input-output relationship of (97), the

In summary, according to (91), the LDC dispersion matri . o ]
% may be randomly generated as(ZVq x 2N )-element tcme capacity of the LDC model of (96) is given by:

unitary matrix scaled belTT’ so that the CCMC capacity is COCMC(SNR) = max LH(?) _ LH(?B)

maximized. Moreover, in order to also retain the maximum ~£P¢ »S) Np Np

attainable diversity order, the randomly generated dispersion 1 . _ (99)
; = . = ~—H =

matrix should have a full rank for alh = (S?—S%)" (S7—87) =N, F [logz det (INPNR +nH X XH)} :

in (8). Since it is also important to minimize the PEP according -
to the determinant criterion of (8), the optimum LDC dispewhere the related entropies are given W (Y) =
sion matrix chosen from random search should satisfy:  log, det (mﬁHyHyﬁ+ WeNoINpNR) and H(Y|S)

max {det(A)}min, (95) H(V) = logydet (meNoIn,n,). It can be seen in (99)
that the CCMC capacity is maximized when the equivalent

where {det(A)}nn iS the minimum determinantet(A)  gisharsion matrixy has orthogonal columns as represented
among all legitimateA values for a randomly generated by:

Further developments on LDC codeword generation may bg' 1

found in [128]-[132], which also tackle the problem of having X'x = N I, (100)

a diminishing distance between legitimate codewords, when T

aiming for the high-throughput LDC codeword generationhich is scaled according to the power constraint of
Nonetheless, the random generation according to the ab&Hgr(S”S)] = Np. As a result, the CCMC capacity of (99)

design guidelines is sufficiently effective for producing gooecomes:

LDCs that achieve both a multiplexing gain and a diversit
gain. Pene 9 yCLCgéV[C(SNR) = NLE{IOgg det[In, npg
3) Capacity-Achieving LDCsln order to achieve the max- r n "
imum attainable MIMO capacity, it was proposed in [38] +N7T(INP ®H)" (Iy, ® H)}
that the LDC'’s dispersion matrices in (87) should satisfy T
{A, = B,},%, just like the V-BLAST characterized in = E |log, det(In, + FTH H)} ;
(73), so that the real and imaginary parts of the modulated (101)

MPSK/QAM symbols may be dispersed together as:
No which is exactly the same as the full MIMO capacity of (4).
S — Z [X s ] . (96) Therefore, in order to avoid any ambiguity, the terminology
= e of LDCs may generally refer to the capacity-achieving model

. _ _ . of (96), rather than to the conventional model of (87).
In this way, the real and the imaginary parts of the recelvedWe note that (100) require¥, > NoNp. Hence, for the

signal model d.o.not have to. be decouplgd, as see_n in (8§§se of full transmit diversity associated witkir = Np,
Instead, vectorizing the rgcelved MIMO signal maFM( of No — NyNp leads to the LDC throughput being the same
(1) leads to the new received LDC signal model of: as the V-BLAST throughput o2 = NyBPS. Similar to the
Y=S-y-H+V, (97) discussions in Sec. 1I-C2, the generation of LDCs may follow
the guidelines of maximizing the CCMC capacity of (99) and

where the matrices are given by: of minimizing the PEP of (8), which may be summarized as:

rveC(Al) ?: rVeC(Y), §: [817"' aSNQL

X = : s - . S
o H-1Iy, ©H, V = rveqV). LDC generation guidelines
rvedAn,,) P . . :
(98) (1) Randomly generate a unitary matsixof size (/NVx

It can be seen that the new LDC's received signal model |of N), where we haveV = max(Ngq, NrNp).
(97) is equivalent to that of an V-BLAST system equipped a) If No > NprNp is required, the LDC dis-
with Ng TAs and Nz Np RAs. Therefore, all the hard/soft- persion matrix is given by taking the first
decision V-BLAST detectors introduced in Sec. II-A may be
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-+ V-BLAST(2,Ng)-QPSK
i & V-BLAST(2,2) —k= LDC(2,Nr,2,4)-QPSK
NrNp columns of trI1e scaled unitary maf % LDC(2.2.2.4) O GaSTBC. Sauare 160A
trix as y = FX ONTNP _ where 0 is 18 | -©- G2-STBC(N=2) 70

—e— \-BLAST(4,1), 2

[
(2]

3.5

a (Ng — NrNp) x NprNp-element all-zero
matrix.

b) If No = NrNp isrequired, the LDC's disper-
sion matrix is directly given by = #

c) If Ng < NrNp is required, the EDCS
dispersion matrix is given by taking the first

Ng rows of the scaled unitary matrix as
X = 1/1% [In,,0] x, where 0 is a Ng x
(NrNp — Ng)-element all-zero matrix.

(2) Rank criterion: for the resultant = M™Ne LDC o Tl

[
N

3.0

[
N

25

=
o

foe]
L e L L

20

15

1.0

0.5

CCMC Capacity [bits/block/channel-use]
DCMC Capacity [bits/block/channel-use

[ I R I o

0.0
codewords {S*}/Z} of (96), having a full rank 10500 S5NF;FdE;]5 20 25 30 10500 S5NR1Fd81]5 20 25 30
should be guaranteed for all combinations&f= (a) CCMC Capacity (b) DCMC Capacity

(St —8")H(S* — 87 as rank@A) = min(Nz, Np).

D rminan riterion: Th minimum rmi- Fi9. 24.  Capacity comparison between V-BLAST, Alamouti's G2-STBC
(3) ete ant criterio . . N .u . dete and LDC, whereN, = 2 TAs are employed and the throughput is given by

nant among all combinations @A is given by | p _ 4 pits/blockichannel-use.

{det(A)}min. The related random search may be
conducted by repeating Steps (1) as well as (2), and
the chosen one should maximizéet(A)}min-

D. Capacity and BER Comparison Between Classic MIMO
Schemes

Fig. 24 presents the capacity comparison between V-
It is worth emphasizing once again that the LDC's CCM@BLAST, STBC and LDC. It can be seen in Fig. 24(a) that both
capacity is only maximized wheiVg > N7 Np. Nonetheless, V-BLAST and LDC achieve the highest MIMO capacity, as
Ngq < NrNp is acceptable in Step (1) for the sake of meetingnalysed in Sec. II-A and Sec. II-C3, respectively, but Alam-
specific system requirements, because a lower numberooti's G2-STBC associated witNz = 2 can only achieve the
transmitted symbol$V, normally leads to a higher Euclideancapacity of another V-BLAST system that is associated with
distance among the LDC codewor{i8’ — S’||2, which may N, = 4 and Ny = 1 having a doubled SNR o5, which
minimize the PEP union bound of (8). was explicitly discussed in Sec. 1I-B3. The MIMO’s DCMC
Furthermore, according to Hadamard’s inequality, the det&fapacity of (6) often predicts the achievable performance. For
minantdet(A) is maximized whenA is unitary, which is the this spirit, it can be seen in Fig. 24(b) that Alamout's G2-
foundation of the orthogonal STBC design. It was proposed 8TBC and LDC achieve their full DCMC capacity quantified
[37] that the determinant criterion in the LDC design may b terms of bits/block/channel-use at a lower SNR than V-
translated into making\ as close to unitary as possible, whictBLAST for the case ofVy = 1, which confirms the beneficial
may be quantified as minimizing the following two metrics: transmit diversity gain of both STBC and LDC. However,

No No when N = 2 RAs are used, Alamouti's G2 STBC exhibits a
dy = Z K(A,) = Z ||A H 1Al (102a) Iqwer DCMC cap_acny in the low SNR region, as evidenced in
et — Fig. 24(b). We will augment the reasons for this feature later.
_ H— _—H— Fig. 25 portrays the performance comparison between V-
dy = Z Ay Ag+Ag Agll, (102b) BLAST, STBC and LDC associated with the same throughput
Vaza of R = 4. Itis evidenced by Fig. 25(a) that both LDC(2,2,2,4)-

where the operatior(-) refers to the condition number of QPSK and Alamouti's G2-STBC (& = 2) employing
the matrix [236], where we have(A) > 1 and the equality Square 16QAM significantly outperform their multiplexing-
only holds for unitary matrices. It can be readily seen thariented counterpart of V-BLAST(2,2)-QPSK, especially in
orthogonal codes may havg = Ng andd, = 0. Moreover, it the high SNR region. Furthermore, Fig. 25(a) demonstrates
was also proposed in [12], [247] that the determinant criteridhat LDC(2,2,2,4)-QPSK performs even slightly better than its
of max {det(A)}mi, in the LDC design may be revised forSTBC counterpart. Fig. 25(b) also shows that LDC(4,4,2,8)-
the sake of maximizing the LDC’s DCMC capacity of (6) inQPSK is capable of outperforming both its multiplexing-
order to pursue an improved near-capacity performance. driented counterpart of V-BLAST(4,4)-BPSK and its STBC
fact, minimizing the PEP I%p (||Y —S'H|]2 < HV||2)} — counterpart of HR-G4-STBC (& = 4) employing Square

) . 256QAM for the case ofVy = 4.
E{p [”(SZ —SHH + V| < ||V||2} } of (8 would  However, itis also demonstrated by Fig. 25(b) that although
automatically  result in  minimizing  the  terMHR-G4-STBC retains its full diversity order, its performance
exp(—= Is™— 1)1;1\,*"” +IV ) in the DCMC capacity of remains modest, unless the SNR is expected to be extremely
(6). Consequently, the LDCs conceived for minimizing thhigh. This is because G4-STBC has a low normalized through-
PEP generally also have a maximized DCMC capacity.  put of R = 0.5, which requires us to employ a high-order
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E \LllféészT §24§)Q%PS?<KMMLL E \Llféajg‘é?g;ssé ’,\',\lﬂLL explicitly designed for uplink MIMO systems associated with
-6~ G2-STBC(\=2)-Squarel6QAM || -©- HR-G4-STBC(N=4)-Square56QAM |[N7 < Ng. For the rank-deficient MIMO systems associated
—FF V-BLAST(2,2)-QPSK, MMSE| | - V-BLAST(4,4)-BPSK, MMSE with Nz > Ng, which are often encountered in realistic
—sk— LDC(2,2,2,4)-QPSK, MMSE —k- LDC(4,4,2,8)-QPSK, MMSE wireless communication systems, the SD aided V-BLAST
we Average BER (theory bount‘) e Average BER (theory bounq) is recommended for deteCtinng symbols, while the ML

W T 10’

S BEEERERARERRRREES detector is invoked for the remaining symbols [178]—-[180].
This complication may be avoided by using LDC instead of
V-BLAST as discussed in Sec. II-C3, where we have the
design-freedom to adjust the LDC argumentg\gf and N, in
order to create an equivalent uplink MIMO system. However,
considering that the LDC's dispersion matrices are randomly
populated, the LDC transmitter may be required to transmit
. - symbols that are not drawn from the classitPSK/QAM
a_ constellations, which further complicates the hardware design
i of the related MIMO systems. In order to overcome these
\& limitations of the conventional MIMO systems design, the
A . T . ) recently developed MIMO schemes of SM and STSK, which
1050 51015202530 3540 0105 0 5 10 15 20 25 30 35 40 are inspired by stricking an attractive performance-complexity

Ey/No [dB] Ey/No [dB] i i i )
(@) Ny =2, (JJVR L, (b) Ny =4, 3VR 1 tradeoff are introduced in the following section.

B

BER
BER

[y

Fig. 25.  Performance comparison between V-BLAST, STBC and LDG||. T HE NEWLY-DEVELOPEDMIMO SCHEMES THAT ARE
associated with the same throughputff= 4 bits/block/channel-use. MOTIVATED BY THE PERFORMANCE COMPLEXITY

) . . TRADEOFF
256QAM scheme in order to achieve the required system

throughput. The orthogonal STBC design aims for achievin Th_e dev_elopment Of_ LDC.:S has _resolve_d_the tradeoff between
the lowest error probability at high SNRs, when the deteﬁe diversity and multiplexing gain, but it is a retrogr_ade s_tep
minant termdet(0.257A) dominants the divisor of the PEP or the tradeoff between performance and complexity. Given

in (8). SinceA is unitary as guaranteed by the STBC reca‘hat the STBC's orthogonality requirement is abandoned, the
from Sec. 1I-B3 that the number of modulation Ievé%’ is LDC receivers have to invoke V-BLAST-style multi-stream

the only factor that affects the error probability in the |0W9Ietect0rs, which may exhibit an excessive complexity, when

SNR region, owing to the fact that the error probability O\aiming fpr attaining an optimal performance. Considering that
the STBC in fading channels is given by the performance e family Of. suboptimal V'BLAST. detectors would not be
MPSK/QAM schemes in AWGN channels associated with t emed desirable, especially not in coded systems, because
equivalent noise power oy = ~7Y9_ N, This is also the they tend to produce unreliable soft output LLRs that do not
N [IH]l loying a higher-orddPresent the true probabilities, as demonstrated in Sec. |I-A9.

reason why Alamouti's G2-STBC emp . : .
16QAM scheme associated withi; = 2 cannot achieve the In this section, we focus our attention on the SM and STSK

best DCMC capacity in the low-SNR region of Fig. (24(b))_families, which open a new chapter in the design of MIMO

In summary, the LDC was shown in Fig. 24 to be able t:cs)ystems that is explicitly mot_lvated by striking a compelling
performance versus complexity tradeoff.

achieve the V-BLAST's full MIMO capacity, and it is also
capable of retaining the STBC's full diversity gain, hence
offering the best performance, as shown in Fig. 25. Therefof®, Spatial Modulation (SM)
the LDC may resolves the tradeoff between the multiplexing The schematic of the SM transmitter is portrayed in Fig. 12.
and diversity gain in MIMO systems design, provided that thé more details, the first BPS log, M bits are assigned to a
conditions of (100) as well as the rank and determinant critegingle M/ PSK/QAM symbols™ = M(m), while the following
presented in Sec. 1I-C3 are satisfied. BPSr = log, Nt source information bits are assigned to
Nonetheless, as demonstrated in Sec. 1I-C3, the LDC metivate a single TA out of a total aV; TAs. As a result,
ceivers have to employ the V-BLAST detectors, where thbe Nr-element SM transmission row-vector is expressed as
performance versus complexity tradeoff portrayed in Fig. [26], [27], [133]:
once again emerges. It can be seen in Fig. 25 that without m
the interference cancellation techniques of [32], [202]-[206], S = [u’s ’u]' (103)
the low-complexity hard-decision MMSE detector imposes a o=l Nr—v
substantial performance loss on both the uncoded V-BLASased on the received MIMO signal model of (1), the full-
and LDC schemes. Furthermore, it was demonstrated &garch hard-decision ML MIMO detection of (11) and the
Figs. 21 and 22 that without taking into account theriori  soft-decision MAP MIMO detection using (14) may also
information in the MSE, the soft-decision MMSE detectobe invoked for SM. However, as it was demonstrated in
also imposes a significant performance loss on coded $ecs. II-Al and 1I-A2, the ML/MAP aided MIMO detection
BLAST systems. Moreover, the hard/soft-decision SD armbmplexity may increase exponentially with the throughput
MMSE aided V-BLAST detectors introduced in Sec. II-A areR. More explicitly, the complexity order of the hard-decision
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Hard-decision SM detectors:

i {[ Maximum Radio Combining
i || (MRC)-based SM detector [27]

U

ML aided MIMO detection of (11) and the soft-decision MA VT
MIMO detection using (14) is given b§(I), where the total MIMO detector Sec. II-AL ‘
number of combinations is given by = 2% for both V- ‘

Simplified ML SM

BLAST and SM. detector [134] Sec. llI-A ‘ © to improve the suboptimal performance
meg to the fact that onIy a smgle TA is actlvated OppOS cb to reduce the complexity order Normalized-MRC-based Sec. ll-Ad
without imposing performance Ioss SM detector [141,142] |

to V-BLAST, SM does not introduce any IAl. Therefore, i
order to conceive a single-antenna-based low complexity ! gﬁﬂdggfedctjf?{’;glbasewl
detector, the TA activation index and the classic modulat
symbol index are suggested to be detected separately in [

Signal-vector-based SM
: detector [143]

Sec. lll-A4]!

7Eard—limiter—based Sec III—AZ‘i # List-normalized—-MRC-based

M detector [137,140] SM detector [141,142,144] €G- 1I=AS):

STttt '"'"'""""""”""""""”1 j ﬂ{ Unity—constellation—power

Sec. III—AG‘

Maximum Ratio Combining (MRC) based SM detection may - 1] —based SM detector [145]
be reduced toO(Ny + M). In more details, under the 1
SD aided SM detectors, ' List-unity—constellation— PoweL . a6l
assumption of having perfect CSI knowledge at the receivefs1sq Sec.I=A3| | | _pased SM detector [146] ~°" |
the matched filter output may be recorded as: ' [ Distance-ordered-based SM
H detector [147] Sec. WI=A7
Z=YH", (104) Suboptimal Performance

. . — Soft-decision SM detectors:
where thev-th element |n thQNT element row-vectolZ is ;e

given by{z, = YHY } 7~ Nt . and theNz-element row-vector. ‘ fmgﬂxx;‘dw see.lI=A2 ‘ fftf Z‘éﬂ?fitsampﬁifftféitg.iliig ?rtot;k
{H, _}N7 refers to thev-th row in H. The hard- decision Simplified ML SM ‘ channel decoder [161,248-251]
MRC based SM detector may determine the TA act|vat| [etector [134]
index by comparing the absolute values of the elements in rn@duced scope-based,__ | As‘

matched filter's output vectdZ as [27]: SM detector [139]

Sec. llI-A ‘

Optimal Performance

’O:

Q

rg max |2]- (105)
Voe{l,- ,Nr} Fig. 26. Summary of hard/soft-decision optimal/suboptimal SNecters

. T N . . with their references and their section numbers in this paper.
Upon obtaining the TA activation indeX the o-th element in pap

Z may be demodulated as: objective of imposing a low receiver signal processing com-

= M~1(z). (106) plexity. Therefpre, ip this section, we focus our attentiqn
on the strategically important subject of reduced-complexity
Therefore, the complexity order of MRC based SM detectia®M detectors. The hard-decision SM detector design has
is in fact given byO (Nt + 1), where (106) directly maps; been developed in two main directions in the open literature,
to the closest constellation point. as portrayed in Fig. 26. The first option is to develop the
Unfortunately, as demonstrated in [134], the hard-decisi@ptimal SM detection [137]-[140] that endeavours to reduce
MRC based SM detection suffers from an irreducible errehe complexity order of the simplified ML aided SM detection
floor. It can be seen in (106) that the demodulator may lo¢ (107) without imposing any performance loss. The second
misled into detecting the wrong classic modulated symbelpproach elaborated on in [141]-[147] aims for improving the
if the TA activation index obtained in (105) is erroneous. Iperformance of the sub-optimal MRC-based SM detection of
order to restore the ML detection capability, the hard-decisign05) and (106), but attaining the optimal SM performance is
simplified ML aided SM detector of [134] streamlines theot guaranteed. Moreover, the SD was also developed for SM
hard-decision ML MIMO detector of (11) as: in [148]-[150], which exhibits a reduced complexity compared

§— arg min ||Y||2 n f<;2|s"”|2 to the SD aided by V-BLAS'_I'. _
vme{0,- ,M—1},Yve{l,- v For coded SM schemes, instead of using the general MAP
—2R [(s ) YH{}’_] aided MIMO detector introduced in Sec. 1I-A2, the simplified
. 9 . hard-decision ML aided SM detector of [134] may be readily
A (0 M Voe 1 Nr) rols™ 1 = 2R[(™) 2] s revised to the simplified soft-decision MAP aided SM detector.

(107) More explicitly, based on (107), the probability metric of (14)

) invoked by the general MAP aided MIMO detectors may be
where we haver, = |H,, —|},;, and the constant ofY | simplified for SM as:

is omitted from the MIMO decision metric of (11). As a benefit

of having (/Vy — 1) zeros in the SM transmission vector seen . 2|s |2 — 2R [(s™)*2,] Qe

in Table 1V, the computational complexity of the SM detection - N + Z biLa(bg).  (108)

of (107) is considerably lower than that of the conventional

MIMO detection of (11). Nonetheless, the complexity order ofhe relationship between the SM Inde,xthe TA activation

the hard-decision simplified ML aided SM detection of (107ndex v and the classic modulated symbol indexis given

is still given by O(I). by i = v — 1+ mNr according to the SM transmitter design.
When SM was first proposed as an alternative to V-BLASThe only difference between (14) and (108) is a constant of

MIMO, the two most appealing features of SM were its- ”Y” , which may be eliminated by the division operation

low hardware transmitter complexity as well as its desigof the Log-MAP of (12). Therefore, all general MIMO’s
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detection algorithms including Log-MAP of (12), Max-Log- d'__|Magnitude | 7 — Y

MAP of (15) and Approx-Log-MAP of (16) may invoke the = Demodulatos S .

probability metric of (108) instead of (14) for SM detection 5| R e g -

without imposing any performance loss. g | [SEm) 8 v | 2.
Similarly, the hard-decision reduced-scope-based SM detec- g * 5 g

tor may also be revised for coded SM systems as suggested in | § . S < e

[139], where the SM TA activation indexand the modulated = : % -

symbol indexm are detected separately, while the correlation dr “D"g‘g(‘j'gﬁf:m’ B | F 4

between the two terms is also taken into account in order to . iﬁ(snv,v,)L S(5™)|

retain the optimal performance. In other words, only a reduced ¢ y

subset of the SM combinatiof$’}*% ~* has to be exam- [Polarity o1

ined by the reduced-scope-based SM detector. However, the 0, |R(s™)],|3(s™)| |Demodulatol
soft-decision version of the hard-limiter-based SM detector of

[137], [140] is the same as the simplified soft-decision MAPA9. 27.  Schematic of the hard-decision reduced-scope-tlseteceiver.
aided SM detector using (108). More explicitly, the substantial

complexity reduction provided by the hard-limiter-based SMiven by {s"™ = s™exp(jT)}M - = {% + j%, % -
detection of [137], [140] relies on the low-complexity imple-; L _% + j%, _% — j-L.}. For a specific TA index,
mentation of hard-decisiol/ PSK/QAM demodulators, where the” maximum metric ‘over all rotated QPSK constellations is
a certain decision variable obtained from the matched filtgven by:

output may be directly demapped to the nearest constellation
point, which is similar to the feature portrayed by Fig. 16(b).dv: max
However, when the priori LLRs gleaned from the channel

decoder are also taken into account in coded SM systems, (110a)
both the channel's output signal as well as taepriori , /o
LLRs have to be transformed back into modulated symbols — M ‘\Y(Z)
according to the constellation diagram. As a result, the SM V2 V2
TA activation indexv and the modulated symbol index It can be seen in (110) that the four comparisons involving
once again have to be jointly detected according to all Sfdur metric evaluations of (110a) may be carried out by a

{ R(z) | () 2 RGED _SGED o }
)

— K2 (110b)

v

combinations {S*} Y7~ which results in the simplified single metric evaluation according to (110b). As a result, the
soft-decision MAP-aided SM detector using (108). optimum TA activation indexv may be found by searching

Furthermore, the sub-optimal hard-decision SM detectdiar the maximum metric over all th/; candidategd”} 2",
[141]-[147] are not recommended for employment in codedgardless of which particular QPSK symbol was transmitted.
SM systems. This is because these sub-optimal SM detectbhis may be expressed as:
may falsify the reliability of the output LLRs, which may fail . "
to reflect the truex posterioriprobabilities by producing LLRs v=arg WE{IR?P?%NT} d’. (111)

having excessively high values. This flawed situation canngfike the MRC-based detection of (105), the reduced-scope-
be readily rectified by the channel decoder, as dlscussedb%ed TA index detection of (111) is directly derived from
Sec. 1I-A9. The sub-optimal soft-decision SM detectors Ma)e ML detection of (109), which does not impose any
also be found in [161], [248]-{251], where the benefid@al ,o fomance loss. Furthermore, upon finding the optimum TA

priori information is not exploited by the SM detectors. index 9, QPSK demodulation may be concluded by directly
1) Hard-Decision Reduced-Scope-Based Optimal SM Detésting thei-th decision variable’. as:

tection The reduced-scope-based SM detection [139] aims _ ) _ )
for restoring the ML detection capability of the MRC-basedj, _ { Lo 3(2) <0 by = { 1, if R(z) <0
SM detection by separating the TA index and the classic 0, otherwise ~ 0, otherwise

modulated symbol index from the optimal SM detection of ) . (112)
(107) without imposing any performance loss. First of all, the 1"€ Schematic of the general hard-decision reduced-scope-

optimal SM detection of (107) is extended as: basgd SM. re(?eiver is pprtraygd by Fig. 2_7. More explicitly, its
design guideline [139] is breifly summarized as follows:
R(zu)R(s™) + S(20)S(s™)

ey max
ve{l, Ny}, ¥me{0,- ,M—1}

S =ar

— rals™?, Algorithm 2: Design guidelines for

(109) reduced-scope-based hard-decision SM detection

where we have(Z, = 2z,})7,. Let us now consider QPSK 1) First of all, theN; normalized matched filter out-

aided SM detection as an example. The QPSK'’s detected puts are given by(z, = 2zl,}NT where we have

v=1"

constellation diagram is deliberately rotated anti-clockwisely {z, = YHf}f_}fJ\’:T1 according to (104).
by /4, so that there is only a single constellation pointin each  2) Secondly, similar to the reduced-complexity design
guadrant. As a result, the decision variable should be rotated introduced in Sec. II-A8 and exemplified by Fig. 18,

asz, = z, exp(j %), and the detected constellation points are
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LA P B ey Y

only the real PAM magnitudes or the constellation > ]

points located in the first quadrant are visited by the o} . ?_, ¢

“Magnitude Demodulator” of Fig. 27, when either 3 N 2

Square QAM or general PSK/QAM is employed, 3 . sy =3°

respectively. As a result, the local maximum metrics e 2 8

{d"} N, associated withV; TA activation index @ . 3 3 |°

candidates may be obtained by a reduced SM de- 73 - R %

tection search scope. S S M| F Y

3) Thirdly, the decision metricéd”}”, are compared S

by the “TA Index Detector” of Fig. 27, where the
detected index is given by (111).

4) In order to detect the modulated symbol indix
based ono, the results of thei-th MagnIIUde Fig. 28. Schematic of the hard-decision hard-limiter-based r8bkiver.

Demodulator” are passed to the “Polarity Demog- s gifference to Fig. 27 is that full classic demodulation is performed
ulator” of Fig. 27, which completes the PSK/QAM before the TA index detection, because the hard-decision liREREK/QAM

demodulation by determining the specific quadrant demodulation complexity is quite low in uncoded systems.
of the demodulated symbol.

Let us assume that a tentative TA activation indes fixed,
For example, when Square 16QAM is employed, the |0Cgpd then the SM detection of (107) may be rewritten as:

maximum metrics{d"})"*, seen in (109) may be obtained Ty = arg min (120 — 8™ = |2,|?)2
by testing both the real and the imaginary parts of the QAM vme{0, -, M—1}
constellation separately, which is expressed as (113), where = arg min |2, — s™|? (116)
each one of them only has to be evaluated once. Furthermore, Yme{0,-- . M—1}
for a specific TA indexv, the maximum metric is given by: =M"1(2,),
d’" = max_ dgJ+ max d,”n;f, (114) where the demodulator’s decision variable is given{By =
ge{0,1} Je{o,1}

oz /K2 JUV:Tl. In this way, the optimum modulated symbol index
where the optimum PAM magnitude index paijsand f 1, associated with all TA activation indices may be obtained
obtained for eacHd"}", may be recorded. There are a totaby directly demapping, to the closest legitimate constellation

of Nr pairs, hence they may be represented{b,y}f)ﬁ1 and point, which is similar to the feature portrayed by Fig. 16(b).
{f,}0r,. Based on (114), the TA activation index detection of Upon obtaining the optimum constellation points for all

(111) may be invoked, and then the second part of the Squatmdidate TA activation indiceés™ 17, the optimum TA

v=11

16QAM demodulation may be concluded as follows: index may be obtained based on (107) as:
S (1, ifSGE) <0 ;[ 1, if fo=1ford? X , a2 o
b= { 0, otherwise 27 { 0, otherwise VTR N (|20 =™ = 2f)sy - (A17)
. 1, if R(z) <0 . 1, if g5 =1 for d® . _
by = 0, otherwise by = 0, otherwise - and then the correspondinBPSy = log, Nr) hard-bit

(115) decisions may be obtained by translatingoack to binary

The specific index paif; andg; are recovered from (114). It bits. Furthermore, the remainin@®PS = log, M) hard-bit
can be readily seen that a reduced number of decision metdiggisions may be obtained by directly translating the specific
are evluated in (113) according to the reduced-scope seafeddulated symbol index:; back to binary bits.
space, and then the only comparisons that are required ardhe hard-limiter-based optimal SM detection’s complexity
those for the following steps. order is given byO(Nr + Nr), where the demodulator has to

In summary, the hard-decision reduced-scope optimal S invokedN times before TA index detection. This detection
detection complexity orders of [139] are given ®yv/M Ny) complexity order does not grow with the number of modula-
and O(M N /4), respectively, when Square QAM and generdion levels M, which is one of the most appealing advantages
PSK/QAM are employed, respectively. of hard-limiter-based optimal SM detection, espcially for the

2) Hard-Decision Hard-Limiter-Based Optimal SM Deteccase of employing high-orde¥/PSK/QAM schemes.
tion: Due to the fact that detecting the TA index is generally 3) Hard-Decision SD Aided SM Detectionlt was sug-
much more computationally complex than the hard-decisigested in [148], [149] that the conventional MIMO detector’s
PSK/QAM demodulation, the hard-limiter-based optimal SNtansmit search space in (11) may be reduced by the so-called
detection portrayed by Fig. 28 invokes the fMPSK/QAM  Transmitter-centric SD (Tx-SD) as:
demodulators first in order to obtain the optimum modulation
indices for all candidate TA indices and then the TA index  {m,?} = arg [ nin_ Y —s™H, _||*, (118)
detection is performed with the aid of the demodulated {mw}e
MPSK/QAM symbols. This method was first advocated iwhere S denotes the Tx-SD search space. In more details,
[137] and further interpreted in [140]. whenMPSK is employed, the V-BLAST SD’s PED increment
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8 =max { )~ el —JRE) et | =[]~ ot
ded =max { ARG - et — ARG - et b= | RG] - g, w1
d’ =max { J5SE) -t~ A5SE) - mm } = | A5SGE)| - 2,
d:},ﬁl = max { \/%%(zv)_%ﬁg7 —\/%g(gv)_%’ig } = iw%(zv) _1%“37
of (23) may be simplified for SM Tx-SD as: counter nmax = Maxy(m} n(m,v) with the aid of the
- 2 ) minimum final PED value agr, 9} = arg min di™").
Yo =lvpse| < R, (119) As demonstrated in [148], [149], the Tx-SD of (118) and
because only one transmit TA is activated. Therefore, the PERS Rx-SD of (122) may be combined as:
increment of (119) defines a new search space{forv}, n(m,v)

since only the candidates that lie inside the sphere have tofb, i} = arg max {n(m,v)| > [V, — s™H,,|* < R?},

taken into account by the SM detection of (118). Similarly, Vim.v}es o
when SquareV/ QAM is employed, the SD’s PED increment (123
of (33) may be simplified for SM as: where the transmit search space is limited witlSinwhile

~ 2 the receive search space is confined by the Rx-SD counter

(7,, - zw,gv) < R% Vo€ {Np+1,- ,2Nr}, (1208) n(m,v).

~ 2 For the sake of discussion, it was thoroughly reviewed in

(Yv — by Ny ,wSvg Np — lv,vgv) < R? Wve{l, -, Nr}. [148]-[150] that as a benefit of the SM's specific feature of
(120b) single TA activation, the SD conceived for SM exhibits a

substantially reduced computational complexity compared to

The new search space defined in (12:0) may be ﬂ{ﬁe SD conceived for conventional V-BLAST. Furthermore,

ther reformulated as—*» < 5 < e for v € the optimum SM performance may be attained by the SD,
(Nr +1,---,2Nz} and —R+(?rl;+NT,v§v+NT) <35 < p.rovided that the sphere radius is iqitiali;ed to _be suffi-
= ciently large. However, the SD complexity still remains SNR-
RHY”*Z”;NT'“E“WT) forv e {1,---,Nr} [148], [149]. This dependent, since its complexity the lower bound can only be
Tx-SD-defined search space may effectively reduce the Swached in the high-SNR region. Moreover, it is important
detector’s search space formulated in (118). to note that the hard-limiter-based SM detection presented

Furthermore, it was also proposed in [150] that the receiue Sec. IlI-A2 may be seen as a special case of the SD
search space of the conventional MIMO detection of (11) majded SM detection. This is because that the transmit search
be reduced by the so-called Receiver-centric SD (Rx-SD) &pace associated with the classic modulated symbol indisx
limited by minimizing the hard-limiter metric in (116), while

n(m,v) ; . .
N _m 2 2 the receive search space is reduced to a single-antenna-based
{r, 0} = argvr{rfr?,f} n(m, v) z:l Yo =" o [P < B0 scenario, since the hard-limiter-based SM detector examines
r=

Nt
v=1

121) the matched filter outputgz,} instead of the received

whereY,. refers to the signal received at theth RA, while S|gnals{Yr}f,V31: . . .

H, , models the fading channel spanning from thth TA to 4) Hard-_DeC|s_|on Normal|zed-MRC-Based Suboptlmal
ther-th RA. The Rx-SD of (121) aims for finding the optimumSM Detection First of all, let us introduce the normalized
pair {rn, v}, which may maximize the counterm, v). More matched filter output as:

explicitly, for a specific data-carrying index pafn, v}, the 7Y (ﬁ)H7 (124)
following PED is examined:

(mv) (o) . ) ) where each row in the normalizéd; x Ny)-element fading
dy™ =d T+ Y = s Hy T < R (122)  channels matrid is given by{H, _ = HU,_//{,,}IJLTI, and
If the PED di™" lies inside the Rx-SD sphere specifie&he”'th element in theVy-element norrrfl}[ized matchelg filter
by (122), the counter may be incremented according ®ytPUtrow-vectoiZ is given by{z, = YH, _ = z,/k,}, 1.
n(m,v) = n(m,v)+1, and the Rx-SD index may continue IF was demonstratgd in [1_41]—[143] that a more accurate
to be increased. Otherwise, the PED evaluation of (128§timate of the TA activation index may be delivered by testing

may be terminated, and the next index pfin, v} shall be the normalized matched filtgr output of (124) instead of Fhe
{m,v}  direct matched filter output in the MRC based SM detection

examined. The sphere radius may be updatefi’as: d , : .
w);enl the Rx—SDp index rei:chesy: ]\;Jp Theéﬂ Rx-SII\SR tree ©Of (105). Therefore, the normalized-MRC-based SM detection
- may determine the TA index by :

search is supposed to be experienced by allthe NpM
candidates of the index pafim, v}, but a reduced-complexity 0 = arg max |Zo|. (125)
termination may be expected, when the sphere radiuis Voe{l, - . Nr}

swiftly reduced in the high-SNR region. The optimum indekXJpon obtaining the TA activation indexs, the linear
pair {7, 9} seen in (121) is the one, which maximizes th@/PSK/QAM demodulator of (116) may be invoked for de-
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tecting the classic modulated symbol index as: As a further advance, it was proposed in [252], [253] that
. o a classic modulated symbol index list may be introduced
=M (Zo/ k). (126) in order to strike a tradeoff between the performance and

Therefore, the complexity order of normalized-MRC-basegPMPlexity of the demodulator. More explicitly, a list of
SM detection is also given b (N + 1) constellation points is established for replacing the complete

' myM—1

The so-called signal-vector-based detection proposed Sfarch space fdis™ },;, =y of (107). In [252], all Square QAM

[143] operates based on the fact that the SQUEF®AM constellations are partitioned into level-1 subsets as well as

symbol does not change the direction of the received sigh@Y€!-2 subsets, and onlyiisi—,1 constellation points in the
vector Y = s™H, _. The signal-vector-based detection’éevel'l subset andV ist_.,2 constellation points in the level-
estimate of the TA activation index is given by: 2 subset are considered for the demodulation. In [253], the

3 ~ 5 constellation points that surround the decision variable

. i 'YH[ Z, /K, are considerred for demodulation. Owing to the fact
VT et ey T Y IEL ] that the hard-decisiorl/PSK/QAM demodulation may be
(127) implemented at a very low detection complexity, the further

= arg min arccos ( %] )7 discussion of sub-optimal modulation list establishment in
Voe{l, -, Nr} Y] [252], [253] may be avoided in uncoded systems. We note
which is in fact equivalent to the normalized-MRC-basethat the TA index list based SM detection of [141], [142] may
estimation of (125), becauserccos(-) is a function that be considered to represent the upper bound for [252], [253]
monotonically decreases with respect to its argument|[afifi in terms of both performance and complexity.
in (127) is a constant. 6) Hard-Decision Unity-Constellation-Power-Based Subop-
5) Hard-Decision List-Normalized-MRC-Based Suboptimiimal SM Detection The unity-constellation-power-based
SM Detection The normalized-MRC-based SM detection stilfuboptimal SM detection is proposed in [145], where a total of
suffers from the problem of imperfect TA index estimation} candidates of non-negative constellation points associated
Therefore, to circumvent this, the list-normalized-MRC-base#ith unity constellation powefs™ = “}T(S‘fn,|)| "“Sn‘)‘ M
SM detection is introduced in [141], [142], [144], wherere taken into account for the sake of more reliable TA index
a total of Nyt TA indices are taken into account in ordegestimation. In more details, the unity-constellation-power-
to avoid the situation of missing the optimum TA indexpased TA index detection is given by:

candidate. . _ TN | e | o
More explicitly, instead of selecting a single TA index in" argVUE{L_”Wﬁ?{;}fﬁe{Lm71\7}‘%(%)'%(8 JHSE)ISE™),
(125), a list of N st possible TA candidates is compiled as: (131)
B and then the demodulation regime of (126) may be invoked
(01, o] = arg SOMDyyea . Ny |Z0]- (128) i order to detect the classic modulated symbol index. The

complexity order of unity-constellation-power-based SM de-
tection is given byO(NrM + 1). This method was shown

to be especially beneficial [145] for Stdf QAM detection,
because when the constellation power is normalized, only a
total of (Mp/4+ 1) MpPSK phase candidates focused in the

where the operation “sortD” sorts all the elemefits,|})”,

in decreasing order. In the TA index listj; represents
the TA index associated with the highest metfig, |, and
UN,, associated with the lowest metrig,, [ We have
1 < Nust < Nrp, where the special cases st = 1 ;
and Nisx = N correspond to the normalized-MRC-basef"St quadrant has to be considered.

SM detection and to the optimum SM detection, respectively, !N order to improve the TA index detection of (131), list-
Following this, the demodulator may be invokédis times Unity-constellation-power based SM detection was proposed
for all the candidates on the list as: in [146], which may follow the same procedures as the list-

normalized-MRC-based SM detection of Sec. II-A5, except
My, = MY (Z,, /Ky, ), 1 <t < Nyt (129) that the list establishment of (128) should use the metric of
o . CIR(Z)|IRE™) + |3(2,)|3(3™) in (131) instead ofz,|. As a
The TA activation index may now be confirmed by comparingysyt, the complexity order of list-unity-constellation-power-

the Nyt candidates associated with their respective optimug&sed SM detection is given by(NyM + 2N ist)
classic modulated symbol indices according to (107) as: °

7) Hard-Decision Distance-Ordered-Based Suboptimal SM
291y, R{(s™)*Z,, ). Detection The distance-ordered-based suboptimal SM
detection of [147] performs classic symbol demodulation

(130) first, and then a list of candidate TA indices is established

Then the classic modulated symbol index may be given Byseq on the Euclidean distances between the demodulated

m,;, Which is obtained from (129). The detected Class-%”ymbols and the decision variables.

modulated symbol index as well as the de_tected TA ac:tivatilon,vIore explicitly, the hard-limiter-based demodulator of (116)

index may now be translated back to bits. The complexify joked in order to identify the optimum classic modulated

order of the list-normalized-MRC-based SM detector is g'Veéilmbol indices{ 7 }NTl for all TA index candidates. Follow-
Vo= .

by O(NT +_2N“St)’ where the dequulator has to _be invqkeq..g this, the distance-based TA index list is established by:
Niist times in (129) before comparing th€ sy candidates in

(130). (1, UNpe] = arg SOMthyyeqi .. Npy |87 — Zolko, (132)

mvt

0 =v; = arg min K2 |s
Vte{l, -, Niist}

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2017.2707182, IEEE Access
DRAFT 42

where the sorting operation “sortl” orders all the elementge defined agg, = &Z;}) - # and i), = S() _ La(by),

{|s™ — 2, |k, }27, according to their increasing values. ThereAs a result, the maﬁmﬁm probability of (13%1\#1ay be2 simply
fore, the TA activation index detected from the list may bgiven by a one-step evaluation as:
decided based on (107) as: 2
2 d’ = [tgel + [tim| — ﬁ; + Py (138)
(133) where a constant of=FEe(2) s discarded from (137),

Naturally, the classic modulated symbol index may be directhecause this term may be eliminated by the subtraction in
obtained byr,,. The complexity order of distance-orderedthe Max-Log-MAP of (135). Therefore, instead of evaluating
based SM detection is given BY(2Nt + Niist). and comparing a total number af = 4 probability metrics

8) Soft-Decision Reduced-Scope-Based Optimal SM Detgsrresponding to all QPSK constellation points in (137), the
tion: In order to further reduce the complexity ordetalculation of (138) in fact only visits a single constellation
O(NrM) of the soft-decision simplified MAP aided SMpoint, which is located in the first quadrant. As a result, the
detectors using (108), the reduced-scope hard-decision $Mx-Log-MAP of (135) only has to evaluate and compare
detectors introduced in Sec. Ill-A1 were also revised aSe N a posteriori probability metrics{d”})\", of (138).
soft-decision detectors in [139], which retain the optimatherefore, the SM-QPSK detection complexity order has been
MAP SM detection capability by visiting only a reducededuced fromO(NyM) to O(Nr) for detecting the BPS =
subset of the SM search space. More explicitly, similar t@g, N, bits that are assigned to the TA activation index
(109), thea posteriori probability metric of (108) may be Moreover, for the BPS= log, M = 2 bits that are assigned

5 2
5 Ty

Ruy — 8 - |2Ut|2)"<‘

0 =wv; = arg min (
i
vte{l,-- ,Nust}

extended as: to encode the QPSK'’s classic modulated symbol index
- my o ol m olump2 102l when a specific bit{b,}7_, is set to 1 or 0 as required by
dvm = %(Z”])\?(S )+‘S(Z“])\7(S )—Fé”ff | + Z bz L. (b). the Max-Log-MAP of (15), the QPSK constellation set has to
0 0 0 E=1 be updated. More specifically, when the first bit is set to be

For the BPS 1 - e (1§4)| by = 1 orb; = 0, the QPSK constellation set has to be updated
or the = log, N bits that are assigned to mo uat%s{L_jL”_i_jL} or {L +; % L 4531
the TA activation index, the soft-bit decisions produced byrespg:tivel)}./iAs a{gsun, \t/ﬁe Max_{%g_MX?p a@/grithm\/g,f (15)

the Max-Log-MAP of (15) may be expressed as: may be simplified for producing the first soft-bit decision as:
L,(by) = max d’ — max d’, (135) Y " K2 "
VE{L N }oy =1 Voe{l, N1}, =0 Lp(bl) :ye{gl'-a),(NT} (tRe| — Um T ]\;() +pv)

where {1,--- ,Np}y,—1 and {1,---, Ny}, —o refer to the (139)

2
. e . ogy I . - _ v v & a
index set forv, when the specific bit{by}23ps, IS fixed ve{{??j},{NT} <|tRe| + tim N +pv> )
to 1 and 0O, respectively. In order to produce th@osteriori _ _ _ _

LLR in (135), we have to obtain the maximum probabilityvhere the imaginary term oft},| in (138) is replaced by

metric for each TA activation index as: (—tf,) and (t,), whenb, is fixed to 1 and O, respectively.
Similarly, the second soft-bit decision is given by:
d’ = max arm. (136

vme{0,--- ,M—1} v v K?) a
Ly(b2) = e{{naXN ) —tRe t [timl — No + Py
ve{l, - Np

It can be readily seen in (136) that the reduction of the
SM detection search space may be achieved by invoking the . ) 2 "
reduced-complexity soft-decision/PSK/QAM detection of I i (’fReJr tim| = +pv> :
Algorithm 1, where by exploring the symmetry provided b)ﬁ_ . o
the Gray-labelled/PSK/QAM constellation diagrams, only | "€ complexity order of (139) and (140) is given 6Y2Nr).

a reduced subset of positive PAM magnitudes and a redudbdS Worth noting that (139) and (140) of/PSK/QAM
subset of constellation points of the first quadrant have ggmedulationimpose the minimum computational complexity,

be visited, when Square QAM and general PSK/QAM arihich only involves combinations and comparisons of the
employed, respectively. guantities that have already been evaluated by the antenna

pdex detection of (135) using (138).

Let us consider QPSK as an example. Once agai ; - 9 o
the QPSK’s detected constellation diagram is rotated anti- 1 herefore, the design guidelines for soft-decision reduced-

clockwisely byr/4, so that there is only a single constellatior?COpe'F’ased SM detection of [139] may be summarized as
point in each quadrant. As a result, the decision variabf@/loWs:
should be rotated as;, = z,exp(jj), and the detected

. . . m _ m s\ \M—1 _
constellation points are given Hy'™ = s™ exp(j})},—0 = Algorithm 3: Design guidelines for

1 -1 1 1 1 i 1 1 i1

4L Lyl Lyl 1L 51} Therefore, ~duced-scone-ba ft-decision SM detecti
\/5 \/5 \/§ 2 \/§ \/5 2 2 - - :
the maximum pro\éc:iblhty metric of (136) over four (QPS}< reduced-sc P based soft-decision detection

(140)

constellation points is given by (137), where thepriori 1) First of all, the maximum probability metri¢’ over
probability metric for the TA activation index is given {d""™}y,, of (134) for each TA activation index
by p = Z%O_ggésﬂ bz L, (bz), while the two new variables v is given by d” = maxym,cqo,.. m—13 d" as

associated with testing the real and imaginary parts separately
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R(zy) | S(zh) kD 4 po » v K2 a
\/%é\(fo/) \/%{\éo/) No Py ) tRe+ tlm " No jpv
d’ = max ;%(\@)](J[O t(\@)&O * Lalla) _zﬁ) o = max ~tRe T tim _2;; P + —La(bl) + La(bQ).
\/§J§}O - \/Efi}o JFLa(bl) - NB erg , tqﬁef tlvm - NE jpg 2
R(z!, I(z), K a v v Ky a
~Vame ~ vans T La(b) + Lalb) = 5 + 7 TR T in T N, TP (137)
_ B. Space-Time Shift Keying (STSK)
Eee_n mk('136)r,1 Whoze se;arch spl)ac_e ma)]:t %e r_ec_JIuced The concept of STSK was proposed in [39] as a combination
Jv);PIgVKO/ |rAthde reduce f—cgrln6p eX|rt])_/ ﬁo -deCISION of SM and LDC, so that a transmit diversity gain may be
ed QAI .T]tectlor.s Oh'[ 1. which is summa- obtained by the family of SM-style low-complexity MIMO
5 rS|ze a§| g?]nt mh Il\r;lt 'T_ paﬁ:ﬁkp £ (15) is | systems. The schematic of the STSK transmitter is portrayed
) ceondy, wio fhe Mauxctog-M2 0 Of 5) I It in Fig. 13, which is modified from the LDC transmitter of
voked, t g BF;?h:T:g? NT SO tf g eCISIObnS Fig. 11, where only a single one out of a total’éf dispersion
assgmatg with the dagtlvafé)g n ﬁxma{] el matrices is selected for dispersing a singlé®SK/QAM sym-
produced as %prr_(le_sse y ( e ), where tbe 9Calhol. As a result, thé Np x Nr)-element STSK transmission
maximum proba lity metrics{d”}v, have been matrix created from the LDC transmission matrix of (96) may
obtained in Step (1) be expressed as [39]:
3) Finally, the BPS= log, M number of soft-bit deci- o
sions associated with the modulated symbol index S=A,s", (141)
m may”bg produ<f:ed by upglfgﬂng;blﬁnglf/EAM where the first BPS= log, M source information bits are
COPStte 1at|onoset or; Sp‘“:C' ,'[ﬁ bﬁNT}k:E Mil\rl;g ’ assigned to modulate a singled PSK/QAM symbol s™ =
3185 0 L or D according to the Max-Log- O M(m), while the following BPS, = log, N, source informa-
(15). tion bits are assigned to select a single dispersion matgix

We note that the production @f posteriori LLRs in Steps

(2) and (3) only involves combinations and comparisons O
the quantities that have already been evaluated in Step gle)
which requires a low computational complexity. Moreover, thﬁrs
Approx-Log-MAP of (16) may also be invoked by the soft-
decision reduced-scope-based SM detection as seen in [1%

In summary, it was demonstrated in [139] that for the
log, N7 bits assigned to the TA index, thewhere the NpNgz-element equivalent received signal row-

BPS, =

among a total number oy candidates. There are a total of
(I = NoM) STSK codewords{si}ﬁ%”f‘l, and the STSK
throughput is given by R = 2 = =FSIBP%2) ‘where the
e]mployment ofNp time slots is considered.

Similarly to the signal processing performed at the LDC
ceiver introduced in Sec. II-C3, the STSK receiver may
tly vectorizes the received MIMO signal model of (1) in
?er to form the received LDC signal model of (97), which
iS fewritten here for the sake of clarification:

Y=S-yx-H+V,

(142)

1PSK/BPSK/QPSK aided SM detection operates at the conector Y = rvec(Y), the (Ng x NpN7p)-element equivalent
plexity order lower bound ofO(Nr), while the Square dispersion matrixy, the (Np Nt x Np Ng)-element equivalent

MQAM aided SM detection and th&/PSK/QAM aided SM
detection have the complexity order 6i(v/M - Nr) and

fading matrixH = I, ©® H and the Np Nz-element equiv-
alent AWGN row-vectorV = rveqV) are all exactly the

O(f - Nr), respectively. For the pair of specific bits, whichsame as those of the LDC in (98). However, tkig-element

determine the sign of the transmittédd PSK/QAM symbol,
the BPSK/QPSK aided SM detection complexity is given
the order ofO(2Nr), while the Square\/QAM aided SM
detection complexity order and the genet&aPSK/QAM aided
SM detection complexity order are given B)+/M - Nr) and
O(% - Nr), respectively. For the remainin@dPS— 2) bits,
which determine the specific magnitudes of thdSK/QAM
symbols, the complexity order of the Squal¢QAM aided
SM detection and that of the generA/PSK/QAM aided
SM detection are given bp(¥M . Ny) and O(XL - Ny),
respectively. In summary, the Squard QAM aided SM

by

equivalent STSK input signal row-vector in (142) is given by:

S=1[0--0,5™0-- 0], 143)
I ), ™, ] (

q—1 No—q

which is in the same form as the SM input signal vector as
seen in Table IV. Therefore, according to the STSK received
signal model of (142), a STSK(NNg,Np,Ng) scheme is
equivalent to a SM system associated with, TAs and
NpNpr RAs, where the equivalent SM fading matrix is given
by STSK'sH = YH, as defined in (142). As a result, all the
SM detectors summarized in Sec. IlI-A may be invoked by

detection has a lower complexity compared to the genethe STSK receivers.
MPSK/QAM aided SM detection, owing to the fact that the Since only a single dispersion matrix is activated, STSK
real and imaginary parts of Squak¢QAM constellation may loses the LDC’s capacity advantage, which will be further

be visited separately.

discussed in Sec. IlI-D. Nonetheless, the generation of the
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STSK'’s dispersion matrices may still rely on populating themmases of GSTSK. Furthermore, since LDC was proposed for
with the aid of a random search, and then the specifieneralizing both V-BLAST and STBC, GSTSK may include
dispersion matrix set that minimize the PEP of (8) may beértually all MIMO schemes. In more details, the dispersion
selected. As discussed before, the PEP union bound of (8)natrix of V-BLAST is given by (73), while the dispersion
minimized, whenA = (S? — S") (S? — S*) is unitary, which matrix design of STBC was discussed in Sec. II-B. The classic
is equivalent to the following requirements: MIMO schemes of V-BLAST, STBC and LDC may all be
~Hx _ N 144 deemed to be special GSTSK cases, which rely on agtivating
AgAg=x7Ing, Vg€ {1,---, No}, (144a) all TAs. Moreover, SM may be considered to be a special case
foq = _X?Kq, Vg#qge{l,---,Ng}. (144D) of STSK, where the SM dispersion matrices are given by:

We note that the first requirement of (144a) may be readily A, =10 --- 0,1,0 --- 0], Vge{l,---,Np}. (145)
satisfied by directly generating the scaled unitary matrices a—1 Nr—g

for the case ofNp > N, while the second requirement . .
of (144b) can only be approached by maximizing either thFurthermore, in [152]-[155], SM was improved for the sake

minimum_ determinant{det(A)}mm or the second metric o‘? achieving a transmit diversity gain by activating more than
g g mm _ one TAs in order to convey STBC codewords, which can be
D ovgrq 1A Ag+ Az Ayl in (102) according to the sugges

- ¢ ‘readily subsumed by the framework of GSTSK according to
tions in [37]. . . ._the STBC dispersion matrix design of Sec. 1I-B. However, the
I.n more details, the generation of STSK may be summarizg hogonal channels of STBC-aided transmit diversity were
as. created either by employing the idealistic orthogonal shapping
filters of [156]-[158] or the orthogonal frequency-hopping
codes of [159]. These schemes no longer fit into the scope
of GSTSK due to their additional hardware requirements.
(1) Randomly generate a group &% unitary matrices | Moreover, when more than one classic modulated symbols
{Kq}f;fjl of size (N x N), where we haveN = are transmitted by GSTSK, the problem of IAl once again
max(Ng, Np). arises, unless orthogonal STBC codewords are transmitted.
a) If Np > Ny is required, the STSK dispersion As a result, sub-optimal interference-rejecting receivers are
matrices are given by taking the firs¥, proposed to be employed by the family of GSTSK receivers
columns of the scaled unitary matrices as in [160], [162], which are less consistent with the SM/STSK
(&, - %Kq In, }N:Qp where 0 is motlvatlon of Iow-_complexny ML receiver designs. I—_|owe_ver,
T 0 q it was suggested in [163], [164] that the 1Al may vanish, if the
a (Np — Nr) x Np-element all-zero matrix. | multiple activated TAs of the Generalized Spatial Modulation
b) If Np = Np is required, the STSK dispersion (GSM) opt for transmitting the same symbol. Further discus-
matrices are directly given byA , = Aq}évfl. sions on relaxing the GSM scheme’s constraints concerning
c) If Np < Nr is required, the STSK disper; Ny may be found in [255]-[258].
sion matrices are given by taking the firs Against this background, the concept of a GSM/GSTSK

STSK generation guidelines

—

Np rows of the scaled unitary matrices ds scheme that achieves an improved capacity without imposing
{A, = [In,,0] Aq}é\’jl, where0 is a Np x IAl remains an open prospect, which we set aside for future
(N7 — Np)-element all-zero matrix. work. In order to better prepare for this ambitious objective, we

(2) Rank criterion: for the resultarif = Ny M) STSK offer a disgus_sion on the SM/STSK s_cheme’s error pro_bapility
codewords{Si ztol of (141), having a full rank and capacity in Sec. IlI-D, so that their strength and limitations
should be guaranteed for all combinationssf= | May be better understood.

(S — 8")H(S? — S%) as rankA) = min(Nz, Np).

(3) Determinant criterion: The minimum determi
nant among all combinations oA is given by
{det(A)}min. The related random search may he
carried out by repeating Steps (1) and (2), whil
the chosen set should maximizglet(A)}min.
For the sake of designing high-throughput STSK
schemes, the chosen set may aim for maximizing
> verta ||K§IX§ + K?an instead of determinant
for the sake of faster random search termination,

C. Comparison Between Optimal and Suboptimal Detectors

The optimal SM detectors and the suboptimal SM detectors
e introduced in Sec. llI-A are summarized at a glance in

Tables V and VI, respectively. The hard-decision optimal SM
detectors of Table V were developed for reducing the general
ML aided MIMO detection complexity, while maintaining
their ML detection capability. By contrast, the hard-decision
suboptimal SM detectors of Table VI aim for improving the
performance of the MRC-based SM detector of [27], which is
the problematic TA activation index detection. The associated

When more than one dispersion matrices are allowed to temputational complexity in Tables V and VI is summarized
activated for the sake of achieving an increased throughpirt,terms of the total number of real-valued multiplications.
the STSK scheme may be further developed to the concept ofig. 29 portrays the performance comparison between the
Generalized Space-Time Shift Keying (GSTSK), as presentdifferent hard-decision SM detectors, when they are invoked
in [151], [254], where both STSK and LDC constitute specidly the SM receivers and by the STSK receivers. It can be seen
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Hard-decision optimal SM Detectorp

Complexity Order

Computational Complexity (real
valued multiplications)

Related Literatures

General ML aided MIMO detector

O(N7 M)

(4NTNR + QNR)NTM

12], [66], [165]

Simplified SM detector

O(Ny M)

6NN + 6N M

134]

Reduced-scope-based SM detecto

MPSK: O(Ny M/4)

(6Ng + M/2+ 2)Nr

SquareM QAM: O(Npv M)

(6Ng + 2v/M + 2)Nr

[138], [139], [259]

Hard-limiter-based SM detector

O(2Nr)

MPSK: (6Nr + 9)Np
SquareM QAM: (6Nr+11)Np

[137], [140]
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TABLE V
SUMMARY OF HARD-DECISION OPTIMAL SM DETECTORS

Hard-decision suboptimal SM Detectors§ Complexity Order Computational Complexity (real-valued multipli- Related Literatures
cations)

MPSK: 4N + 2

SquareM QAM: 4Np + 4

MPSK: (6N + 2)Np + 4

SquareM QAM: (6Ng + 2)Nr + 6
MPSK: (GNR + Q)NT + 9NList
SquareMQAM: (6Ng + 2)Np + 11N ;s

MPSK: (6Ng + 2M + 2)Np + 4

Maximum Ratio Combining (MRC)-base
SM detector
Normalized-MRC-based SM detector

toNg +1) [27]

O(Nr + 1) [141]-{143]

List-normalized-MRC-based SM detectd [141], [142], [144]

"O(Np 4 2Npis1)

Unity-constellation-power-based SM

NprM + 1 145

detector O(NrM+1) SquareM QAM: (6Ng + 2M + 2)Np + 6 [145]
List-unity-constellation-power-based SM —~ MPSK: (6Ng + 2M + 2)Np + 9NL ;s

is = 146

detector O(N7M +2Npist) SquareM QAM: (6 Np+2M+2)Ny+11Np ;4 [146]

Distance-ordered-based SM detector O@Nr + Npsot) MPSK: (6Ng + 7)N1 + 5Np;st [147]

SquareM QAM: (6Ng + 9)N1 + 5N st

TABLE VI
SUMMARY OF HARD-DECISION SUBOPTIMALSM DETECTORS

in Fig. 29(a) that both the normalized-MRC-based and listomplexity, while maintaining the optimum SM performance.
normalized-MRC-based SM detectors exhibit an error floor Fig. 31 further offers complexity comparison of the soft-
for SM detection, when there is no receive diversity gaidecision SM detectors in terms of the total number of real-
owing to havingNr = 1, but their performance improves asvalued multiplications. Owing to the zeros in the SM trans-
Npg increases. It may also be observed in Fig. 29 that unitgritted symbol vector of (103), the SM probability metric esti-
constellation-power-based SM detector performs better thamation of (108) is already less computationally complex than
normalized-MRC-based SM detector and that the list-bastee MIMO probability metric estimation of (14). Nonetheless,
detectors such as the list-unity-constellation-power-based dfid. 31 evidences that the reduced-scope-based SM detector
list-normalized-MRC-based SM detectors outperform theaffers a further substantial complexity reduction compared to
respective unity-constellation-power-based and normalizettie simplified MAP aided SM detector, which is as high as
MRC-based SM counterparts. In general, all optimal S85.9% ~ 88.5% for SM(Nr,1)-Square 16QAM employing
detectors of Table V achieve the same ML performance, whiléfferent number of TAs from the seNy = {2,4,8,16}
all suboptimal SM detectors of Table VI impose a performande Fig. 31(a) and up t056.7% ~ 95.2% for SM(4,1)
loss on both SM and STSK in Fig. 29 in a conceptually similamploying different MPSK/QAM constellations ofM =
manner to the MMSE detector’s performance loss inflicte®, 4, 8,16, 32,64} in Fig. 31(b). It is worth noting that the
upon V-BLAST as seen in Fig. 25. complexity reduction demonstrated in Fig. 31 is particularly
The detection complexity comparison of the different hardpeneficial for turbo detection assisted MIMO schemes, where
decision SM detectors is presented in Fig. 30. First of all, corthe soft-decision MIMO detector is invoked several times in
pared to the simplified ML aided SM detector, the reduce@rder to achieve the best possible performance promised by
scope-based SM detector offers a substantial complexity f8e MIMO capacity predictions.
duction, which is as high ag84.3% for SM(Np,1)-Square
16QAM (1 < BPSr < 4) in Fig. 30(a), and is up t03.8% for  D. Error Probability and Capacity Analysis for SM and STSK
SM(4'1)'MPSK/QAM (,1 < BPS< 0), as seen in Fig. 3O(b_)' The theoretical average BER of virtually all MIMO schemes
Mor_eover, the hard-l|m|t§r—based SM detector further prowder‘ss characterized by (7), where each PEP is bounded by (8).
a slightly lower complexity than the reduced-scope-based r the case of SM, the Pairwise Squared Euclidean Distance

detector,_whe_zn the number of modulation _Ievels is as high ED) that directly determines the PEP of (8) may be
M = 64 in Fig. 30(b). For the representatives of suboptim J(pressed as:

SM detectors, it can be seen in Fig. 30 that the normalize
MRC-based and list-normalized-MRC-based SM detectors do )

not show a significant complexity advantage. ConsideringS’ — S| =
their suboptimal performance quantified in Fig. 29, we may |s™ — 5m|2, Case 3w =0, m # m
conclude that both the reduced-scope-based SM detector and (146)

the hard-limiter-based SM detector are more attractive camhere the SM codeword indices and i represent the TA
didates in terms of offering a substantially reduced detectiaativation indices and the classic modulated symbol indices

|s™? + |s™|°, Case 1w # o, m # m
2[s™ 7, Case 2w # v,m =m ,
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-©- Normalized-MRC-based SM detector
- List-normalized-MRC-based SM detectpr

-~ Simplified ML aided SM detector
—A— Reduced-scope-based SM detegtor
—k— Hard-limiter-based SM detector

T T

= ML/Reduced-scope-based/Hard-limiter-based SM deteq:tors

-~ Normalized-MRC-based SM detector
~@- List-normalized-MRC-based SM detector

—k— Unity-constellation-power-based SM detector
-4 List-unified-constellation-power-based SM detector
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Fig. 30. Complexity comparison between optimal and suboptimal hard-
- ML/Reduced-scope-/Hard-limiter-based SM detecqors decision SM detectors.
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Fig. 29. Performance comparison between different SM detectors summa-

rized in Sec. IlI-A, when they are invoked by SM and STSK receivers.

Fig. 31.

Complexity comparison between the soft-decision simplified MAP

aided SM detector and the soft-decision reduced-scope-based SM detector.

{v,m} and{v,m}, respectively. The corresponding relation-
ships are given byi = mNyp+v—1) and(i = mNp+v—1).
For the sake of comparison, the PSED of the V-BLAS

scheme may be expressed in a similar form as:
. = 2 Nt . =
IS* =S| = Isi, — 3% example, a V-BLAST(4,¥)-QPSK scheme has a throughput
v=1 of R = 8, which requires the SM(4,3) system to employ

For the case of V-BLAST, the worst case of the minimura 64QAM scheme. As a result, the SM’s PSED of (146) is
PSED that may maximize the PEP bound of (8) occurs, whenbstantially degraded owing to both the reduced constellation
the two V-BLAST codeword vectorS? andS* only differ in  point powers and the reduced Euclidean distances between the
a single element, which corresponds to SM’'s Case 3 in (146pnstellation points.
However, any SM codeword has a total numberdf — 1) For these reasons, SM is unlikely to outperform V-BLAST
zeros, which means that any two SM vect@&sand S’ in  at the same system throughput under the same hardware and
(146) share at leastN; — 2) zero elements. However, V-software conditions, albeit SM has a potential low-complexity
BLAST’s pairwise codewords are often different in more thaadvantage. Indeed, this would only be possible for SM sys-
two elements for( Ny > 2). tems, under the employment of extra hardware for creating

Moreover, since the throughput of V-BLAST is given by

= NrBPS while that of SM byR = BPS; + BPS,
he SM system has to employ a higher-ordeiPSK/QAM
constellation in order to match the throughput of the V-BLAST

(147) system equipped with the same number ¥f TAs. For
147
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minv{sm#smx}\smfsm | | minygm |s™|?
Square 16QAM 0.4 0.2 @ - -
Star 16QAM | 0.234 04 10T - — Average BER (simulation)
(Mg =2,a=2) B—an e | Average BER (theory bound)
16PSK 0.152 1 101 ' _
Square 64QAM 0.0952 0.0476
Star 64QAM | 0.0425 0.279
(]V[A = 4,0( = 14) 10’2 —
64PSK 0.0096 1 &
o
TABLE VII 10° ,
SUMMARY OF THE MINIMUM CONSTELLATION POINT DISTANCES
minv{s%smfﬂsm — s™ | AND THE MINIMUM CONSTELLATION POINT
POWERSminy m |s™|? FOR 16-LEVEL AND 64-LEVEL PSK/QAM 10* | [0 SM(16,2)-MPSK -
CONSTELLATIONS, O SM(16,2)-Square MQAM
& SM(16,2)-Star MQAM
5

o 5 10 15 20 25 30 3 40 45
SNR[dB]

transmit diversity techniques [15], [158], [160], orthogonal _
(&) SM employingM PSK/QAM

shapping filters [15], [156], [158], or when aiming for a
reduced SM throughput [161] or when using more complex

ML aided SM detectors while opting for suboptimal LF aided 10
V-BLAST detectors [27], [140], [141], [149], [152]. In order

to clarify this matter, we will provide a discussion on the 3 —— Average BER (simulation)
performance and complexity tradeoff between V-BLAST and 1| Average BER (theory bound)
SM in Sec. llI-E, where the system requirements are the same
for both of them.

Itis also interesting to see in (146) that the SM’s PEP expe-
rienced in some combinations is determined by constellation 10
point power{|s™|*}*=!, which is not the case for V-BLAST,
as presented in (147). The same feature may also be observed 10" |-
in terms of the STSK’s PSED, which may be expressed as:

[] STSK(4,2,2,16)-MPSK
O STSK(4,2,2,16)-Square MQAM
& STSK(4,2,2,16)-Star MQAM

BER

—_ JR— _ 2 _ _
‘ ., Héqs’”: AQQST”’ , Case liq#q,m#m SNR[dB]
IS* —S'I= { ||A, —Ay||” - |s™[?, Case 2:g# g,m=1m , (b) STSK employing)PSK/QAM

=~ 112 712 - _
HAqH ’ |‘5m B sm‘ , Case 3g=q,m 7& m Fig. 32. Performance comparison between SM/STSK employing different
(148) MPSK/QAM constellations.
where the STSK codeword indices are formulated(@as-=

mNg+q—1) and (i = mNg +q—1). It can be seen in both

(146) and (148) that a higher valueiafny. [s™|* is required  gegrades its performance in the concept of SM/STSK systems.
by Case 2, while a high@nin ...y [s™ — s™ | value IS \we note that although/PSK and Stan/QAM may exhibit a
required by Case 3 for both SM and STSK. These two requifgsrformance advantage of SM/STSK, the detection complexity
ments cannot be satisfied by ti¢PSK/QAM constellations oy sM/STSK employing Squard/ QAM becomes the lowest,

at the same time. For example, the minimum constellatiQhen the reduced-scope SM detector is employed, owing to

point distances and the minimum constellation point poweige fact that the real and imaginary parts of the SqUARAM
are summarized for 16-level and 64-level PSK/QAM constelynstellation may be visited separately.

lations in Table VII, which demonstrates that Square QAM . . . .
exhibits the highest minimum constellation point distanc Even though its complexity advantage is attractive, SM and

. m_ om’ §TSK fail to achieve the full MIMO capacity of (4). In more
i fsmotsm’) |5 ° : .bUt both FSK and ?tar QAM haVedetails, the SM's mutual information between the input and
a higher constellation point poweiinygm |s™|*.

. . output signals may be formulated as [137], [140]:
Fig. 32 portrays the performance comparison betweeI%I put sig y . [137], [140]

SM/STSK employing differentd/ PSK/QAM constellations.

It may be observed in Fig. 32 that for a lower modulation(jg]aMC(SNR) = max I({s™,v};Y)
order of M = 16, SM(16,2) and STSK(4,2,2,16) employing p(s™):p(v) (149)
16PSK perform even better than their Square 16QAM and Star = max I(s™;Y|v) + max I(v;Y),

16QAM based counterparts, which is an explicit benefit of p(e™) 2(v)

16PSK’s dominant advantage of having a higher constellation

point power as seen in Table VII. However, as the numbwhere the input signal vecto8 is given by (103), while

of modulation levels is increased td/ = 64, SM(16,2) the output signal vectolY is given by (1). The first term
and STSK(4,2,2,16) employing Star 64QAM perform thenax, ) I(s™;Y|v) in (149) represents a SIMO system’s
best, where the 64PSK’s reduced constellation point distargapacity, which is maximized, when the input is assumed
of minggm_semy [$™ — s™'| shown in Table VII severely to be a Gaussian-distributed continuous signal. This may be
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expressed as: __where the related entropies are given by
N H(Y|{s™,q}) = H(V) = logydet[reNoIy,n,] and
1 <~ _ - v .
CEIC(SNR) = - S logy(1+ mH,_|P),  (150) H/(V]a) = logs det [re(FL{_F,,_ + NoLv, ;)| according
’ Nr bt to the STSK’s equivalent received signal model of (142),
while {qu_}flvfl and {x, _ flvjl refer to the g-th row

where the entropy of the AWGN variable is given by . P S _ .
H(Y|{s™,0}) = H(V) = log, det [reNoIx,], while that vectors obtained fronH = YH and y of (142), respectively.

of the Gaussian-distributed output signal Wy(Y|v) = Comparing (154b) to the LDC capacity of (99), it may be

log, det [W@(HH H. 4+ NI )] Furthermore. the Secondobserved that the STSK capacity cannot reach the full MIMO
2 v,— olng)]- , ity by forcingﬁ{,Yq,— = In,.n,, because it requires

capacity term of (149) is also maximized by the GaussidPac! . ! — .
PDF of the output signal, which is given by(Y|v) thai:he elements of the dlspgr{sloniznatml satisfy both
P12 = 1}Ye N and HA, )" A, = Ofvet fvosto,

TRy ©XP [—YR;}”EYH] , where provided that the: {144 : . .
is a Ayhich cannot be achieved. Comparing (154c) to (150), it may

th TA is active, the autocorrelation matrix of received sign ) ;
g also be observed that the first term of the STSK capacity

Y is given byRyy |, = E(Y?Yv) = HY_H, _ + Noly,. oS :
Therefore, the determinant term is given Ryyi,) = expression is smaller than that of the SM capacity. In_ more
9 it (TR y 1) details, for the case ofVp > Ny, all STSK dispersion

VR NN det(Ty, + nHY_H, ) = 7VNeNN*(1 + nk2), iyt
0 (Lyy, + nH, H,) o " ) , Matrices may satisfyAqu = %—iINT, as discussed in

where we haves? = |H, _||?, as defined in (107). As
’ Sec. llI-B. Hence (154c) may be further extended as:

result, the second capacity termax,) I(v;Y) of (149)

may be further extended as: 1 Mo Npn
Yl CSEE) = 5z S toms {1+ )
Cgﬁf\gc(SNR) = max //p(Y|v)p(v) log, ) dvdY, PRQ =1 T (155)
o PR s - Nicg,%c (%, NrNp)
where the average output signal PDF is given§y’) = P T ,,
[ p(Y|v)p(v)dv. Naturally, (151) is maximized, when the < C§H1o (1, Nr) = CS3YC (0, Nr),

input PDFp(v) is Gaussian. However, the TA activation index, 1 .o e have|x, _H]||* = ||A,H|?? according to (142). It

v is confined to the limited range ofl < v < Nr), i ghown by (155) that the first term of the STSK capacity

which cannot be generalized by lettingr tend to infinity. C;lgTCs]\f(Cl(ﬁ) of (154) is equivalent to the SIMO system’s ca-

Therefore, we have to accept the fact that the TA activatio Lcity associated with the scaled SNR %ﬂ as well as with

index v can only be interpreted as a discrete input Slgn%]e increased number oFsNp RAS, which is normalized

and hence (151) is maximized for equiprobable sources gveer channel uses. Therefore, the first STSK capacity term

{p(v) = ]\,L}UJ\’:T1 as (152), where the statistically Gaussian, /¢ ; ! .
output signTaI may be directly generated, given the sole inpuﬁTSKgéVJQCOf (154) is sma_lller than the first SM capacn,y
signalv asY = H, _ + V, which was appropriately revised ©" Csar () of (150), which equals to the SIMO system’s

from (1). capacity of C§376" (17, Nr) = E [logy (1 +n - || H|[*)].
For the case of STSK, the CCMC capacity may also o Finally, the second part of the STSK capacity of (153) may

: ; obtained by modifying the SM’s (151) and (152) according
evaluated based on (149), where the equivalent fading Chanto%z142) as (156), where the STSK dispersion matrix selection

of SM is given byH = YH according to the received signal.~ . . 0 .
vectorization of (142). Naturally, the STSK capacity has to Ba dlscr(_atlzed S'TT‘"""”VE’ t.he SM. TA selection, anq hence the
normalized byN» owing to the employment of multiple time mutual information/(¢; Y) is maximized for the equiprobable

_ 1 Ne i 2 _ 1T 2
slots. Therefore, the SM's CCMC capacity of (149) may bgPurce ofin(e) = x-1,%, while we have{r; = [[H, |}

revised for STSK as: for the STSK’s equivalent received signal model of (142).
Since the first STSK capacity term of (154) is lower than the
CSEME(SNR) =  max LI({sm, ¢4:Y) SIMO capacity, while the second STSK capacity E;eprm of (156)
p(s™),p(q) Np (153) saturates according t@axgyr Cg%‘j{(%(SNR) = N—}S} the
— max LI(Sm,?‘q) 1 max i](q?). overall STSK capacity of (153) is expected to be lower than
p(s™) ' p@) Np 7 the SIMO system capacity in the high-SNR region.

The first part of (153) may be modified from (150) as:
) . E. Summary of MIMO Performance Comparisons
CStska(SNR) = max NT»H(YM) - N*PH(YI{vaq}) The multiplexing versus diversity tradeoffs associated with
the classic MIMO schemes of V-BLAST, STBC and LDC

(154a) were presented in Sec. II-D. In this section, we further enrich

No the MIMO performance comparisons by including the results

- ! Zlog2 det (INPNR +,7ﬁHYH7y 7ﬁ> (154b) ©Of SM and STSK, where the performance versus complexity

NeNe = B tradeoff are highlighted.

. Y 1) Capacity ComparisanAs discussed in Sec. IlI-A, both
NoN Zlog2 (1+n||yq,,ﬁ\|2), (154c) SM and STSK constitute attractive design alternatives to
@ 4= multiplexing- and diversity-oriented MIMO schemes as a
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N Nr _ H —lyH
CSEMC (SNR) = 1 XT: el p(Yl)| _ 1 el TrneZ %P [ Y (H/_H, _ + Noln,) Y } 15
SM,2 = 082 = Z 082 ) . (152)
Nr p(Y) Nr : ZNT 1 S exp |:_Y (HI{;{_Ha,f + NOINR) YH}

v=1 =1 1+nkZ
Ng v (BH 1 “lH
1 Ng Tro? exp |—Y (qu,Hq,, + NOINPNR) Y
CSFHE(SNR) = NN E{ log, - , (156)
< (4 - “l—H
PINQ T Z?:Tl Timﬁ— exp [—Y (H?’LH@_ + NOINPNR) Y :|
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Fig. 34. BER and Complexity comparison between hard-decision ML

and MMSE aided V-BLAST(2,2)-QPSK as well as reduced-scope-based
SM(2,2)-8PSK, which are associated with the same throughput ef 4
bits/block/channel-use.

3.0

25

2.0

order to achieve the same throughput, as their multiplexing-
oriented counterparts.

-H- V-BLAST(2,Ng)-QPSK

DCMC Capacity [bits/block/channel-use]

- SM(2,Ny)-8PSK 2) The Performance Versus Complexity Tradeoff in Unco-
G2-STBC, S 16QAM : :
05 QSTSK(ZMZ%‘ZGE%EQAM ded MIMO Systems First of al a simple BER and
oR e e e et e e e B complexity comparison between V-BLAST and SM is
weos 0 s s 0 w30 exemplified by Fig. 34. It can be seen in Fig. 34(a) that

SNR[dB]

(b) DCMC Capacity the performance difference between SM(2,2)-8PSK and

V-BLAST(2,2)-QPSK is almost negligible compared to
Flg 33. Capacity comparison between V-BLAST, SM, Alamouti’'s GZ-STBQhe performance degradation imposed by employing the
and STSK, whereVy = 2 TAs are employed. low-complexity MMSE detector for V-BLAST(2,2)-QPSK.

Fig. 37(a) further demonstrates that the reduced-scope-based
benefit of their lower detection complexity. Let us examin8M(2,2)-8PSK detector exhibits a similarly low detection
the capacity of SM and STSK first. Fig. 33(a) shows thaomplexity to that of the linear MMSE aided V-BLAST(2,2)-
SM(2,2) cannot achieve the V-BLAST(2,2)’s full MIMO ca-QPSK detector, both of which are substantially lower than
pacity, but the SM capacity is evidently higher than that of bothe ML aided V-BLAST(2,2)-QPSK detector.
Alamouti’'s G2-STBC and of the SIMO system. By contrast, Fig. 35 further extends the scope of our discussions by
STSK(2,2,2,4) performs poorly in terms of CCMC capacity, dacluding the diversity-oriented MIMO schemes of STBC and
seen in Fig. 33(a), where the STSK capacity is seem to be e®nNSK. Explicitly, it can be seen in Fig. 35(a) that when there
lower than the capacity of the SIMO system, as previousiy no receive diversity, SM(2,1)-8PSK performs slightly worse
predicted in Sec. 1I-B3. than V-BLAST(2,1)-QPSK, while STSK(2,1,2,4)-Star 64QAM

Fig. 33(b) demonstrates furthermore that Alamouti’'s GZas an improved performance as a benefit of its diversity gain,

STBC approaches its full DCMC capacity at a lower SNRut Alamouti’'s G2-STBC employing Square 16QAM exhibits
than the others for the case &fz = 1. However, whenViy = the best performance. However, Fig. 35(a) also shows that
2 RAs are employed, both Alamouti's G2-STBC and STSIs Ny, is increased, both the SM scheme and the V-BLAST
exhibit a lower DCMC capacity in the low SNR region, ascheme perform better at low SNRs, because the STSK and
evidenced by Fig. 33(b). This is because both the diversitthe G2-STBC arrangements have to employ high-order QAM
oriented schemes have to employ higher-order modulationsiinorder to compensate for their throughput loss owing to
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Fig. 36. Performance comparison between V-BLAST, SM and STSK
Fig. 35. Performance comparison between V-BLAST, SM, STBC and STS¥ssociated with a high number of TASy = 8 and a higher throughput
associated with the same throughput/f= 4 bits/block/channel-use. of R = 8 bits/block/channel-use.

. ) o achieved at a substantially reduced detection complexity.
yuh;mg Np symbol periods. Slmllar.trends may be observed |, order to offer a quantitative complexity comparison
in Fig. 35(b) for the case oWy = 4. Itis worth noting that the pegween the conventional MIMO receivers designed for V-
transmit diversity order of STSK(4,)2,16)-16PSK is given g| AST and STBC as well as the low-complexity optimal
by min(Nz, Np) = 2, which is lower than the full diversity \ymo receivers conceived for SM and STSK, it is assumed
order of HR-G4-STBC. The number of symbol periails is  ht the fading channels do not change for a sufficiently long
flexibly adjustable for STSK, .WhICh results in a very ﬂex'bl,eperiod of time, so that the MMSE filters taps of (37) adjusted
system design. More explicitly, the STSK associated wifa \/ g AST are not required to be updated frequently, while
Np = N may achieve the full diversity order aNr Nk, the fading channel power$r, } N estimated by the SM
while a lowerNp < N allows the STSK scheme to employgetectors of Sec. III-A and the STSK scheme’s equivalent
a lower-order modulation to be used for achieving the SaM&ding matrixH = YH of (142) may also remain unchanged.
system throughput,_which may result in a better performangg,yer this condition, it can be seen in Fig. 37 that the
in the low SNR region. orthogonal STBC achieves the lowest detection complexity

Once again, comparing the results of Fig. 25 and Fig. 3far both N = 2 and Ny = 4. It is also evidenced by
it is essential to note that the performance loss imposed pyy. 37 that the ML MIMO detector designed for V-BLAST
employing SM instead of V-BLAST is significantly lower thanexhibits the highest complexity, while the linear MMSE re-
that of employing a low-complexity linear MMSE receiver forceiver successfully mitigates this complexity problem, at the
V-BLAST in Fig. 25. The same trend prevails, when STSK igost of an eroded performance as seen in Fig. 25. Against
compared to LDC in Fig. 25. Therefore, the ultimate benefit @his background, the SM detectors are capable of offering
the SM and STSK systems lies on their complexity advantage.complexity that is slightly higher than that of the MMSE

Let us now elaborate a little further on the performance oéceiver of V-BLAST, but still substantially lower than that
MIMO systems associated with a higher number of antennas. the ML MIMO detector of V-BLAST, as demonstrated
Fig. 36 shows that the transmit diversity gain obtained Hyy Fig. 37. Let us recall from Sec. llI-B that the STSK
STSK only becomes advantageous, when there is no recaweeivers require extra signal processing, before being able
diversity owing to usingVz = 1 RA. As the number of RAs to invoke the SM detectors. Therefore, it is shown by Fig. 37
increases taNyp = 2, Ng = 4 and even toNp = 8, the that the STSK detection complexity is higher than the SM
performance of V-BLAST and SM becomes better and the petetection complexity. Nonetheless, considering that STSK is
formance difference between V-BLAST and SM is increasedapable of offering a diversity gain for SM, as demonstrated
This is because the high multiplexing gain of V-BLAST allowdy Fig. 35, the employment of STSK is beneficial, because its
it to employ the low-order BPSK modulation for achievingletection complexity is considerably lower than that of both
the same throughput as SM and STSK employing higheahe V-BLAST and the LDC receivers invoking the ML MIMO
order modulation schemes. This important feature implies thdgtector, as evidenced by Fig. 37.
altough STBC and STSK may be conceived for any arbitrary 3) The Performance Versus Complexity Tradeoff in Coded
number of TAs, V-BLAST may be preferred for large-scal®IMO Systems In this section, we compare diverse MIMO
MIMO systems equipped with a large number of antennashemes in the context of a variety of coded systems, where
at the base stations [15]-[18]. SM may act as an alternatitree simulation parameters are summerized in Table VIII.
to V-BLAST at the cost of a slightly degraded performanc@/e note that the reduced-scope-based soft-decision SM
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Channel RSC coded MIMO (Schematics Fig. 38)
30 ] Coding TC coded MIMO (Schematics Fig. 38)
IRCC-URC coded MIMO (Schematics Fig. 39)
20 7 RSC coded [[Rrsc—_m1mo iterations between soft-decision RSC decoder
- MIMO and soft-decision MIMO detector
10 1 TC coded | Rpc iterations within soft-decision TC decoder
; B 5 ; MIMO IRTCc_ M1 MO iterations between soft-decision TC decoder
a1 @2 1) @22 @) @1) (4.2) and soft—deusmn MIMO detector _
(@) Ny =2, Ng =2 IRCC-URC IRURC_MIMolteratlons between soft-decision URC decoder
coded and soft-decision MIMO detector
MIMO I1rRco—{URC—MIMOY iterations between soft-decision IRCLC
140 | and the amalg_amated soft-decision URC-MIMO decoder.
g (11) V-BLAST(4,2)-BPSK, ML Frame Iength 1 000 000 bits
120 (1.2) V-BLAST(4,2)-BPSK, MMSE | TABLE VIII

(2.1) SM(4,2)-QPSK, Reduced-scope SYSTEM PARAMETERS

(2.2) SM(4,2)-QPSK, Hard-limiter

(3) HR-GA4-STBC (W=2), 256QAM detector of Sec. 11-A8 is employed by both SM and STSK
(4.1) STSK(4,2,2,16)-16PSK, Reduced-scope in this section. In order to overcome these limitations of the
(4.2) STSK(4.2,2,16)-16PSK, Hard-limiter conventional MIMO systems, as discussed in Sec. II-A9,

it is desirable for SM to invoke its optimum detector at
a reduced detection complexity. Let us firstly examine the

performance of V-BLAST and SM together with STBC and
i STSK in the context of coded systems with the aid of the
EXIT charts of Fig. 40 and the BER performance curves of
: Fig. 41. It can be seen in Fig. 40 that the STBC’s orthogonal

(1.1) (1.2) (2.1) (2.2) @3) (4.1) 4.2) . . g -
(b) Ny = 4, N = 2 design results in a near-horizontal EXIT curve, similarly to
T ’ R .

. . _ a classic SISO scheme. By contrast, the V-BLAST, SM and
Fig. 37.  Complexity comparison between V-BLAST, SM, STBC and STSISTSK schemes exhibit a considerable iteration gain. For this

associated with the same throughputfof= 4 bits/block/channel-use, where h b fi . . d
the fading channels are assumed to be constant, so that the same operafosOn, the number of iterations Is set i@r¢ = 4 an

do not have to be repeated by the MIMO receivers. IRrc_mimo = 4 for the TC coded V-BLAST, SM and
STSK systems, whild Ry = 8 and I Rpre—_ im0 = 2 are
used for the TC coded STBC systems. The BER performance
of Fig. 41 shows that when there is no receive diversity,
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01 Fig. 41. BER performance comparison between half-rate TC V-BLAST, SM,
00 STBC and STSK associated with the same system throughpit & = 2
00 01 02 03 04 05 06 07 08 09 10 bits/block/channel use.

Ia

Fig. 40. EXIT chart compalisoh of \-BLAST, SM, STBC and sTskV-BLAST and SM counterparts employing lower order
associated with the same system throughpuReR = 2 bits/block/channel MPSK/QAM, when all of them benefit from a diversity
use. gain owing to employingNz > 1. For the same reason, it

may be observed in Fig. 41(b) that V-BLAST(4,2)-BPSK
SM(2,1)-8PSK and SM(4,1)-QPSK perform worse than theerforms the best amongst the TC MIMO systems, while
respective V-BLAST counterparts of V-BLAST(2,1)-QPSKSM(4,2)-QPSK performs better than its STSK(4,2,2,4)-Square
and V-BLAST(4,1)-BPSK in the context of the TC coded4QAM counterpart. Furthermore, it can be seen that the TC
MIMO systems, but the STSK(2,1,2,4)-Square 64QAM arldhlf-rate G4 STBC arrangement performs the worst for both
STSK(4,1,2,4)-Square 64QAM schemes offer a performandg; = 1 and Ny = 2 in Fig. 41(b), because it has to employ
improvement over their SM counterparts, as a benefit afhigh-order 256QAM scheme in order to provide the same
STSK'’s transmit diversity gain. It can be seen in Fig. 41(&ystem throughput, and its diversity advantage exhibited at
that the G2 STBC employing Square 16QAM exhibits thkigh SNRs is eroded in channel coded systems operating at
best performance amongst the TC coded MIMO systems]atively low SNRs.
when we haveNi = 1. However, when all MIMO schemes Although the EXIT charts of Fig. 40 predict a similar detec-
benefit from a receive diversity gain owing Nz = 2, tion capability for V-BLAST and SM, the BER performance of
V-BLAST(2,2)-QPSK performs the best in Fig. 41(a)Fig. 41 demonstrates that SM performs worse than V-BLAST
SM(2,2)-8PSK performs similarly to G2 STBC, whileby about 0.8 dB in TC MIMO systems associated with the
STSK(2,2,2,4)-Square 64QAM performs the worst. This same throughput oR?. R = 2 bits/block/channel use. As seen
because the diversity-oriented STBC and STSK schemiagig. 43, TC associated withRr¢ = 4 exhibits a horizontal
have to employ higher order QAM arrangements in ord&XIT curve, which does not match well with the steep EXIT
to compensate for their throughput loss. Hence STBC andrves of V-BLAST and SM. In order to provide a more
STSK generally perform worse at low SNRs than thethorough comparison, Fig. 42 shows the BER performance of
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Fig. 42. BER performance comparison between V-BLAST and SM in the 03
context of RSC, TC and IRCC-URC coded systems associated with the same o2li
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coded systems, while the corresponding decoding trajectories

are recorded in Fig. 43. It can be seen in Fig. 42(a) that
RSC coded SM(2,2)-8PSK performs very close to RSC coded
V-BLAST(2,2)-QPSK, while the performance difference beFig. 43. Decoding trajectories recorded for V-BLAST and SM in the context
tween the IRCC-URC coded SM(2,2)-8PSK and IRCC-URE{ RSC. TC and RCC-URC coded systems associated with the same system
coded V-BLAST(2,2)-QPSK arrangements is only 0.3 dB.

Furthermore, Fig. 42(b) shows that RSC coded SM(4,2)-

QPSK outperforms RSC coded V-BLAST(4,2)-BPSK. This is Fig. 44 further compares the computational complexities
because SM(4,2)-QPSK exhibits a higher iteration gain than different soft-decision MIMO detectors. It can be seen in
V-BLAST(4,2)-BPSK, as demonstrated by Figs. 40 and 48jg. 44 that both the STBC and the STSK schemes exhibit
which benefits its performance in the context of RSC codedlower detection complexity than the conventional MIMO
systems, because the EXIT curve of the RSC decoder is mutghiector, but the SM detectors offer the lowest detection
steeper than that of the TC decoder. For the same reasmomplexity in the context of coded MIMO systems. We note
IRCC-URC coded SM(4,2)-QPSK also slightly outperformghat in terms of the overall system complexity, the coded
IRCC-URC coded V-BLAST(4,2)-BPSK, as evidenced b®TBC system is the best, because the soft-decision STBC
Fig. 42(b). In summary, we may conclude that SM is capabtietector has to be invoked for a lower number of times, albeit
of achieving a comparable performance to V-BLAST in codeahly, because it benefits to a lesser extent fromahgriori
systems, provided that the appropriate channel coding scherimésrmation, which suggests to limit the number of iterations.
are selected. Nonetheless, for both cases®f = 2 and Ny = 4 in Fig. 44,

Ty 1Es

(b) SM(4,2)-QPSK
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Fig. 44. Complexity comparison between the soft-decision detectqr: - prews
conceived for V-BLAST, SM, STBC and STSK associated with the san eﬂ;f;';’(iéﬁ”;mtgrsgggxzrzec;;?'ex'ty' M ek
throughput of R = 4 bits/block/channel use, where the fading channel : :

envelope is assumed to be constant for the duration of a channel use. TABLE IX
A BRIEF SUMMARY OF THE ADVANTAGES OF DIFFERETMIMO SCHEMES

the SM detection complexity is as low &8% of the V-BLAST
detection complexity, which offers a substantial reduction of

both the signal processing complexity and the delay. More explicitly, in terms of the MIMO's multiplexing
feature seen in Table 1X, both V-BLAST and LDC achieve the

full MIMO capacity of (4), provided that the LDC’s parameters
satisfy Ng > NpNp. Both V-BLAST and LDC are capable
A. Summary of achieving the full multiplexing gain of = 5 = Ny),

In this treatise, two key tradeoffs of MIMO systems werahich leads to a system throughput thatNg- times higher
analysed. More explicitly, the first era of MIMO systenthan that of a SISO and SIMO system. Moreover, the SM
design was fueled by the multiplexing-diversity tradeoffand STSK arrangements may also achieve a multiplexing gain,
where the associated V-BLAST, STBC and LDC scheméence their throughput is higher than that of their SISO, SIMO
were introduced in Sec. Il. By contrast, the second era ahd STBC counterparts, but remains lower than that of V-
MIMO system design was predominantly motivated by thBLAST.
performance-complexity tradeoff. The corresponding SM andIn terms of the MIMO'’s diversity feature seen in Table IX,
STSK arrangements were introduced in Sec. lll. The MIM@e three MIMO schemes of STBC, LDC and STSK are
schemes of different categories are compared in Fig. 45, wheepable of attaining the full diversity order, which minimizes
the ’'tradeoff links’ explicitly show that there is no dominanthe PEP of (8) according to its rank criterion. The diversity-
MIMO scheme that can be advantageous in all categories. Tdreented MIMO schemes of STBC, LDC and STSK also
MIMO system design hinges on a delicate balance of complaim for minimizing the PEP at high SNRs according to
issues that have to take into account wide-ranging factorstire determinant criterion. However, the full transmit diversity
different system scenarios. Nonetheless, a conclusive summanger of min{ Ny, Np} requires a high transmission duration
of the advantages of different MIMO schemes is offered iof Np = Np. Consequently, the diversity-oriented MIMO
Table IX based on the discussions in this treatise. schemes have to employ high-ordefPSK/QAM in order to

IV. CONCLUSIONS
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compensate for the time-expansion-induced throughput joss, _Hvaﬂ + ZNTBPSZ§La(bk)
which erodes their performance at low SNRs. As a result, | om channels output signal fmmk;lchann'e| decoder
when multiple RAs are used and especially when channel
coding is applied, the high-throughput multiplexing-oriented l
MIMO schemes of V-BLAST and SM tend to perform bet A
in the low-SNR region, which was extensively analysed?r%
Sec. llI-E.
In coded scenarios, all the four MIMO schemes of V- Y
BLAST, LDC, SM and STSK are capable of producing ‘83”) Assign the a priori LLRs to the appropriate parts of the channel’s output %ignal.
improved iteration gain, when the soft-decision MIMO detec-
tors exchange extrinsic information with the channel decoders _ L :
using turbo detection. The MIMO schemes exhibit differdit5Y &ploring the symmetry of Gray-labelled PSK/QAM constellation, the
. . maximum probability metric may be obtained by visiting a reduced-size
advantages in the context of different coded systems, as shoW{}pset of constellation points.
in Sec. IlI-E3. For example, the SM schemes have a high
iteration gain, and tend to perform best in RSC coded or in Y
IRCC-URC coded systems. By contrast, the near-horizatdigtomplete the Max-Log-MAP or the Approx-Log-MAP by combining and
EXIT curves of the STBC is better matched to the EXIT CurVescomparing the exiting terms, which have already been evaluated for the
of the TC, which results in good performance at low systepd"@mum probability metric in the previous step.
complexity in TC.: coded systems. It is worth npting that WheH 46. The schematic of the reduced-complexity soft-decisiiMO
the channel coding arrangements are appropriately selectedgy&lction aigorithm.
MIMO schemes may perform closer to their capacity limits.
Therefore, the careful complexity profiling plays a salient rohich are invoked by a wide range of soft-decision MIMO
in coded MIMO system design. detectors, including the SD and LF aided V-BLAST and LDC
For example, the reduced-scope-based SM detectors rﬂg;yectors, the linear STBC detectors as well as the reduced-
performance similarly to the ML and MAP aided V-scope-based SM and STSK detectors. The rationale of the
BLAST detectors in uncoded and coded systems, as seeriéiluced-complexity algorithms is portrayed by Fig. 46.
Secs. III-E2 and IlI-E3, respectively. Moreover, the reduced- More explicitly, the first step in Fig. 46 is to simplify
scope-based SM detection complexity is comparable to tHe probability metric of (14). As a result, the soft-decision
linear MMSE aided V-BLAST detection complexity, whichSD aided V-BLAST of Sec. II-A4, the LF aided V-BLAST
is substantially lower than the ML/MAP aided V-BLASTOf Sec. II-A7 and the linear STBC detection of Sec. II-B2
detection complexity, despite the fact that the MMSE aidgtiay separate the MIMO data streams, while the soft-decision
V-BLAST detectors impose a significant performance lossM detection of Sec. IlI-A8 may obtainV; normalized
and they are generally designed for uplink MIMO systeni®atched filter output signals that correspond to Mge sepa-
associated withV; < Np. Similarly, both STBC and STSK rate M PSK/QAM candidates. In this way, eadiPSK/QAM
may also rely on ML/MAP aided MIMO detection at aconstellation diagram may be visited separately. The second
substantially reduced complexity, as summarized in Table IXtep in Fig. 46 is to assiga priori LLRs to the appropriate
Another important advantage of the SM scheme seen Rarts of the channel's output signal, so that in the third step,
Table IX is its low transmitter hardware complexity, wheréhe maximum probability metric may be directly obtained by
only a single RF chain is activated. Moreover, the dispersidifiting a reduced number of constellation points, thanks to
matrix generation of the LDC and STSK offers a morthe symmetry provided by Gray-labelling. In the end, the
flexible MIMO system design, where the parameters\gf, Max-Log-MAP algorithm of (15) and the Approx-Log-MAP
Ng, Np and Ny may be readily adjusted to any particulaglgorithm of (16) may be completed based on the evaluations,
system requirement. However, it is worth noting that sinoghich have already been calculated in the previous steps. The
the LDC and STSK matrices are randomly generated affpultant complexity reduction was shown to be substantial in
optimized according to the PEP and to the DCMC capacit§ecs. II-A8 and IlI-C, which is benefical especially when the
the transmitted symbols are no longer drawn from the classieft-decision MIMO detectors are invoked several times for
MPSK/QAM constellations, which imposes further strain oftrbo detection in coded systems.
the MIMO transmitter’s hardware complexity.
Furthermore, in this treatise, we offered a comprehensie Design Guidelines
survey of soft-decision MIMO detectors. Moreover, when both Based on this treatise, we simplify and summarize the
the channel’s output signal and tleepriori LLRs gleaned design guidelines for near-capacity MIMO systems as seen
from the channel decoder are taken into account in (14), tieFig. 47, which are detailed as follows:
soft-decision MAP aided MIMO detectors of Sec. 1I-A2 have 1) MIMO Factor of Multiplexing For practical realiza-
to evaluate and compare all the MIMO combinations. As tions, the multiplexing-oriented MIMO schemes of V-BLAST
result, the soft-decision MIMO detection may contribute and LDC exhibit the advantage of a high throughput, which
substantial fraction of the total complexity in coded systemis. N times higher than that of the SISO and SIMO arrange-
Against this background, we also highlighted the state-of-theents. Therefore, the V-BLAST and LDC may employ lower-
art reduced-complexity algorithms in Secs. 1I-A8 and 1lI-A8prder PSK/QAM schemes, when they are compared to other

Simplify the probability metric, so that each PSK/QAM constellation diagram
may be visited separately.
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MIMO Factors In summary, the low-complexity soft-decision STBC, SM
i and STSK detectors are the advantageous choices in coded
systems.
Multiplexing Diversity Complexity 4) Near-Capacity Factor of EXIT Charts The employ-
ment of EXIT charts is particularly beneficial for analysing
—|— the performance of coded MIMO systems, since they help

to choose the appropriate channel coding arrangements for

Near-Capacity Factors different MIMO schemes. For example, the SM schemes that

¢ have a high iteration gain may perform better in RSC coded
Reduced—Complexity or in IRCC-URC coded systems, as indicated by their EXIT
Algorithms LLR Accuracy EXIT Charts charts. By contrast, the STBCs that have near-horizontal EXIT
curves perform better in TC coded systems.
Fig. 47. Design Guidelines for Near-capacity MIMO systems. 5) Near-Capacity Factor of LLR AccuracyThe LLR ac-

curacy test constitutes an important tool in examining the

. ) reliability of the extrinsic LLRs produced by the soft-decision
MIMO schemes associated with the same throughput. Thgvo detectors. More explicitly, the extrinsic LLR defini-

employment of low-order PSK/QAM results in a low PEP iRy of 1. — qp 2elo=1) _ ) pO=1]Le) o supposed to
the low-SNR region, which becomes more important, wh —y p(Le16=0) pO=0IL) o

! gion, P » WN8b statistically true because of the consistency condition of
multiple RAs (Mg > 1) are used and also when chann (Le|b = 1) = p(L.|b = 0)ee, where the probabilities of

coding is applied. The MIMO schemes of SM and STSK m (b=1|L.) andp(b = 0|L.) may be evaluated based on the

also exhibit a modest throughput gain over their SISO, SIMRQstograms of the extrinsic LLRs produced by the soft-decision

and STBC counterparts. MIMO detector under investigation. A severe deviation from

2) MIMO Factor of Diversity Both transmit diversity and 7, — mW implies that the soft-decision detector
p(b=0]L,

receive diversity are benefical in both uncoded and coded syssted may produce large LLR values that deviate from the
tems. Again, the diversity-oriented MIMO schemes of STBGyye probabilities ofn 22=1L<)  These unreliable LLRs may

LDC and STSK achieve the full transmit diversity order ayslead the turbo detection. because they may become more
the cost of requiring several time-slots. As a result, the STB{xd more difficult to correct after a few iterations. In general,
and STSK generally have to employ higher-order PSK/QAMe generic soft-decision MAP aided MIMO detectors and
schemes in order to compensate for their multiple-slot-inducghir reduced-complexity variants used for STBC, SM and
throughput loss, which leads to a degraded performance in #1esK may always guarantee to produce reliable LLRs, hence
low-SNR region. In summary, in terms of the performance @hese options are preferred in coded MIMO systems.
coded systems, which may rely on multiple RAs for achieving 6) Near-Capacity Factor of Reduced-Complexity Algorit-
a useful receive diversity gain, the STBC and STSK schemggs The generic soft-decision MAP aided MIMO detectors
having the benefit of transmit diversity gain are no longefre preferred in turbo detection, because they are capable
preferred over their higher-throughput MIMO counterparts. of producing reliable LLRs. However, the soft-decision
3) MIMO Factor of Complexity In terms of the transmit- MIMO detection may contribute a substantial fraction of
ter's hardware complexity, the SM is particularly advantahe total complexity in coded systems, because all the
geous, because only a single RF chain is required. By contrddtMO combinations have to be examined, when both the
LDC and STSK impose a high hardware complexity on thehannel's output signal and tree priori LLRs gleaned from
MIMO transmitters, because the transmitted signals obtain#et channel decoder are taken into account. Against this
from randomly generated dispersion matrices are no londsckground, the reduced-complexity soft-decision MIMO
drawn from the classic PSK/QAM constellations. detection algorithms may be carried out in two stages. First
In terms of the receiver’s signal processing complexity, tr@f all, the multiple data streams have to be separated, so
STBC, SM and STSK arrangements do not suffer from tibat each individual PSK/QAM constellation may be visited
problem of IAl. This feature allows them to invoke low-separately. In this way, the conventional matrix-by-matrix-
complexity linear detectors without imposing any performandgsed signal processing, which directly deals with the MIMO
loss on the generic ML and MAP MIMO detectors in uncodesignal matrices is transformed into symbol-by-symbol-based
and coded systems, respectively. By contrast, when the ggtection. Secondly, by exploring the symmetry provided
and LF are invoked for V-BLAST and LDC, a performanceby Gray-labelled constellations, the number of constellation
complexity tradeoff is encountered. Moreover, the SD and Lgoints visited by the soft-decision detectors may be reduced.
aided V-BLAST detectors are generally designed for uplinks a result, the symbol-by-symbol-based detection may be
MIMO systems associated wittV;; < Ngz. For the rank- further simplified to bit-by-bit-based detection, where the
deficient MIMO systems associated wiffi; > Nz, which uncorrelated groups of bits representing a reduced subset of
are often encountered in realistic wireless communicatie@@nstellation points are detected separately.
systems, extra signal detection efforts are required. Further-
more, the suboptimal non-MAP soft-decision detectors are rfet Future Research
particularly suitable for coded systems, because they tend td) Reduced-Complexity Design Applied to Generalized
produce unreliable LLRs, which may mislead turbo detectioBpatial Modulation As discussed in Sec. IlI-D, one of
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the major disadvantages of SM is its CCMC capacity loskan the GSM of [164], [258]. However, the inter-antenna
compared to V-BLAST, which is explicitly demonstrated bynterference problem arises again both for the GSM of [160]
Fig. 33(a). As the recent developments in the millimeter-wawd also for the GSTSK of [151], [254]. As a remedy, sub-
band [13]-[15] allows us to accommodate a high numbeptimal reduced-interference receivers were proposed for the
of antennas, especially at the base stations [15]-[18], tB&M and GSTSK receivers in [160], [162], which are not
V-BLAST's full MIMO CCMC capacity may increase consistent with the SM/STSK motivation of low-complexity
linearly with the number of antennas, as specified by (3). Byngle-stream ML receiver design. Against this background,
contrast, the SM’s CCMC capacity of (149) can only increashe preferred GSM arrangement for future research is the one
logarithmically with the number of antennas, because tlwenceived in [164], [258], where the; activated antennas
maximum mutual information between the antenna activati@onvey the samé&/PSK/QAM symbol and hence there is once
index and the received signal formulated by (151)-(152) &gain no IAl. Ideally, the GSM and the corresponding GSTSK
upper-bounded byog, Nr. schemes should invoke the low-complexity SM detectors of
Therefore, the antenna activation procedure portrayed Segc. IIl.
the SM schematic of Fig. 12 may be modified in order to There are also a pair of hard-decision suboptimal GSM de-
convey more information bits. From a historic perspectivégctors in the literature [163], [260] which may achieve a near-
the fractional-bit based SM proposed in [255] allows theptimum performance in uncoded GSM systems. Moreover,
transmitter to employ any arbitrary number of antenfas it is demonstrated by [163], [258] that GSM may outperfom
instead of requiringNy being a power of 2. Specifically, SM, but the simulation results of [164] indicate the opposite.
when Np is not a power of 2, the antenna activation indeXherefore, the detailed capacity and performance comparison
may carry a variable numbers of bits, where some antenolaSM and GSM - especially in the context of coded systems
index candidates are encoded Bjog, Nr|) bits, while other - is still aside for future work. Moreover, the above reduced-
candidates are encoded biyog, N1 |+ 1) bits. However, the complexity design guidelines are also applicable to soft-
variable number of bits assigned for antenna activation megcision GSM detectors.
lead to an error propagation problem, when the antenna inde®2) Reduced-Complexity Design Applied to Differential
and the modulation index are detected separately at the SNMO Schemes Many recently developed communication
receiver. As a remedy, a bit-padding method was introducedsdpstems demonstrated growing interest in employing
[256], where an extra bit was attached at the end of the shbifferential Space-Time Modulation (DSTM), which
codewords so that all antenna activation index candidates niagilitates sophisticated signal processing both in the spatial
convey the same number Oflog, Nr| + 1) bits. and in the temporal dimensions, while the high-complexity
The earliest effort to assign more bits to the antenmaquirement of accurate channel estimation is eliminated. For
activation procedure is constituted by the Generalized Spaesample, the cooperative communication systems of [261]-
Shift Keying (GSSK) philosophy [135], where more than onf264] opted for employing single-element mobile stations
transmit antennas are activated. More explicitly, when a toboperatively sharing their antennas, so that a Virtual Antenna
number of n; out of Ny transmit antennas are activatedArray (VAA) may be formed for MIMO transmission, where
the total number of possible combinations is given by thbe distributed antennas typically experience uncorrelated
binomial coefficient of Uy = (]Xj) As a result, the total fading. As a result, it becomes unrealistic for the relays and
number of bits that can be conveyed by GSSK is given lile destinations to estimate the channel of all VAA links,
BPSr = |log,Ur| = log, Ur, where there are a totalhence the employment of DSTM may be perferred.
of Ur = 2BPSr GSSK codewords. Therefore, SSK [136] The first DSTM scheme was proposed by Tarokh and Ja-
constitutes a special case of GSSK, where we have- 1 farkhani [265] in 1999, where the Differential STBC (DSTBC)
andUr = Np. Furthermore, the Generalized Spatial Modulébased on the G2 STBC structure employidSK signalling
tion (GSM) [164] may rely on the same antenna activatiomas conceived. More explicitly, the DSTBC of [265] proposed
procedure as GSSK, while the saméPSK/QAM symbol to employ the G2 STBC codeword for both the data-carrying
conveying BPS = log, M bits is transmitted by all the matrix and the transmission matrix, whei¢PSK signalling
activated antennas, so that GSM still retains the advantagenafs used for all the transmitted symbols. In order to also
no inter-antenna interference. As a result, the SM of Sec. tdtain the MPSK signalling for the data-carrying symbols
also becomes a special case of the GSM associated wiithX,,_;, Hughes [266] proposed the family of group codes
n; = 1 and Ur = Nr. Moreover, the total number of in 2000, where however a throughput loss was encountered.
bits assigned to the antenna activation procedure was further2001, Jafarkhani and Tarokh [267] further extended the
improved by the Hamming code aided techniques of [257].DSTBC [265] to the case of employing multiple transmit
The GSM proposed in [160] opted for using the out of antennas based on the general STBC structure of Sec. 1I-B5.
Nr activated antennas to transmif different M PSK/QAM  Furthermore, the Differential LDC (DLDC) philosophy was
symbols, so that the total number of bits conveyed by thoposed by Hassibi and Hochwald [268] in 2002, where the
GSM scheme may be increased to BRSn,BPS, where we Cayley transform was invoked in order to guarantee that the
have BP$ = Llogz[(]x?)”. Similarly, the GSTSK scheme data-carrying matrixX,,_; is always unitary. In 2003 and
proposed in [151], [254] also activates out of Ny disper- 2004, Hwanget al.[269] and Nanet al.[270] proposed to em-
sion matrices to spread a total of different A/PSK/QAM ploy QAM for the DSTBCs of [265] and [267], respectively.
symbols. Naturally, the GSM of [160] has a higher capacityloreover, Wanget al. [271] suggested in 2005 that high-rate
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DLDCs may be generated with the aid of a gradient-ascent
method. Oggier and Hassibi [272] suggested in 2007 that the
high rate DLDCs may also be constructed based on division?)
algebra, so that the Cayley codes may be expressed in closed-
form. As mentioned before, the DSTSK scheme was proposetf]
by Sugiuraet al. [39] in 2010 together with the proposal (4]
of the STSK, while the DLDC’s Cayley transformed was
eliminated by Xuet al. [259] in 2011. In 2013, the concept of
Differential Spatial Modulation (DSM) was proposed by Bian (5]
et al. [273], [274] based on the DSTM concept, which was
then further improved by Ishikawa and Sugiura [275] in 2014.[6]
The Star-QAM aided DSM was proposed by Martin [276]
in 2015. Naturally, the multiplexing-diversity tradeoff and the [7;
performance-complexity tradeoff also exist in the context of
the DSTM schemes of DSTBC, DLDC, DSTSK and DSM. (8]
The noncoherent receivers conceived for SISO/SIMO
schemes including Multiple-Symbol Differential Detection [9]
(MSDD), Multiple-Symbol Differential Sphere Detection
(MSDSD) and Decision-Feedback Differential Detection,,
(DFDD) have also been developed for the DSTM. More
explicitly, the MSDD and the DFDD were firstly developed
for DSTM by Schober and Lampe [277] in 2002. Furthermore[,ll]
Pauli and Lampe [192] proposed the MSDSD concept for
DSTM employing MPSK in 2007. In 2011, the MSDSD [12]
conceived for DSTBC employind/ QAM was developed by
Xu et al. [278], and then the reduced-complexity MSDSDj13]
conceived for DSTSK was proposed by Xt al. [259].
Furthermore, notably, the two-dimensional MSDSD aided Dif—[ 4]
ferential Space-Frequency Modulation (DSFM) was developec]i
for OFDM systems by Lampet al.[194] in 2008. Moreover,
the DFDD and MSDSD aided DSTM were also conceived fof'®!
multi-user scenarios by Cheung and Schober [279] as well as
by Wang and Hanzo [280] in 2006 and 2011, respectively. [16]
Further research efforts invested in noncoherent DSTM
detection may be deemed to be three-fold. First of ally7
the aforementioned noncoherent receivers all rely on hard-
bit decisions, hence a thorough study of soft-decision-aided
noncoherent detectors conceived for coded DSTM is stilhg
awaited. Secondly, it was noted in [259], [278] that owing
to the associated matrix-based signal processing, the nonco-
herent DSTM detectors generally exhibit a higher complexit
than their noncoherent DPSK detector counterparts. Therefore,
a systematic reduced-complexity design is needed for noiol
coherent DSTM detection. Thirdly, the recent developmen[tn]
of massive MIMOs [16], [17] demonstrated the interesting
result that the linear MMSE MIMO detector may becomel22]
near-optimum, when the number of antennas is increased
substantially. Since accurate channel estimation may becomg,
a challenge in massive MIMO systems, the employment of
DSTM may be preferred. Against this background, one ma
predict that the optimum MSDD/MSDSD may become hardl
affordable, when a massive number of antennas are employed.
Hence the DFDD philosophy may become the preferreéd]
choice.

4]
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