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Abstract— A binary space time variable length coding
(STVLC) scheme is proposed for transmission of digital signals
with non-uniform occurrence probability distributions in delay-
sensitive wireless systems. The proposed STVLC scheme is
a unified source coding, channel coding, and spatial diver-
sity/multiplexing design. Specifically, two-dimensional variable
length binary codewords in space-time domain are designed and
modulated using binary phase shift keying (BPSK), and then
transmitted diagonally across the space-time grid using multiple
antennas. As the number of bits per codeword is varying by
the nature of variable length coding, the number of activated
transmit antennas, which equals the number of bits per variable
length codeword, also varies. We show that our unified design
approach effectively exploits the coding gain, power saving,
diversity and multiplexing gain, and thus achieves good source
symbol error performance.

I. I NTRODUCTION

The future generations of wireless communication systems
are required to provide reliable transmissions at high data
rates in order to offer a variety of multimedia services.
Motivated by the channel capacity potential of multi-input
multi-output (MIMO) channels studied in [1], [2], significant
research efforts have been invested in the design of space
time transmission techniques, such as the Bell-lab layered
space-time architecture (BLAST) [3] and space-time codes
(STCs) [4]. The idea of transmitting a space-time codeword
diagonally across the space-time grid first appeared in the
diagonal BLAST scheme (DBLAST) [3]. More explicitly,
DBLAST was designed for attaining multiplexing gain. In [5],
the diagonal transmission strategy was employed for attaining
full transmit diversity gain. Compared with other coding
methods (e.g. hand-design and computer search), the diagonal
block space-time coding [5] is systematic and enables efficient
code design with high coding gain at minimum trellis states
for an arbitrary number of transmit antennas. Moreover, the
diagonal block framework in [5] provides a flexible tradeoff
between spatial diversity and multiplexing.

At the time of writing, all space-time coding schemes were
designed assuming equal-probable and memoryless sources
where Shannon’s separate source and channel coding approach
is applicable. Yet, this is seldom the case for image and video
sources. In addition, Shannon’s separation theorem is based
upon the assumption of allowing infinitely long codewords.

In practise, such long codewords are undesired due to real-
time delay constraints. Hence a joint source/channel coding
approach is more practical, especially, in a delay-sensitive
wireless multimedia communication system [6].

Variable length codes (VLCs) [6] belong to the family
of low-complexity source compression schemes, which were
adopted by most image coding standards [7], [8] in their en-
tropy coding stage. In order to exploit the residual redundancy
of VLCs, numerous trellis-based VLC decoding algorithms
have been proposed, such as the joint source/channel coding
scheme of [9], [10]. Recently joint detection of STC and
VLC schemes were studied in [11], where a near-capacity
performance was achieved. Note that all VLC related schemes
have to convey explicit side information regarding the total
number of VLC encoded bits or symbols per transmission
frame.

In this paper, we propose a unified design of VLC and
STC, where two-dimensional (2D) binary VLCs are designed
and transmitted using the diagonal block space time structure
introduced in [5]. Since one source symbol is transmitted
during one symbol period, the transmission frame length
depends on the number of source symbols rather than the
number of VLC encoded bits. As a result, the proposed Space
Time Variable Length Coding (STVLC) scheme does not
have the synchronization problem of the ordinary time-domain
VLCs.

Relevant work on the joint design of source coding and
space-time coding can be found in [12] and [13]. These studies
considered analog source and used the end-to-end distortion
as performance measure. In this paper, however, we assume
discrete source or analog source that is already quantized into
discrete format prior to our STVLC encoder. Our objective is
thus to minimize the error probability of source symbols.

The paper is organized as follows. In Section II, we present
the STVLC design, while in Section III the trellis decoder of
STVLC is described. The simulation results are discussed in
Section IV and finally the conclusion is drawn in Section V.

II. SYSTEM OVERVIEW

Let us consider a point-to-point MIMO system equipped
with Nt transmit antennas andNr receive antennas, the same
model adopted in [5]. The signal to be transmitted on antenna



m, for 1 ≤ m ≤ Nt, at discrete time indext is denoted as
xm[t]. The received signal on antennan, for 1 ≤ n ≤ Nr, at
time t is denoted byrn[t] and modelled as:

rn[t] =
√

Es

Nt∑
m=1

hn,m[t]xm[t] + wn[t] , (1)

whereEs represents the average energy of the signal constel-
lation, hn,m denotes the channel coefficient between transmit
antennam and receive antennan at time t and wn[t] is
the additive complex white Gaussian noise with zero mean
and a variance ofN0/2. The amplitude of the modulation
constellation points is scaled by a factor of

√
Es, so that the

average energy of the constellation points is unity and the
expected Signal-to-Noise Ratio (SNR) per receive antenna is
given by γ = NtEs/N0 [14]. By considering a transmission
frame length ofT symbol periods, a space-time codeword can
be defined as

X =




x1[1] x1[2] . . . x1[T ]
x2[1] x2[2] . . . x2[T ]

...
...

.. .
...

xNt
[1] xNt

[2] . . . xNt
[T ]


 , (2)

The Pair-Wise Error Probability (PWEP) of erroneously de-
tecting codewordE for C is upper bounded at high signal-to-
noise ratios (SNR) by [4]:

p(C → E) ≤
(

Es

4N0

)−EH ·Nr

(Ep)−Nr , (3)

whereEH is theeffective Hamming distancewhich quantifies
the transmit diversity order andEp is the effective product
distancewhich quantifies the coding advantages, of a space
time code. The PWEP upper bound expression in (3) is suitable
for both quasi-static fading and rapid fading channels.
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Fig. 1. Block diagram of the STVLC encoder employing codeC1
V LC .

The 2D VLC codebook can be represented by aNt × Ns

matrix, whereNs is the size of source alphabet. Explicitly, the
columns and rows of the 2D VLC represents the time domain
and space domain, respectively. Fig. 1 illustrates an exemplary
block diagram of the proposed STVLC encoder. In Fig. 1, the
codebook is denoted asC1

V LC , in whichNs = 8, and notation
“x” stands for “no transmission”. At each timet the source
symboldt, wheredt ∈ {0, 1, . . . , Ns − 1}, is source-encoded
to a spatial-domain codewordbt = [b1

t b2
t . . . bNt

t ]T , which
is thedt-th column of the matrixC1

V LC . Then the codeword
is transmitted diagonally across the space-time grid usingNt

transmit antennas and with shift registers, denoted asSi for
i = 0, 1 and 2 in Fig. 1. Note that the symbols of a VLC
can have a more flexible arrangement when they are in a 2D
domain, compared to the conventional one-dimensional (1D)
VLC, where only the time domain is used. Hence, a higher
number of combinations of the VLCs can be attained in the
2D domain. In the proposed scheme, the variable nature of the
code is transpired in the spatial domain rather than the time
domain. The length of the space-domain codeword associated
with source symbold is given by L(d) = Nt − Lx(d),
where Lx(d) is the number of “no transmission” symbol
“x” in the codeword of source symbold. Let us consider a
non-uniform source, where the probabilities of occurrence for
the source symbols are given byP (d) = {0.2888, 0.2166,
0.1625, 0.1218, 0.0914, 0.0514, 0.0386, 0.0289}, respectively.
Hence, the longest VLC codeword length is given byLmax =
Nt = 3 and the average VLC codeword length isLave =∑Nt−1

d=0 P (d)L(d) = 1.4, for this 2D VLC C1
V LC .
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Fig. 2. The mapper at each transmit antennas of the STVLC scheme in
Fig. 1.

The signal mapper functionf(.) at each transmit antennas
of the STVLC scheme in Fig. 1 is shown in Fig. 2. Note that
the transmission energy forb = x is zero, i.e.x = f(x) = 0.
Hence, power saving can be achieved when the number of
activated transmit antennas is less thanNt. More specifically,
the average number of activated transmit antennas equals the
average codeword length of the 2D VLCs. Hence a power
saving of10 log10(Nt/Lave) = 3.3 dB is attained in the ex-
ample STVLC-C1

V LC . Therefore, the variable length structure
of the2D VLC is converted into power saving. For the sake of
normalizing the resultant transmitted energy from the multiple
transmit antennas to unity, we need to re-assign this power
saving into the BPSK modulation constellation. Hence, the
transmission energy for bits 0 and 1 is given by+

√
Nt/Lave

and−
√

Nt/Lave, respectively, which is dependent on the total
number of transmit antennasNt as well as the average VLC
codeword lengthLave.

Since the VLC codewords are transmitted diagonally, the
transmitted signal at themth antenna at timet is given by
xm[t] = f(bm

t−m+1). Hence, the space-time codeword matrix
of (2) can be written as:

X =




. . . f(b1
t ) f(b1

t+1) . . . f(b1
t+Nt−1) . . .

. . . f(b2
t−1) f(b2

t ) . . . f(b2
t+Nt−2) . . .

...
...

...
.. .

...
...

. . . f(bNt

t−Nt+1) f(bNt

t−Nt+2) . . . f(bNt
t ) . . .






It can be shown based on [5] that the minimumEH and
minimum EP of STVLC scheme are given by

EH min = dV LC
free , (4)

where dV LC
free is the minimum Hamming distance of the 2D

VLC code employed, with no transmission “x” included as an
extra symbol, and

EP min = min
0≤d<d̃≤Ns−1

∏

m∈ξ

∣∣∣f(bm)− f(b̃m)
∣∣∣
2

, (5)

whereξ is the set for indexm with bm 6= b̃m for 1 ≤ m ≤ Nt,
and [b1 . . . bm] and [b̃1 . . . b̃m] are the two VLC codewords
associated with source symbolsd and d̃, respectively. In the
example of Fig 1, we havedV LC

free = 2. Therefore, a transmit
diversity order ofEH min = 2 can be achieved at high SNRs.
Furthermore, the corresponding minimum product distance is
given byEP min = (3/1.4)2 = 4.59, which is higher than that
of the BPSK modulation of 4.

In general, a 2D VLC having the greatestdV LC
free would

yield the highest performance gain. In the binary case, the
greatestdV LC

free results in the most elements in theξ set
of (5) and, accordingly, the greatestEP min. Therefore, the
binary 2D VLC designed with the greatestdV LC

free for a given
Lmax and Ns combination is the best 2D VLC code. It
was found through exhaustive search that the 2D VLC code
C1

V LC employed in Fig. 1 has the greatestdV LC
free for a given

Lmax = 3 andNs = 8.

III. T RELLIS-BASED JOINT DECODER

The proposed STVLC scheme may be described by a trellis
structure and thus an efficient trellis-based joint source/channel
decoding algorithm can be constructed.

The trellis diagram of the STVLC scheme employingC1
V LC

is computed based on the STVLC encoder in Fig. 1, and is
shown in Fig. 3. Note that each of the three shift registers,
which are denoted asS0, S1 and S2 in Fig. 1, can have
three possible contents,{x, 0, 1}. Hence a total of33 = 27
combinations are possible for the three shift registers in
Fig. 1. However, not all combinations are legitimate due to
the constraint imposed by the 2D VLC code. As can be seen
from the resulting trellis diagram in Fig. 3, there are only 24
trellis states. Each of the trellis state represents one legitimate
shift register combination. As shown in Fig. 3, the trellis
state labeled0 represents the{S2 = x, S1 = 0, S0 = 0}
combination and the trellis state labeled23 represents the
{S2 = 0, S1 = 0, S0 = x} combination. As we can see from
Fig. 3, there are always eight diverging trellis branches from
each states due to the eight possible source symbols. However,
the number of converging trellis paths may vary from one state
to another due to the variable length structure of the space-
time codewords. Explicitly, there are six and nine trellis paths
converging to state1 and state2, respectively, in the trellis
structure of Fig. 3.

From the trellis diagram obtained in Fig. 3, the Viterbi or
MAP algorithm may be used for the trellis-based decoding.
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Fig. 3. Trellis diagram of STVLC using codeC1
V LC .

The log-domain likelihood metric of source symbols can be
obtained from

m(dl; r[t]) = − 1
N0

Nr∑
n=1

∣∣∣∣∣rn[t]−
√

Es

N∑
m=1

hn,mxm[t]

∣∣∣∣∣

2

(6)

wheredl is the lth source symbol,l ∈ {0, . . . , Ns − 1}, and
r[t] = [r1[t] . . . rNr [t]] is the received signal vector at time
t. As the source symbol occurrence probabilityP (d) is non-
uniform, not all branch transitions in Fig. 3 are equiprobable.
Hence, the source symbol occurrence probabilityP (d) can be
utilized as thea priori probability for assisting the the trellis
decoder. Hence, the log-domain trellis branch transition metric
γ(d = dl) can be computed as

γ(d = dl) = m(dl; r[t]) + Pr(dl), (7)

where m(dl; r[t]) is from (6) andPr(dl) is the log domain
a priori probability for symboldl, which is based onP (d).



Note that a more complex STVLC scheme having a higher
minimum product distance can also be found from exhaustive
search by using a trellis with a larger number of states.
However, in this contribution we aim at introducing a new joint
source and space time coding scheme rather than proposing
the STVLC scheme that has the highest coding gain.

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
STVLC scheme when communicating over fast Rayleigh
fading channels. The performance is measured in thesource
Symbol Error Rate (SER) versus SNR per source-bit, namely
Eb/N0 = γ/η, where γ is the average SNR per receive
antennas andη is the transmission efficiency. The transmission
efficiency of STVLC is given byη = log2(Ns) bit/s/Hz,
whereNs is the size of the source alphabet. For the STVLC-
C1

V LC scheme of Fig. 1, we haveη = 3. Evidently, when
Ns > M , with M being the constellation size of modulated
symbols and equal to 2 for BPSK modulation, the transmission
efficiency of the STVLC scheme is higher than the number
of bits per modulated symbol, namelylog2(M). Hence, the
binary STVLC scheme is capable of achieving multiplexing
gain whenNs > 2.

A benchmarking scheme was created for the STVLC
arrangements. More specifically, for the same non-uniform
source alphabet, we employ a Fixed Length Code (FLC),
denoted asC0

FLC = {000, 001, 010, 011, 100, 101, 110, 111},
in the proposed STVLC transmission structure. InC0

FLC ,
Nt = 3 transmit antennas are active at all time and it has
Ns = 8, Lave = 3, EH min = dV LC

free = 1 and EP min = 4.
The FLC based benchmarker also has the same transmission
efficiency of η = log2(8) = 3 bit/s/Hz, as that of the
proposed STVLC. However, the STVLC-C0

FLC benchmarker
requires only 8 trellis states compared to 24 trellis states in
the STVLC-C1

V LC scheme. Hence the decoding complexity of
the proposed STVLC-C1

V LC is three times that of the STVLC-
C0

FLC benchmarker.
To further highlight the performance gain of the STVLC

scheme, the VBLAST [15] scheme was serially concatenated
with a conventional time-domain or 1D VLCC0

V LC = {00,
11, 010, 101, 0110, 1001, 01110, 10001}, which was designed
based on the sameP (d) of C1

V LC and it hasNs = 8, Lave =
2.8 and a minimum free distance of two. The transmission
efficiency of VLC-VBLAST-C0

V LC is given by η = Nt ×
log2(M) × log2(Ns)/Lave = 3.2 bit/s/Hz, which is slightly
higher than that of STVLC. At the receiver, after the VBLAST
detection, a bit-based VLC trellis decoder [9], [10] was used
for estimating the transmitted source symbol sequence. Perfect
side information reception is assumed for the VLC-VBLAST
scheme regarding the number of VLC encoded bits.

Fig. 4 illustrates the SER versusEb/N0 performance of
STVLC using both theC1

V LC andC0
FLC codes, in comparison

to VLC-VBLAST-C0
V LC over fast Rayleigh fading channels.

The source alphabet input to the three transmission schemes is
the same and has the same occurrence probability distribution.
Three transmit antennas and three receive antennas as well
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Fig. 4. SER versusEb/N0 performance of STVLC and VLC-VBLAST over
Rayleigh fading channels.

as BPSK modulation are used for all schemes. As shown
in the figure, an overall gain of approximately 5 and 14.5
dB is attained by STVLC-C1

V LC , compared to STVLC-C0
FLC

and VLC-VBLAST-C0
V LC , respectively, at SER of10−4.

Note that the VLC-VBLAST provides no transmit diversity
gain while the STVLC-C0

FLC exhibits no power saving gain.
However, the STVLC-C1

V LC scheme is capable of attaining
both transmit-diversity and multiplexing gains as well as
a coding gain. Furthermore, the proposed STVLC scheme
employs one trellis encoder to encode a source symbol directly
into a space-time codeword. By contrast, the VLC-VBLAST
scheme employs a conventional VLC to encode/compress the
source symbols into bits and then transmits the bits through
the multiple transmit antennas. As we can see from Fig. 4
the 8-state STVLC-C0

FLC outperforms the VLC-VBLAST by
approximately 9.5 dB, eventhough both schemes exhibit no
transmit diversity gain. This performance difference is partly
due to the employment of a maximum-likelihood detection
in the STVLC-C0

FLC scheme and the employment of a low
complexity receiver with ordered successive interference sup-
pression and cancelation in the VBLAST scheme. A further
5 dB gain was attained by the STVLC-C1

V LC at the cost
of three times higher decoding complexity compared to the
STVLC-C0

FLC benchmarker.

V. CONCLUSIONS

In this paper we introduced a unified source-coding and
space-time channel coding design for a delay-sensitive wire-
less communication system. This scheme is capable of, simul-
taneously, achieving spatial diversity gain, multiplexing gain,
coding gain and power-saving. Hence, further research on joint
source and space time coding design is very promising. More
specifically, the design of non-binary STVLC is of immediate
interest in order to further improve the transmission efficiency
with the aid of high-level modulation schemes. Furthermore,
the proposed STVLC scheme can also be employed as a
constituent code in turbo equalization for attaining further



iteration gains.
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