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Abstract—The calculation of nonbinary extrinsic informa-
tion transfer charts for the iterative decoding of concatenated
index-based codes is addressed. We show that the extrinsic in-
formation at the output of a constituent a posteriori probability
decoder can be calculated with very low complexity, where ex-
pensive histogram measurements are not required anymore. An
example for turbo trellis-coded modulation demonstrates the
capabilities of the proposed approach.

Index Terms—Extrinsic information transfer (EXIT) charts,
nonbinary iterative decoding, turbo trellis-coded modulation
(TTCM).

I. INTRODUCTION

EXTRINSIC information transfer (EXIT) charts have re-
cently emerged as a useful tool for analyzing the conver-

gence properties of iterative decoding for concatenated coding
schemes when the block length tends to infinity [1], [2]. As
an advantage, this can be achieved without performing a costly
decoder simulation. For example, the information provided by
EXIT charts can be used to find good codes with guaranteed
convergence for a given channel condition. Especially, capacity-
approaching codes have been designed successfully by applying
an EXIT-chart-based analysis [3], [4]. In [5], EXIT charts have
been extended to the nonbinary (index-based) case, where seri-
ally concatenated systems with an inner trellis-coded modula-
tion (TCM) and a space–time convolutional code, respectively,
have been analyzed. Recently, in [6], this approach was applied
to turbo TCM (TTCM) [7].

EXIT charts are composed from the input–output (or EXIT)
characteristics for all constituent soft-input soft-output (SISO)
decoders in terms of extrinsic mutual information. The stan-
dard method to calculate EXIT characteristics is to measure the
histogram of the decoder’s extrinsic soft output, followed by a
numerical integration in order to determine the extrinsic mu-
tual information. However, in the nonbinary case, the histogram
computation becomes quite demanding, and even impossible for
larger index lengths. This is due to the fact that the soft values,
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Fig. 1. Decoding model.

which are exchanged between the constituent decoders of an it-
erative decoding scheme, no longer consist of a single scalar
value, as in the binary case, but now are represented by a vector
of (logarithmic) probabilities for all elements of the index al-
phabet.

In this letter, we propose an efficient method for computing
nonbinary EXIT charts from index-based a posteriori proba-
bilities (APPs), which essentially represents a generalization
of the approach presented in [8] for the binary case. The pro-
posed technique is based on the fact that the index-based APPs
generated at the output of a SISO decoder represent a suffi-
cient statistic for the channel observations at its input. Recently,
this fact was also employed in [9] for computing EXIT charts
for nonbinary coset low-density parity-check (LDPC) codes.
In contrast, the presented method can be employed for two or
more nonbinary parallel or serially concatenated encoders and
the corresponding iterative decoding schemes with constituent
SISO decoders. As an advantage, the index-based extrinsic mu-
tual information can be computed with considerably lower com-
plexity, compared with using histogram-based approaches. The
proposed method is well suited to analyzing nonbinary itera-
tive decoding schemes with a large index alphabet, where an ex-
ample will be given for a TTCM system employing a 32-quadra-
ture amplitude modulation (QAM) signal set.

II. NOTATION AND DECODING MODEL

Random variables (RVs) are denoted with upper-case letters,
and their corresponding realizations with lower-case letters. Se-
quences of RVs and realizations are indicated by boldface italic
letters (as “ ” or “ ”). Furthermore, boldface roman letters de-
note vectors (as “ ” or “ ”). The time instant is denoted with
“ ,” and a bit-index with “ .”

The decoding model used in this paper is depicted in Fig. 1
[2]. For the iterative decoding of an outer code in a serial
concatenated scheme, the connection marked with “1” is active
in Fig. 1, and the communication channel is not present or
completely corrupted. All other scenarios for iterative decoding
(inner serially concatenated code and parallel concatenation)
have a constituent decoder modeled by Fig. 1 with the switch
in position “2.” In Fig. 1, the stationary input index sequence

consists of RVs , where the
corresponding realizations have an index length of bits,
and are taken from a finite alphabet .
For each symbol, a channel code with rate
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generates an -bit index , which leads to the sequence
. The data is then transmitted over

the communication channel where the sequence is observed
at the output.

The a priori channel (or extrinsic channel, as it is denoted
in [2]) models the a priori information used at the constituent
decoders. The input sequence has re-
alizations from the alphabet , where

if, in Fig. 1, the switch is in position “1” (i.e., in the case
of an outer decoder for serial concatenation), and , oth-
erwise. For the noisy observation at the output of the a priori
channel, the same considerations hold as for the output of
the communication channel. Furthermore, the vector sequence

contains the a priori information in
form of conditional probability density functions (pdfs) with the
vector-valued RVs having the realizations

(1)
The SISO decoder then employs both the output of the commu-
nication and the a priori channel for computing both the a pos-
teriori information and extrinsic
information [10]. The latter is then
used as a priori information for the other constituent decoder.
The sequence comprises the RVs with the realizations

(2)

where represents the APPs for the source
hypothesis . The extrinsic sequence is described by
the RVs with

(3)

where the notation denotes that the entry corresponding to
the time instant is excluded from the sequence .

III. INDEX-BASED EXIT CHARTS

EXIT charts visualize the input–output characteristics of the
constituent SISO decoders in terms of a mutual information
transfer between the sequence and a priori information
at the input of the decoder, as well as between and at the
output, respectively. Denoting the mutual information between
two RVs and as , we may define for a given length

of the sequence the quantities

(4)

Herein, represents the average a priori information and
the average extrinsic information, respectively. Note that these
quantities are defined as approximations for the sequence-wise
mutual information per index and ,

respectively. The transfer characteristic (or function) of the
constituent decoder is given as , where repre-
sents a quality parameter for the communication channel which
could be the noise variance of an additive white Gaussian noise
(AWGN) channel, for example. In the case of an outer decoder
in a serially concatenated scheme, does not depend on . An
EXIT chart can now be obtained by plotting the transfer charac-
teristics for both constituent decoders within a single diagram,
where the axes must be swapped for one of the constituent de-
coders [1] (normally, the outer one for serial concatenation).

The mutual information in (4) can be expressed as

(5)
with

(6)

and the a priori probabilities for the indices . The
-dimensional integration in (5) can be evaluated numerically,

where the pdf in many cases can be obtained analyti-
cally (e.g., for the AWGN channel [1]). Likewise, we can write

in the same manner as in (5) and (6), where is re-
placed by . The standard approach to determine is
by computing a -dimensional histogram [1], [5], [6] which, in
practice, is exceedingly difficult to compute for . Further-
more, the evaluation of the -dimensional integral in (5) be-
comes almost impossible for larger index lengths . In fact, for
a discretization of the integrals with points corresponding to a
certain interval of the logarithmic vector elements1 in and
(say, e.g., [ 20,0]) we need to sum over discrete numbers.
Even a calculation of the mutual information for 3 bits
and 100 points (which should be sufficient, according to
our experiments) involves a summation over elements; for

, this number rises to elements. Therefore, the calcu-
lation of an index-based transfer function seems to be computa-
tionally feasible only for 2-bit or 3-bit indices without losing the
computational advantage of an EXIT-chart based design, com-
pared with a full decoder simulation. In the next section, we will
present a more feasible way of computing index-based transfer
characteristics.

IV. EFFICIENT COMPUTATION OF INDEX-BASED

EXIT TRANSFER FUNCTIONS

Starting point of the derivation of the proposed approach is
the following theorem, which relates the extrinsic information

at time instant to the observed sequences and at the
input of the SISO decoder in Fig. 1.

Theorem 1: Let the entries of the vector represent ex-
trinsic APPs for the realizations . Then, the vector

1Instead of using the pdfs/probability mass functions in both a and e di-
rectly, the logarithm of these quantities is employed for numerical reasons. How-
ever, this does not change the value of I(V ;A ) and I(V ;E ).
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contains the same amount of information as the sequences
and . In other words, we have

In order to prove Theorem 1, we need the following lemma.
Lemma 1: Let be defined as in (3). Then, for all ,

.
Proof: The proof can be carried out as a modification of

the binary case in [8], where in contrast to [8], the following
proof holds for an arbitrary a priori distribution of the indices

. The conditional pdf of with respect to the index can
be expressed with the conditional pdf as

(7)

where the notation “ ” means that for a given , the
integration is carried out over the whole set

. From (7), by applying the Bayes theorem and by using the
definition , , for the th entry
of the vector , we obtain

(8)

Herein, a similar relation as in (7) is employed for
without the dependence on . From (8), we obtain

, which completes the proof
with .

Proof of Theorem 1: The mutual information
can be expanded as

(9)

where (9) uses Lemma 1 and the definition of a marginal pdf.
Note that Theorem 1 represents an index-based formulation

of the well-known fact that the APPs at the output of the SISO
decoder represent a sufficient statistic of the received sequences

and . In the following, we show that Theorem 1 can be
used to compute the average extrinsic information from the ex-
trinsic APPs available at the SISO decoder output.

Theorem 2: Let the extrinsic APP represent
an ergodic RV for all , and let be a stationary index
sequence. Then, the average extrinsic information is given by

Proof: Combining Theorem 1 and (4), we can write, by
using the assumed stationary of

(10)

The sum over the conditional entropies denoted with in (10)
can be further expanded as

(11)

Using the assumed ergodicity for the extrinsic APPs and
defining , where denotes the number of length-
blocks to be averaged, proves the theorem for .

The result from Theorem 2 can now be used for finite to
approximate the average extrinsic information by simply
time-averaging a function of the extrinsic APPs
over a block of source symbols . In order to achieve a small
approximation error variance, the block length must be rea-
sonably large. Furthermore, the entropy can be easily de-
termined from the a priori index distributions . Note that
Theorem 2 may also be used to calculate the average a priori
information .

V. EXAMPLE

As an example, we consider a parallel concatenated TTCM
scheme employing two identical memory-4 rate-4/5 recur-
sive systematic convolutional codes, with feedback
and feedforward generator polynomials of

, which have been
found experimentally. For the signal set, the 2-D 32-QAM
from [11] is used, and both the communication and the a
priori channel in Fig. 1 represent AWGN channels. Note that
the index length of 4 bits does not permit a his-
togram-based computation method for the EXIT characteristics
of the constituent decoders. In order to determine the extrinsic
information , the conditional probabilities of the systematic
indices can be derived from the index-based channel pdf via a
marginal probability and subsequent subtraction from the APPs
in the logarithmic domain at each TCM SISO decoder output
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Fig. 2. EXIT chart for TTCM and average decoding trajectory (block length
50 000 symbols, signal set 32-QAM, M = 4, memory-4 rate-4/5 recursive
systematic convolutional code).

Fig. 3. BER versus E =N on the communication channel for the 32-QAM
TTCM system (blocklength 50 000 symbols, memory-4 rate-4/5 recursive sys-
tematic convolutional code).

[6]. However, since all coded bits in a TTCM symbol are trans-
mitted together over the channel as an inseparable symbol, and
hence, are jointly affected by the channel noise, the interdepen-
dence of the systematic and parity bits of each TTCM symbol
may be increased. On the other hand, computing requires
that the RVs for the systematic and parity parts of the channel
observation are independent [6]. Thus, only an approximation
of the true extrinsic information may be obtained. Fig. 2 shows
the resultant EXIT chart computed using Theorem 2 for a
blocklength of 4-bit indices, where the a priori
information is calculated by assuming independent bits
for the index . For 7.2 dB, the average decoding
trajectory obtained from real simulations shows convergence.
Fig. 3 visualizes the bit-error rate (BER) versus the on
the communication channel. As we can see, an infinitesimally
low BER is obtained for 7.2 dB. This is consistent
with the decoding trajectory recorded for 7.2 dB
in Fig. 2, where convergence is achieved after 11 iterations.
However, we experimentally determined the true convergence

threshold of the 32-QAM TTCM scheme, which is
7.1 dB. Hence, there is a 0.1 dB mismatch associated with the
EXIT chart prediction, which may be mainly due to the limited
validity of having independent systematic and parity bits.2

VI. CONCLUSIONS

We have derived an efficient technique for computing non-
binary EXIT charts from the extrinsic APPs for the informa-
tion symbols available at the output of the constituent SISO de-
coders. The proposed method exploits the fact that these APPs
represent a sufficient statistic for both the received sequence
at the output of the communication channel and the a priori
information, which has been shown to hold true also in the
index-based case. Instead of computing multidimensional his-
tograms as in the conventional approach, we simply need to av-
erage over a function of the extrinsic APPs for a long block of
source data. The advantage of the proposed approach especially
becomes prominent for index lengths larger than two or three
bits, where histogram-based EXIT characteristics become ex-
ceedingly difficult to compute. The proposed technique can be
used for a large variety of index-based serial and parallel con-
catenated systems with constituent APP decoders.
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