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Abstract – In this paper we propose an iteratively detected
Sphere Packing (SP) aided Differential Space-Time Spreading
(DSTS) scheme using a Recursive Systematic Convolutional (RSC)
code, for protecting the soft-bit assisted Adaptive Multi Rate Wide-
band (AMR-WB) decoder’s bitstream, which is also protected
by a novel over-complete source-mapping scheme. The conver-
gence behaviour of the Multiple-Input Multiple-Output (MIMO)
transceiver advocated is investigated with the aid of both three-
dimensional (3D) and two-dimensional (2D) Extrinsic Informa-
tion Transfer (EXIT) charts. The proposed system exhibits an
Eb/N0 gain of about 2.5 dB in comparison to the benchmark
scheme carrying out iterative source- and channel-decoding as
well as DSTS aided SP-demodulation, but dispensing with the
over-complete source-mapping, when using Isystem = 3 system
iterations.

1. MOTIVATION AND BACKGROUND

The employment of joint source and channel coding techniques has
been motivated by the fact that the classic Shannonian source and
channel coding separation theorem [1] has limited applicability in
practical speech systems [2]. This is due to the delay- and complexity
constraints of practical speech transmission systems. Forexample, it-
erative turbo decoding can be used to exploit the residual redundancy
found in the encoded bitstream of finite-delay lossy speech codecs.
This residual redundancy is inherently present owing to thelimited-
complexity, limited-delay source encoders’ failure to remove all the
redundancy from the correlated speech source signal.

Vary and his team [3, 4] developed the concept of soft speech bits
exploiting the residual redundancy. Their work culminatedin the for-
mulation of iterative source and channel decoding (ISCD) [5]. More
explicitly, in order to improve the overall system performance,extrin-
sic information is exchanged between the constituent decodersinclud-
ing the source decoder. As a further development, in [6] and [7] the in-
herent residual redundancy of the encoded bitstream was deliberately
increased using redundant index assignments and multi-dimensional
mapping schemes, which resulted in an enhanced soft-bit source de-
coder performance.

In [6], the iterative decoding behaviour of an ISCD scheme was
studied using Extrinsic Information Transfer (EXIT) charts [8], for
characterizing the achievable performance of the ISCD scheme ex-
ploiting the residual redundancy inherent in the source encoded bit-
stream. In this contribution we propose and investigate thejointly
optimised ISCD scheme of Figure 1 invoking the Adaptive Multirate-
Wideband (AMR-WB) speech codec [9] exploiting the intentionally
increased residual redundancy of the AMR-WB encoded bitstream by
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using the novel over-complete source-mapping of [10], which is pro-
tected by a Recursive Systematic Convolutional (RSC) code.The re-
sultant bitstream is transmitted using Differential Space-Time Spread-
ing (DSTS) combined with Sphere Packing (SP) modulation [11] over
a temporally correlated narrowband Rayleigh fading channel. More
explicitly, in the resultant multi-stage schemeextrinsic information is
exchanged amongst the three constituent decoders, namely the source
decoder, the channel decoder and the DSTS-SP demapper. On the
other hand, DSTS employing two transmit and a single receivean-
tenna was invoked for the sake of providing spatial diversity gain
with the aid of non-coherent detection, without the potentially high
complexity of channel estimation. Moreover, this powerfulwireless
transceiver benefits from the employment of SP modulation intro-
duced for the sake of increasing the coding gain of the DSTS scheme.
Recently, in [12] the soft-bit assisted AMR-WB codec exploiting the
concept of soft speech bits was employed in a multi-stage turbo de-
tection process, which resulted in an enhanced Bit Error Ratio (BER)
performance. By contrast, in this paper we study the achievable per-
formance of the AMR-WB speech codec exploiting the intentionally
increased residual redundancy of the AMR-WB encoded bitstream
using over-complete source-mapping [10], while employinga three-
dimensional (3D) EXIT-chart based procedure and its two-dimen-
sional (2D) EXIT-chart projection technique [13, 14] for designing the
optimum combination of receiver components. We will refer to this
three-stage system as the DSTS-SP-RSC-AMRWB-OCM scheme.

The paper is structured as follows. In Section 2, the overallsys-
tem model is described, while our EXIT chart analyis is provided
in Section 3 with the aid of 3D EXIT charts and their 2D projec-
tions. Section 4 quantifies the performace of our proposed three-stage
scheme, while our conclusions are offered in Section 5.

2. SYSTEM OVERVIEW

2.1. Transmitter

The DSTS-SP-RSC-AMRWB-OCM system model is depicted in Fig-
ure 1. As shown in Figure 1,extrinsic information is exchanged
amongst all three constituent decoders, namely the source decoder,
the RSC decoder and the SP-demapper. The AMR-WB speech codec
is capable of supporting nine different bit rates [15], eachof which
may be activated in conjunction with different-rate channel codecs
and different-throughput adaptive modem modes [16]. Similar near-
instantaneously adaptive speech and video systems were designed
in [2, 17]. In our prototype system investigated here the AMR-WB
codec operates at 23.05 kbps, generating a set of 52 speech parame-
ters encoded by a total of 461 bits per 20 ms frame for representing
the 8 kHz bandwidth speech signal sampled at 16 kHz.

Each AMR-WB-encoded frame consists of a set of 52 parameters
denoted by{v1,τ ,v2,τ ,. . . ,vκ,τ ,. . . ,v52,τ}, wherevκ,τ represents an
encoded parameter,κ = 1, ..., Kκ denotes the index of each param-
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Figure 1:Block diagram of the DSTS-SP-RSC-AMRWB-OCM scheme. The notationss, ŝ, u, c, x, yj , zk, πout andπin represent the frame of the speech
source samples, the estimate of the speech source samples, the over-complete source-mapped bits of the encoded speech parameters, the encoded bits of the
RSC encoder, the SP-coded symbols, the DSTS coded symbols oftransmitterj, the received symbols at receiverk, the outer bit interleaver, and the inner bit
interleaver, respectively. Furthermore,Nt andNr denote the number of transmit and receive antennas, respectively.

eter in the encoded speech frame,Kκ = 52 andτ denotes the time
index referring to the current encoded frame index.

However, in the advocated system we employ the over-complete
source-mapping [10] using a rate ofRmapping=8/9. Thus, the AMR-
WB encoded bitstream is divided into 8-bit source symbolsṽκ,τ =
[ṽ(1)κ,τ ṽ(2)κ,τ . . . ṽ(N)κ,τ ], whereN = 8 is the total number
of bits assigned to theκth parameter. Then,̃vκ,τ is mapped to the bit
sequence,uκ,τ = [u(1)κ,τ u(2)κ,τ . . . u(M)κ,τ ] using over-complete
source-mapping, whereM = 9. Then, the outer interleaver,πout

permutes the bits of the sequenceu, yielding ũ of Figure 1.
The bit sequencec of Figure 1 is the output of the RSC en-

coder, where a3
4
-rate RSC code having a code memory of3 and

octally represented generator polynomials of(G1, G2, G3, G4) =
(11, 2, 4, 10)8 is employed. The RSC encoded bits are interleaved
by interleaverπin of Figure 1, which are then transmitted by using
DSTS-SP. The SP-demapper mapsB number of channel-coded bits
c̃=[c̃0 c̃1 . . . c̃B−1] ∈ {0,1} to a SP symbolx ∈ X as detailed in [11].
Furthermore, we haveB = log2(LSP ) = log2(16) = 4, whereLSP

represents the set of legitimate SP constellation points. Subsequently,
we have a set of SP symbols that can be transmitted using DSTS and
two transmit antennas, where one SP symbol is transmitted intwo
time slots, hence we haveRDSTS−SP =1/2, as detailed in [11]. In this
study, we consider transmissions over a temporally correlated narrow-
band Rayleigh fading channel, associated with a normalisedDoppler
frequency offD = 0.01.

Hence, the overall coding rate of the DSTS-SP-RSC-AMRWB-
OCM scheme becomesRsystem =464/708 ≈0.66. The effective
spectral efficiency of the DSTS-SP-RSC-AMRWB-OCM scheme is
log2(LSP ) · Rsystem · RDSTS−SP ≈1.31 bits per channel use.

2.2. Receiver

The notationL(.) in Figure 1 denotes the LLRs of the bit probabil-
ities. The notations̃c, c, ũ andu in the round brackets(.) of Fig-
ure 1 denote the SP bits, RSC coded bits, RSC data bits and the over-
complete source-mapping aided AMR-WB encoded bits, respectively.
The specific nature of the LLRs is represented by the subscripts of
L.,a, L.,p andL.,e, denoting thea priori, a posteriori andextrinsic
information, respectively, as shown in Figure 1. The LLRs associated
with one of the three constituent decoders having a label of{1,2,3}
are differentiated by the corresponding subscripts(.) of {1,2,3}. Note
that the subscript 2 is used for representing the RSC decoderof Fig-
ure 1.

Inner Iterations: The complex-valued received symbolsz are
demapped to their LLR [18] representation for each of theB num-

ber of RSC-encoded bits per DSTS-SP symbol. As seen in Figure1,
the a priori LLR valuesL3,a(c̃) provided by the RSC decoder are
subtracted from thea posteriori LLR valuesL3,p(c̃) at the output of
the SP-demapper for the sake of generating theextrinsic LLR val-
uesL3,e(c̃). Then the LLRsL3,e(c̃) are deinterleaved by a soft-bit
deinterleaver. Next, the deinterleaved soft-bitsL2,a(c) of Figure 1
are passed to the RSC decoder in order to compute thea posteriori
LLR valuesL2,p(c) provided by the MAP algorithm [19] for all the
RSC-encoded bits. Theextrinsic information L2,e(c) seen in Fig-
ure 1 is generated by subtracting thea priori information L2,a(c)
from the a posteriori information L2,p(c) according toL2,e(c) =
L2,p(c)−L2,a(c), which is then fed back to the SP-demapper as thea
priori informationL3,a(c̃) after appropriately reordering them using
the inner soft-value interleaver. The SP-demapper of Figure 1 exploits
the a priori informationL3,a(c̃) for the sake of providing improved
a posteriori LLR valuesL3,p(c̃) which are then passed to the RSC
decoder and in turn, back to the SP-demapper for further iterations.

Outer Iterations: As seen in Figure 1, theextrinsic LLR val-
uesL2,e(ũ) of the original uncoded systematic information bits are
generated by subtracting thea priori LLR valuesL2,a(ũ) of the RSC
decoder from the LLR valuesL2,p(ũ) of the original uncoded non-
systematic information bits. Then, the LLRsL2,e(ũ) are deinter-
leaved by the outer soft-bit deinterleaver. The resultant soft-bitsL1,a(u)
are passed to the SBSD [5] that computes theextrinsic LLR values
L1,e(u), as detailed during our further discourse. Theseextrinsic
LLR values are then fed back to the RSC decoder after appropriately
reordering them in the specific order required by the RSC decoder for
the sake of completing an outer iteration.

We define two inner iterations followed by one outer iteration as
having one “system iteration” denoted asIsystem = 1. The residual
redundancy, which manifests itself in terms of the unequal probability
of occurence of theM -ary source symbols is exploited asa priori
information for computing theextrinsic LLR values.

The details of the algorithm used for computing theextrinsic LLR
valuesL1,e(u) for the zero-order Markov model can be found in [5],
which are briefly reviewed below. Firstly, the channel’s output infor-
mation related to each speech parameter is given by the product of
each of the constituent bits as follows:

p(ûκ,τ |uκ,τ ) =
M
Y

m=1

p(ûκ,τ (m)|uκ,τ (m)), (1)

whereûκ,τ =[û(1)κ,τ û(2)κ,τ . . . û(M)κ,τ ] is the received bit se-
quence of theκth parameter, whileuκ,τ is the corresponding trans-
mitted bit sequence provided that all these bits are independent of



each other. Hence, by excluding the bit under considerationfrom the
present bit sequence within each of theκth parameter whereκ =

1, ..., Kκ, namely fromuκ,τ =[uκ,τ (m) u
[ext]
κ,τ ], we obtain theextrin-

sic channel output information for each desired bit,uκ,τ (λ):

p(û[ext]
κ,τ |u[ext]

κ,τ ) =
M
Y

m6=λ,m=1

p(ûκ,τ (m)|uκ,τ (m)), (2)

where the termu
[ext]
κ,τ denotes all elements of the bit patternuκ,τ ,

but excludes the desired bituκ,τ (λ) itself. Finally, theextrinsic LLR
valueL1,e(u) generated for each bit can be obtained by combining
its channel output information and thea priori knowledge concerning
theκth parameter,p(uκ,τ ), which is given by [5, 20]:

LS,e(uκ,τ (λ))

= log

P

u
[ext]
κ,τ

p(u
[ext]
κ,τ |uκ,τ (λ) = +1).p(û

[ext]
κ,τ |u

[ext]
κ,τ )

P

u
[ext]
κ,τ

p(u
[ext]
κ,τ |uκ,τ (λ) = −1).p(û

[ext]
κ,τ |u

[ext]
κ,τ )

, (3)

wherep(û
[ext]
κ,τ |u

[ext]
κ,τ ) can also be expressed in terms of the LLR val-

ues as [20]:

p(û[ext]
κ,τ |u[ext]

κ,τ )

= Ψ[ext]
κ,τ exp

2

6

4

X

uκ,τ (l) of u
[ext]
κ,τ

uκ,τ (l)

2
(L

[ext]
CD (uκ,τ (l)))

3

7

5
,(4)

andL
[ext]
CD represents theextrinsic LLR values generated by soft-output

channel decoding, while the productΨκ,τ cancels out in Equation 3.
The proposed scheme’s performance was studied against its bench-

mark scheme, which does not employ the over-complete source-mapping.
We will refer to the benchmarker as the DSTS-SP-RSC-AMRWB
scheme. The AMR-WB-encoded bitstream is protected by a2

3
-rate

RSC code having a code memory of4 and octally represented gener-
ator polynomials of(G1, G2,G3) = (23, 2, 10)8. Thus, the overall
coding rate of the DSTS-SP-RSC-AMRWB scheme dispensing with
over-complete source-mapping becomesRbenchmark = 464/708
≈0.66. The effective throughput of the DSTS-SP-RSC-AMRWB scheme
dispensing over-complete source-mapping islog2(LSP )·Rbenchmark·
RDSTS−SP ≈1.31 bit per channel use. In the benchmark scheme
advocated, the soft-bit assisted AMR-WB speech decoder exploiting
the natural residual redundancy, which manifests itself interms of the
unequal probability of occurence of the different values ofa specific
parameter in each 20 ms AMR-WB-encoded frame was invoked, as
detailed in [12]. Thus, both the proposed DSTS-SP-RSC-AMRWB-
OCM and the DSTS-SP-RSC-AMRWB benchmark schemes have the
same overall coding rate and hence the same spectral efficiency.

3. EXIT-CHART ANALYSIS

EXIT charts have been widely used in the design of iterative schemes,
since they facilitate the prediction of the associated convergence be-
haviour, based on the exchange of mutual information amongst the
constituent receiver components.

As seen from Figure 1, the RSC decoder receives inputs from and
provides outputs for both the SP-demapper and the SBSD. Moreex-
plicitly, let I.,A(x) denote the mutual information (MI) [1] between
the a priori value A(x) and the symbolx, whilst I.,E(x) denotes
the MI between theextrinsic value E(x) and the symbolx. The
MI associated with one of the three constituent decoders having a
label of{1,2,3} is differentiated by the corresponding subscripts(.)
of {1,2,3}. Thus, the input of the RSC decoder is constituted by the

a priori input, I2,A(c) corresponding to the coded bitsc originating
from theextrinsic output of the SP-demapper as well as thea priori
input,I2,A(ũ), available for the data bits̃u, which was generated from
theextrinsic output of the SBSD. Note that the subscript 2 is used for
representing the RSC decoder of Figure 1.

Correspondingly, the RSC decoder generates both theextrinsic
output,I2,E(c), representing the coded bitsc as well as theextrinsic
output, I2,E(ũ) representing the data bits̃u. Therefore, the EXIT
characteristic of the RSC decoder can be described by the following
two EXIT functions [14]:

I2,E(c) = Tc[I2,A(ũ), I2,A(c)], (5)

I2,E(ũ) = Tũ[I2,A(ũ), I2,A(c)], (6)

which are illustrated by the 3D surfaces seen in Figures 2 and3, re-
spectively.

By contrast, the SP decoder as well as the soft-bit source de-
coder only receive input from and provide output for the RSC decoder.
Thus, the corresponding EXIT functions are:

I3,E(c̃) = Tc̃[I3,A(c̃), Eb/N0], (7)

for the SP decoder and

I1,E(u) = Tu[I1,A(u)], (8)

for the SBSD. Equations (7) and (8) are illustrated in Figures 2 and 3,
respectively.
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Figure 2: 3D EXIT chart of the RSC decoder and the SP-demapper at
Eb/N0=8.0 dB.

The EXIT chart analysis [8] of the iterative decoding scheme’s
convergence behaviour indicates that an infinitesimally low BER may
only be achieved by an iterative receiver, if an open tunnel exists be-
tween the EXIT curves of the two Soft-In-Soft-Out (SISO) compo-
nents.

More explicitly, the intersection of the surfaces seen in Figure 2
characterizes the best possible attainable performance, when exchang-
ing information between the RSC decoder and the SP-demapperof
Figure 1 for different fixed values ofI2,A(ũ), which is shown as a
thick solid line. For each point[I2,A(ũ), I2,A(c), I2,E(c)] of this line
on the 3D space of Figure 2, there is a specific value ofI2,E(ũ) de-
termined byI2,A(ũ) andI2,A(c) according to the EXIT function of
Equation (6). Therefore the solid line on the surface of the EXIT
function of the RSC decoder seen in Figure 2 is mapped to the solid
line shown in Figure 3.

In order to avoid the somewhat cumbersome 3D representation,
we project the bold EXIT curve of Figure 3 onto the 2D plane at
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Figure 3:3D EXIT chart of the RSC decoder and the soft-bit source decoder
with projection from Figure 2.

I2,A(c) = 0, yielding the line indicated by the squares in Figure 4.
Also shown is the EXIT curve of the AMR-WB decoder employing
over-complete source-mapping used in the advocated DSTS-SP-RSC-
AMRWB-OCM scheme, which is denoted by the line marked with
triangles.

We also carried out the EXIT chart analysis of the DSTS-SP-
RSC-AMRWB benchmark scheme. More explicitly, the intersection
of the RSC decoder and the SP-demapper’s 3D surfaces resultsin
a line, which characterizes the best possible attainable performance,
when exchanging information between them. This line is thenpro-
jected onto the 2D plane at an abscissa value ofI2,A(c) = 0 yield-
ing the dotted line denoted with squares in Figure 4. However, in
the DSTS-SP-RSC-AMRWB benchmark scheme a 2/3-rate RSC was
invoked, as opposed to a 3/4-rate RSC employed in the DSTS-SP-
RSC-AMRWB-OCM scheme. The soft-bit assisted AMR-WB de-
coder dispensing with the over-complete source-mapping isdenoted
by the dotted line marked with triangles in Figure 4.

As seen in Figure 4 the EXIT curve of the soft-bit assisted AMR-
WB decoder cannot reach the convergence point of (1,1) and inter-
sects with the EXIT curve of the projected curve, which implies that
residual errors persist, regardless of both the number of iteration used
and the size of the interleaver. On the other hand, by exploiting the in-
tentionally imposed redundancy of the AMR-WB encoded bitstream
using over-complete source-mapping resulted in reaching the point
of convergence at (1,1). Thus, there is an open tunnel between the
projected EXIT curve and that of the over-complete source-mapping
assisted AMR-WB decoder atEb/N0=8.0 dB, as seen in Figure 4.
Thus according to the EXIT chart predictions, the proposed system
outperforms its benchmark scheme.

4. PERFORMANCE RESULTS

In this section, the attainable performance of the proposedscheme is
characterised in terms of BER and Segmental Signal to Noise Ratio
(SegSNR) [2] evaluated at the speech decoder’s output as a function
of the channel Signal to Noise Ratio (SNR) per bit.

We consider a two-transmit-antenna aided DSTS-SP system as-
sociated withLSP = 16 and a single receive antenna. The remaining
simulation parameters were described in Section 2. In our simula-
tions, a single three-stage “system iteration” is constituted by two in-
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Figure 5 depicts the BER versus SNR per bit, namely versus
Eb/N0 performance of the DSTS-SP-RSC-AMRWB-OCM scheme
and that of its corresponding DSTS-SP-RSC-AMRWB benchmark
scheme. It can be seen from Figure 5 that the DSTS-SP-RSC-AMRWB-
OCM scheme outperforms the DSTS-SP-RSC-AMRWB benchmark
scheme by about 2.5 dB at BER=1 × 10−4 after Isystem = 3 iter-
ations, where again we define a “system iteration”Isystem as hav-
ing two inner iterations followed by a single outer-iteration, as men-
tioned in Section 2. The AMR-WB-decoded scheme employing over-
complete source-mapping has a lower BER at its speech-decoded out-
put than its benchmarker dispensing with over-complete source-mapping,
because the intentionally added residual redundancy of theAMR-
WB-encoded bitstream has imposed the EXIT-characteristics of the
soft-bit source decoder, which resulted in an enhanced attainable BER.

In Figure 6 we plot the speech SegSNR performance of the pro-
posed scheme and the benchmark scheme versusEb/N0. It can be
seen from Figure 6 that the exploitation of the deliberatelyincreased
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residual redundancy in the AMR-WB encoded bitstream has resulted
in a Eb/N0 gain of about 2 dB afterIsystem = 3 iterations, when
tolerating a SegSNR degradation of 1 dB.

More explicitly, the DSTS-SP-RSC-AMRWBscheme has no OCM
scheme, only a rateR2 = 2

3
channel encoder, while the DSTS-SP-

RSC-AMRWB-OCM scheme employs a rateR1 = 8
9

OCM scheme
combined with a rateR2 = 3

4
channel encoder. Although both schemes

have the same overall coding rate ofRsystem = Rbenchmark = 2/3,
the latter assigns part of its channel encoder’s redundancyto the OCM
scheme and this is in addition to the source residual redundancy in-
herited in the source-encoded bitstream. It was shown in Section 3
that the assignment of channel encoder’s redundancy to the OCM
created an open EXIT chart tunnel right through to the convergence
point of (1,1) even at a low SNR. The DSTS-SP-RSC-AMRWB-OCM
scheme, which benefits from “an early” convergence outperforms the
benchmark scheme having the same effective spectral efficiency.

In this contribution, we showed that the joint design of source
and channel coding was beneficial where the redundancy allocation
was appropriately apportioned for the OCM and channel encoders.
The achievable performance was contrasted to that of the benchmark
scheme where the redundancy was assigned entirely to the channel en-
coder. Our results also demonstrated that both iterative detection and
the appropriate redundancy allocation between the OCM and channel
codecs is crucial in the design of powerful joint source and channel
coding schemes.

5. CONCLUSIONS

In this contribution the three-stage DSTS-SP-RSC-AMRWB-OCM
scheme of Figure 1 was proposed for transmission over a tempo-
rally correlated narrowband Rayleigh fading channel. The employ-
ment of the over-complete source-mapping scheme, which delibrately
imposed redundancy on the AMR-WB-encoded bitstream provided a
significant improvement in terms of the average SegSNR versus chan-
nel Eb/N0 performance compared to its corresponding benchmark
scheme dispensing with over-complete source-mapping. Theperfor-
mance of the proposed transceiver is about 2.5 dB better in terms of
theEb/N0 in comparison to the three-stage benchmark scheme, but
dispensing with over-complete source-mapping.
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