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Abstract— In this contribution we show how Shannon’s coding theory In this contribution, we present a unified portrayal of tharmmel
could be realized for Multiple-Input Multiple-Output (MIM  O) channels  capacity and of the symbol-based EXIT charts [11], basedhen t
with the aid of EXtrinsic Information Transfer (EXIT) chart s and mutual information formula. We show that the area under yetm!-

the Maximum-Aposteriori Probability (MAP) algorithm. We r eview the . . .
relationship between the channel capacity, EXIT charts andthe MAP based EXIT charts is related to the channel capacity. Thkneuf

algorithm, outlining the principles of designing near MIMO -channel the paper is as follows. The system model is described indelit
capacity coding schemes. Both serial and parallel concateted coding and the EXIT charts is detailed in Section Ill. Two near-cafya

schemes are designed based on these principles and near MIM®annel  ¢oding schemes are designed in Section IV and our conclision
capacity performance is achieved. . ;
offered in Section V.

Il. SYSTEM MODEL
I. INTRODUCTION

The hls.,tory of channel coding dates bac.k Fo Shaqnon’s prioTee  u | o L U Encoder L U3 Encoder | 3
work [1] in 1948, where he showed that it is possible to design ——= m 2 3
communication system having an indefinitesimally low phuligy of
error, whenever the rate of transmission is lower than thmaacty am1)  e(u) a(ws)  elus) Channel
of the channel. This motivated the search quest for codesntiald X — 7
produce arbitrarily small probability of error at a transsion rate & | Decoder | L Decoder | | L Decoder | _ ¥
close to the channel capacity. The classic coding desigrs am 1 2 3
approach the channel capacity by optimum channel codeshwhic e(z1)  alus) e(zs)  alus)
requires a huge number of trellis states or code memorygusin
non-iterative decoder. Fig. 1. The block diagram of a 3-stage serially concatenatimding scheme.
A breakthrough in the history of error control coding wasithesn- Fig. 1 shows a 3-stage serially concatenated coding scheme,
tion of turbo codes by Berroet al. [2] in 1993. Convolutional codes where w, = {u;1,ui2,...} and z;, = {zi1,%:2,...} denote

were used as the component, which were combined with ieratithe sequences of information symbols and coded symbols of ‘E
decoders employing the Maximum-Aposteriori ProbabiliidAP) coder ', respectively. The sequence of channel-contaminated re-
algorithm [3]-[5]. The results demonstrated that a perfamoe close ceived symbols is denoted asand the estimate of. is denoted

to the Shannon limit can be achieved in practice with the did @s &. The interleaver and deinterleaver are representedr tgnd
binary codes using Binary Phase Shift Keying (BPSK) modttat 7!, respectively. The notationa(z;) = {a(zi1),a(ziz2),...}
Turbo codes were later designed also for higher-order ratidal. and e(x;) = {e(zi1),e(xiz2),...} represent the sequences of the
More specifically, bit-based Turbo Coded Modulation (TUCM) a priori and extrinsic probability, respectively, for the coded
and symbol-based Turbo Trellis Coded Modulation (TTCM)W&re symbols of ‘Decoderi’. Similarly, a(u;) and e(u;) denote the
designed for attaining a higher spectral efficiency. Thesitadesign corresponding sequences @fpriori and extrinsic probability of

of iterative decoders was based on analysing the assodéthce the information symbols of ‘Decodéei.

spectrum, which influenced the Bit-Error Ratio (BER) floor tbé
code [8].

u T a priori Y
In order to analyze the convergence behaviour of an iteracod- Encoder MAP  —
. . . : . e Channel 1| 4(z) e(x)
ing/detection scheme, density evolution techniques [8] BXtrinsic & €
Information Transfer (EXIT) charts [10], [11] were propdseéMore
explicitly, as suggested by the terminology, density etiotutracks u a priori v
the density distribution of the extrinsic probabilities the number Channel 2| 4, Decoder o(a) >

of decoding iterations increases [12]. Smilarly, EXIT dkdrack the
mutual Ir?forr_natlo.n exchange between thg component desader Fig. 2. The encoding and decoding of an intermediate enostiese input
consecutive iterations. It has been shown in [12], [13] thatarea gympols,u, emanate from an outer encoder and whose output symbols,
between the EXIT curves of the components in an iterativedec are fed to an inner encoder. Theriori channels are used to model the outer
is characteristic of the iterative decoder’s ability to mggzh the and inner decoders.
channel's capacity. This is often refered to as the ‘aregguty’ of Fig. 2 illustrates the decoding model of the intermediateoder,
the EXIT charts, which has been used by the binary EXIT cH0} [ i.e. the ‘Decoder 2' of Fig. 1. We may use tweopriori channels to
for rendering a near-capacity binary code design to a cuttiagi model the outer and inner decoders following the approaciaf
problem. Fig. 1]. More explicitly, the topa priori channel in Fig. 2 is used
to model an inner decoder which has a transition probabiity

The financial support of the EPSRC UK and that of the Europeaiory £ (Yx|zx) signifying the probability of producing;, at its output
is gratefully acknowledged. when the input isc,. Similarly, thea priori channel at the bottom



of Fig. 2 is used to model an outer decoder, which has a transit where the number of symbols in the sequencesdx are given by
probability of P(vx|ux), representing the probability of producing NV, and N, respectively. Since the intermediate decoder is assatiat
v at its output, when the input ig. with four mutual information transfers according to Eq9—(8B), two

Let us consider a Multiple-Input Multiple-Output (MIMO) stem, three-dimensional EXIT charts [17], [18] are required fisualising
which invokesN; transmit antennas anly,- receive antennas. When the four-dimensional mutual information transfer betwéles inter-
complex-valuedM-ary PSK/QAM is employed, the received signamediate decoder (two-input, two-output) and the outer decgone-
vector of the MIMO system can be written as: input, two-output) as well as between the intermediate decand

the inner decoder (two-input, one output) of Fig. 1.

y =Hx+n, Provided that a MAP decoder is used, the averageérinsic
wherey = [y1,...,yn,]" is an N.-element vector of the re- mutual information ofu may be computed as [11]:
ceived signals,H is an (V. x Ni)-element channel matrixx =
[z1,...,2n,]" is anN;-element vector of the transmitted signals and 7 (u Z H(ug) — H(uk|e(ur))
n = [ni,...,nn,.]7 is an N,-element noise vector. Each elements
of n is an Additive White Gaussian Noise (AWGN) process having Nu
a zero mean and a variance &%/2 per dimension. There ark/ = = log, (M Z E Z ul™) logy (e(uy™))
MNt number of possibleM-ary PSK/QAM phasor combinations m=1
in the transmitted signal vectat. Let us denotex as anM-ary wheree(u (M>) (Uk |y72k]) is the extrinsic probability of the

PSK/QAM s.ignal vector. y o . ' hypothetically transmitted symbak{™, for m € {1,...,Mu},
The conditional probability of receiving a signal vectpr given  \hich is provided by the MAP decoder and the expectation may

that an M-ary PSK/QAM signal vectorx™, m € {1,...,M}, pe removed, wheiV, is sufficiently large, yielding:
was transmitted over Rayleigh fading channels is deteminbethe

- . . : S Nu My
Probability Density Function (PDF) of the n0|s:e, )yleldlng. I5(u) = log, (M Z Z log e(u Sn))) )
m 1 —|ly = Hx™)||? % f=1m=1
(m)y _
p(y[x™) = (T No)N- P ( No o @ Similarly, we have [11]:
where||(.)|| is the Frobenius norm of vectdr). Ne Mz ( )
ot m (m)
The capacity of Discrete-input Continuous-output Memesgl Ip(x) = logy (M kz 221 )logy(e(z,,™)) , (10)
Channel (DCMC) [14] for the MIMO system usinty-ary signalling tm=
can be derived as [15], [16]: wheree(:clim)) ( |y[ i v) is the extrinsic probability of the

hypothetically transmitted symbcﬂ:,(cm), for m € {1,..., M4},

M M
1 m . .
C = log,(M) — i E E |log, g exp(Upnn) | x* )] N ©) Igenerated by the MAP decoder ai. is assumed to be sufficiently
m=1 n=1 arge.

where the exponen¥ ., ,, is given by [16]: The average priori mutual information ofu andz may be model
2 using the following assumptions [11], [19]:

) (4) 1) the LLRs of the bits are Gaussian distributed: the LLR of a
No bit b, which can be either from the sequenger z, is given

IIl. EXIT CHARTS by [10]:

The EXIT charts [10], [11] visualize the input/output chebez- z=hab+na, (1)
istics of the constituent MAP decoders in terms of the awerag where the variance of the AWGN, is o2 per dimension and

\Ijm,n -

mutual information transfer. Let us use the term ‘mutuabinfation’ the equivalent ‘fading factor’ is given biya = 0% /2 [10];

as the ‘per-symbol mutual information’, unless otherwitsezd. In 2) the bits in a symbol are assumed to be independent of each
the context of the intermediate decoder of Fig. 2, the EXIarth other and uniformly distributed: the averagepriori mutual
visualises the following mutual information exchange: information of a symbol sequenee(or z), where each symbol

uy (Or xx) consists ofL,, (or L) bits, is L,, (or L;) times the

1) average mutual information ef anda(u): DS _ i B
averagea priori mutual information of a bit in the symbol.

Zu I(ur: . 5y The averagea priori mutual information of a certain bit denoted as
ukaa(uk)) ) ( ) 1 2 . L
be (B = +1,b = —1} and its LLRz may be expressed similar
to Eq. (3) as:

2) average mutual information of anda(z):

Ne A
1 Ibz—l—— E (lo exp(¥in.n)
= 3 2 Tk alan)) ; ®) > [gQZ !
e

(m)] , (12)
m=1
whereexp(¥; ) = p(2[b™)/p(2|b™)) and the conditional Gaus-

3) average mutual information of ande(u): sian PDF is given by:

N.
1§~ (2 — hab)?
=~ D T(usse(ur)) ; o 2|b) = e (7‘4) , 13
N, 2 plel) = s ewp (P (13)
4) average mutual information of ande(x): while the exponent is given by:

Ne 2 (m) _ p(n) 2 2

1 —(02/2)(0"™ = b)) + na| + |nal
Ip(x) = N > Iawse(xr)) ®) i = ‘ ’ (14)

. 2
k=1 20%



Note that another interpretation of Eq. (12) was given in, [1&apacity of the lowea priori channel. Since ‘Encoder 3’ represents

Eq. (14)]. We have a functioiy = I(b;z) = J(oa), with J(c4a)
being monotonically increasing and therefore invertitblence, at a
given I, we may find the correspondings value from.J~*(I4).
Finally one may compute the corresponding LLR valuefrom

a one-to-one mapper, we havéux;yr) = I(zx;yx). Hence, the
area under the EXIT curve of this soft demodulator can be cthetp
using Egs. (8) and (19) as:

Tamax 1 N
Eg. (11). Thea priori mutual information of al,-bit symbol uy A= / A 1 Z[(uk;e(uk)) dla (20)
is given by: 0 N &~
Ly, IA,max 1 N
Iuks; 21)) = ZI(bq(Lk,iﬁzzlk,i)) ) (15) - /0 dla N kZI(Ik;yk) D)
i=1 =1
= IA,max 1($7y) = IA,max C 3 (22)

where z},) = {zZ‘k:D, e (L) ) is_the LLR sequence, which is
related to thel,, bits of ux andz{, ; is the LLR of b{;, ;, which is
the Ith bit in the kth symboluy.

where C' is the capacity of the MIMO channel (including the case
when N; = N, = 1) given by Eq. (3). Hence, it is shown that
the area under the symbol-based EXIT curve of a soft-demnappe
given by the product of the communication channel's capa€it
and the capacity of tha priori channella max. This area property
derived for the related symbol-based EXIT chart also inésahat
when the intermediate code (or the outer code of a 2-stagamsgh
is also symbol-based, all the mutual information gleanenfithe
communication channel has been transfered to the softgjeena
extrinsic symbol probability sequence. In this case, thk from z,,

of ‘Encoder 2’ toa(x2) of ‘Decoder 2’ in Fig. 1 may be considered to
be a transformed MIMO channel, namdly (z2) = I(z2; a(z2)) =

C. Hence, if we employ a symbol-based ‘Encoder 2’ and a MAP
algorithm for all decoders, then the area under the EXIT ewf/
e(uz) at the output of ‘Decoder 2’ can be shown to be:

IV. NEAR-CAPACITY CODE DESIGN

It is clear from Egs. (3), (9), (10) and (12) that both the catap
tion of the channel capacity and that of the EXIT chart is Hase
the same mutual information formula. It was shown in [11P][that
when a MAP decoder is used, teetrinsic probability e(uy ), which
is computed at the decoder’s output, contains the same anodun
information as the sequencgsand vy at the decoder’s input, i.e.

we have:
I(uks e(ur)) = I(ur; Y, V) - (16)

Similarly, the extrinsic probability e(x) contains the same amount
of information as the sequencgﬁd anduv:

A =C-Ia(u2) . (23)
I(zr;e(zy)) = I(:ck;g[k],y) . a7

Hence, the area under the EXIT cutkgis the same as the area under 10—
the EXIT curvelg when the MAP algorithm is used in all decoders, : _ )
although the shape of the curve may change. In other worel$/ &P 0.9 ? Eb;so i 122 gg m::sjgﬁmURc 1
decoder acts like a lossless filter where its two outputsesst a ' o EE/NE =.1.43dB : ML;-4QAM
full statistical characterisation of the two sequencesenkesl at its 0.8| * EyNg=-0.77 dB : ML,-4QAM-URC i
input. | O Ey/Ng =-1.43 dB : ML,-4QAM

According to the properties of EXIT charts [12], the areaemd g7 | * Ew/No=-0.75dB : ML,-4QAM-URC 7
the EXIT curve of the inner code equals to the capacity of the
communication channel (the upparpriori channel in Fig. 2), when 06 .
the communication channel’s input is given by equiprobaldeary )
symbols and the priori channel (the lowea priori channel in Fig. 2) 0.5¢ D

is modeled using a Binary Erasure Channel (BEC) [12]. Theaar & K
property was formally shown to be valid for arbitrary innexdes 04 r 1
and communication channels, provided that ¢epriori channel is
modeled by a BEC [12]. Furthermore, the area under the EXiVecu 0.3 ¢ 1
of the outer code equals to @:), whereR; is the outer code’s rate. )

Let us consider a PSK/QAM MIMO mapper as the inner encoder 0.27 |
(‘Encoder 3’ of Fig. 1) and assume that ‘Decoder 3’ is a MIMGtso 0.1

demapper. The decoder can be modelled using Fig. 2 whergfes u
a priori channel is an uncorrelated Rayleigh fading MIMO channel
and the lowera priori channel models ‘Decoder 2’ of Fig. 1. Since
the MIMO channel is non-dispersive and uncorrelated in tithe

a posteriori probability of the soft MIMO demapper contains only
the channel transition termy (3, s) of the MAP algorithm:

00 01 02 03 04 05 0.6 0.7 0.8 09 1.0
lA —

Fig. 3. Normalized EXIT charts where the area under each EXifve is
0.5. The different soft-demapper types that compute thensit probability
of 4-bit, 2-bit or 1-bit symbols are represented as MLML,, and MLy,
respectively.

Let us now consider &; = N, = 2 MIMO scheme usingM =
4-level QAM transmissions. The MIMO channel’s capacity careuol

(18)

Hence, the associated symbol-basatrinsic probability is given
by e(ur) = o(ux)/a(ux) = a(xx), which is independent of the

sequencev. Hence, based on Eq. (16) we have:
) . ) from Eq. (3) at a throughput of = 2 bit/s/Hz isE}, /Ny = —1.43dB.
T e(ur)) = I(ur; yr) - The MIMO mapper is considered to be the inner encoder (Encdde
In this case,lz(u) is independent off4(u), where Ig(u) is a of Fig. 1), whereL = N; x log,(M) = 4 bits are mapped to
constant acrosga(u) = {0,...,la,max}, With T4 max being the N, = 2 transmit antennas, each employing 4QAM transmissions.

o(ur) = vk(3,5) = a(wk) - aluk) .

(19)



Note that we may represent the input symbol of the MIMO mappsymbol entered into the URC encoder is given by2 = 2 and
as N number of L = 4-bit symbols,2N number of L/2 = 2-bit L/4 =1, when employing the ML, and ML, scheme, respectively.
symbols o4 N number ofL/4 = 1-bit symbols. At the receiver, the When there is no iteration between the soft-demapper ant/R@
soft-demapper is used to compute the extrinsic probalfithesed- decoder, the EXIT curve of the URC decoder depends on thelfirst
bit, 2-bit or 1-bit symbols. The EXIT curves recorded for the variousalue of the soft-demapper. Hence, both the MEQAM-URC and
soft-demapper types are shown in Fig. 3 which were nornmiltee ML ,-4QAM-URC schemes require a highgg /Ny value in order to
unity by dividing thel 4 (or Ig) values byl max = L = 4 bits. The maintain an area of 0.5 under their EXIT curves, as showndn Fi
different soft-demapper types, which compute the extirssimbol In other words, this loss of information (dfb/N, value) cannot be
probability as that of4-bit, 2-bit or 1-bit symbols are representedrecovered if there is no iteration between the URC decoddrthe
as MLs, ML,,, and ML, respectively. The area under each of theoft-demapper. In this case, we only need a 2D EXIT chart deior
EXIT curves in Fig. 3 equals 0.5 (a4 = 0.5 x L?> = 2L before to analyze the decoding convergence between the-MRAM-URC
the normalization). It is shown in Fig. 3 that the EXIT curnvar f scheme and the outer code.

ML,-4QAM is a horizontal line atfz = 0.5, while that for ML;,- We employ the IRregular Convolutional Codes (IRCCs) of [20]
4QAM and MLy,-4QAM emerges fromlr < 0.5 and terminates at as the outer encoder, where 17 subcodes were constructed fro
Ig > 05. a memory-four mother code. We design the IRCC to match its

EXIT curve to that of the ML-4QAM-URC scheme fed with
A. Serial Concatenated Scheme the information symbolsus ;. for k& € {1,...,N}. The resultant

We employed a recursive symbol-based unit-memory UnimeRanormalized EXIT curves are shown in Fig. 4, where an EXIT &lnn
Code (URC) [18] as the intermediate encoder, where each f§ading to the maximuniz(z:) value was created fa, /No values
put/output symbol had, = N; x log,(M) = 4 bits and each In excess of—1.10 dB, Whlc_h is as close as W|_th|ﬁ.33 dB fr_(?m
URC encoded symbol is mapped 1§, = 2 transmit antennas, the I\./II.MO channe!’s capacity. The corresponding IRCC Wflrght
where 4QAM transmission is used at each antenna. The synaisel  Coefficients are given byn, = [0.1724692% + 0.2528712° +
URC encoder employs a moduld- — 2° adder and it requirea/ 0.2141692° + 0.2094952'% 4 0.151042'7], where the superscript
number of trellis states. At the receiver a soft-demappes uged S = {3,5,9,13,17} of 2° denotes the index of the subcodes used.
to compute thelM = 2 = 16-valued extrinsic symbol probability
for each of the URC encoded symbsob, for & € {1,...,N}, .
where N = N, = N, is the number of symbols. These symboP' Parallel Concatenation Scheme
probabilities are fed to the URC decoder in order to compbte t |n contrast to the serial concatenated scheme of the previou
extrinsic probability of the URC's input information Symbmg,k for section, here we assume that ‘Encoder 1’ and ‘Encoder 2’ anallpl
ke {1,...,N}. The EXIT curve of the ML-4QAM-URC scheme ¢oncatenated as an outer code, which is the classic Turbe ()
is shown in Fig. 3, which is based on the URC'’s input informati arrangement. The ‘Encoder 3 is the same MIMO mapper that was
symbol u2 while assumming the absence of iterative informatiosed in Fig. 3. As argued earlier, it is impossible to recotrer
exchange with the soft-demapper. Observe in Fig. 3 that the-M jnformation loss, when a bit-based outer encoder (or wherit-a b
4QAM-URC scheme requires the sanig/No value as the ML-  pased interleaver) is used unless there are iterationsbatthe outer
4QAM arrangement in order to maintain an area of 0.5 under it. decoder and the inner decoder (soft-demapper), when corating

over MIMO channels. However, a symbol-based TC that exhihit

1.0 horizontal EXIT curve, which matches the M4QAM EXIT curve
N=2, N,=2, n=2 bit/s/Hz would require non-identical and symbol-based componedesadn
0.9 | e MLg-4QAM-URC: Ey/N, = -1.10dB « 1 the TC.
0.8 | — Decoding trajectory | ; ] _ Let us consider a scheme where apart from hav_ing ir!neri'melsat
: in the outer TC decoder, there are also outer iterations dmtw
the TC decoder and the MIMO soft-demapper. We consider bavin
107y ' i identical memoryr = 3 component codes for the outer TC, where
the component code’s generator polynomial is giverGbs: [13 6]s,
;? 06 ‘ ' ' ' 1 which has a similar structure to the TTCM scheme of [7] exc¢kpt

Nt

< a bit-interleaver is used before the MIMO mapper (‘Encodgrthe

- 05 [ - normalized EXIT curves of the MJ-4QAM and TC decoder (which
~0.4| ] uses 16 TC iterations) is shown in Fig. 5, where the notatigp:
S is used to denote the TC-encoded symbol. An open EXIT tunnel
FO.B | ] leading to the maximum value ofg(x142) = 1 was created at
E,/No = —0.85 dB, which is only0.58 dB away from the MIMO
02+ | channel’s capacity.
The normalized EXIT curves of theptimal maximal-distance
0.17 ~ , Outer code: R=0.5 Non-Systematic Convolutional Codes (NSCCs) [21] havingodec
— = |RCC: =4 polynomial of G = [15 17]s (code memoryr = 3) and G =

[10533 17661]s (code memoryr = 12) are also shown in Fig. 5.

0.0 : : : : :
00 01 02 03 04 05 06 07 08 09 10 Npte that approximately seven outer iterations are reduetween

IA(UZ) ’ IE(Xl) - the TC decoder and the ME4QAM for attaining/z ~ 1. Each TC
component code ha® = 8 trellis states, hence after 16 TC iterations
Fig. 4. Normalized EXIT charts for ML-4QAM-URC and IRCC. and 7 outer iterations, the ME4QAM-TC scheme will have traversed

The EXIT curves of the Mk,-4QAM-URC and ML,-4QAM-URC  through2 x 2” x 16 x 7 = 1792 number of trellis states per decoded
schemes are also shown in Fig. 3, where the number of bits . By contrast, the memory-12 maximal-distance NSCC deco



10 exitchartmimo-sym-tc-2x2 gle [4]
N=2, N;=2, =2 bit/s/Hz

0.9 | B— ML,-4QAM: E,/N,=-0.85dB | « 1 5]

0.8 | — Decoding Trajectories

(6]

(7]

(8]

El
[10]

Outer code: R=0.5 11

—+ NSCC: v=12

i —x NSCC: 1=3
i —= TC: v=3, 16 iter

[12]

R —
00 01 02 03 04 05 06 0.7 0.8 09 10

la(Ug) » le(Xig2) — [13]

Fig. 5. Normalized EXIT charts for M{z4QAM, TC and NSC. -

[15]
evaluated2'> = 4096 number of trellis states per decoded bit.16
Despite its higher complexity, there was no open EXIT tuneatling (16]
to Ig(z182) = 1 between the EXIT curves of either of the two NSCC
decoders and the ME4QAM scheme af, /Ny = —0.85dB. Hence, [17]
the memory-12optimal NSCC requires about096/1792 ~ 2.3
times higher complexity than the ME4QAM-TC scheme, and yet
fails to achieve decoding convergence to infinitesimally BER at
Ey/No = —0.85dB.

(18]

V. CONCLUSIONS [19]
We have shown the relationship between the computation ef th
channel capacity, EXIT charts and the MAP algorithm. As sieen
Fig. 4, the classieptimal coding design (i.e. NSCC) was inefficient[20
as it is very difficult to achieve a near-horizontal EXIT cerfor
matching the EXIT curve of the soft-demapper. It was shown in
Fig. 3 that when communicating over MIMO channels, we neddrou 21]
iterations exchanging extrinsic information with the sdémapper
unless a symbol-based decoder is employed, if approachiag t
MIMO channel’'s capacity is desired. It was shown that Shafmno
communication theory could be realized for MIMO channelthtie
aid of the MAP algorithm as well as by using an EXIT charts dide
code design and iterative decoding between two or threeptibral
codes. Hence, achieving near-capacity performance itbfeashen
the associated encoding/decoding complexity and decadibtay is
affortable. The new challenge for code design is to appraheh
attainable rate at the lowest encoding/decoding compleaid the
lowest possible interleaving delay.
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