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Abstract— In this treatise, we propose an iteratively decoded
Bell-labs LAyered Space-Time (BLAST) scheme, which seribl
concatenates an IRregular Convolutional Code (IRCC), a Urty-
Rate Code (URC) and a BLAST transmitter. The proposed

(URC) should be employed as an intermediate code in order
to improve the attainable decoding convergence.

In MIMO schemes, the optimum performance can be

scheme is capable of achieving a near capacity performance achieved by the maximum likelihood (ML) soft demapper at

with the aid of our EXtrinsic Information Transfer (EXIT) ch art
assisted design procedure. Furthermore, a Markov Chain Mote
Carlo (MCMC) based BLAST scheme is employed, which is
capable of significantly reducing the complexity imposed. &r
the sake of approaching the maximum achievable rate, iterate
decoding is invoked to attain decoding convergence by exchging
extrinsic information among the three serial component deoders.
Our simulation results show that the proposed MCMC-based
iteratively detected IRCC-URC-BLAST scheme is capable of
approaching the system capacity.

I. INTRODUCTION

the cost of a potentially high receiver complexity, espigcia

for a large number of transmit antennas or for a high-
order modulation scheme. In order to mitigate the compfexit
imposed, reduced complexity, suboptimal detection allyors

may be used, such as for example Sphere Decoding (SD),
Markov Chain Monte Carlo (MCMC) detection [8], [9] etc.
may achieve a near-optimal performance at a reasonable com-
plexity. It was shown in [8] that the MCMC aided algorithm
has the potential of outperforming the SD aided one, hence
we opted for using the MCMC aided algorithm in this paper.

The novel contribution of this treatise is that we design
an iteratively decoded reduced-complexity near-capaloige-

Multiple input multiple output (MIMO) systems are capablétage IRCC-URC-BLAST scheme. Specifically, the computa-

of supporting high-rate, high-integrity transmission. [t [2],

tional complexity of this concatenated system is reduced by

Wolniansky et al. proposed the popular multilayer MIMO factor of 256/50 or 256/60, at the cost of a modest reduction

structure, referred to as the Vertical Bell-labs LAyerec&p

in the maximum achievable rate compared to ML detection,

Time (V-BLAST) scheme, which is capable of increasing th&wing to the employment of the low-complexity, but near-
throughput without any increase in the transmitted power 8ptimum MCMC demapper in the BLAST detector.

the systems bandwidth.

For a coded system, in order to achieve decoding con-

verge to an infinitesimally low bit error ratio (BER), the

II. SYSTEM OVERVIEW

BLAST scheme is serially concatenated with outer codesthg schematic of the proposed serially concatenated system
for iteratively exchanging mutual information between thg jjystrated in Fig. 1. The transmitter consists of three

constituent decoders. The decoding convergence of iehati components, an IRCC encoder, a URC encoder and a BLAST.
decoded schemes can be analysed using EXtrinsic 'nforma%rthermore, two different high-length bit interleavers in-

Transfer (EXIT) charts [3], [4]. Tuchler and Hagenauer, [8]

troduced between the three encoder components to guasantee

proposed the employment of IRregular Convolutional Cod@$at the assumptions facilitating the application of EXHads
(IRCCs) in serial concatenated schemes, which are cotestitu, o complied with [3].

by a family of convolutional codes having different rates, i
order to design a near-capacity system. They were spet;ificaH1
designed with the aid of EXIT charts to improve the conver-
gence behaviour of iteratively decoded systems. Furthesm
it was shown in [6], [7] that a recursive Unity-Rate Cod
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The IRCC encoder takes the information hitsand outputs

e coded bitsc;, where each input-stream fraction’s code
rate was designed for achieving a near-capacity performanc
with the aid of EXIT charts [3]. An IRCC is constructed
from a family of P subcodes. First, a rate-convolutional
mother code’, is selected and theP:1) other subcode§’;

of rater; > r are obtained by puncturing. Lé¥ denote the
total number of encoded bits generated from fieuncoded
information bits. Each subcode encodes a fractiomof, NV

of the original uncoded information bits and generaigev
encoded bits. Given the overall average code rate target of
R € [0, 1], the weighting coefficienty, has to satisfy:

P P

1=Y ap, R=Y ayry, and a) € [0,1], Vk. (1)
k=1 k=1



Clearly, the individual code rateg, and the weighting [1l. MCMC A IDED BLAST DETECTOR

C??:'C'ent&l)f{k p:a:)éégruglal role in slhapmgsthefEXI_':'flgqulon At the BLAST detector, in order to obtain the LLR values
ot the resuitan - For example, in [5] a family &f = p(us), the a posteriori probability of each bith, of b is

17 subcodes were construpted from a systematic, rate- ¢uired. To this end, the optimal performance is achiewed b
memory-4 mother code defined by the generator polynom{ﬁl

. . ML soft d , which b d
(1,91/90), wheregy = 1+ D+ D* is the feedback polynomial © SOTt demapper, Which can be expressed as
andg; = 1+ D*+ D® + D" is the feedforward one. Higher  Plby = +1ly, L. (8)] = Y _ Plbx = +1,b_1,y, La ()], (3)
code rates may be obtained by puncturing, while lower rates b
are created by adding more generators and by puncturingund ) _
the constraint of maximising the achievable free distancW.ﬁere theb(Nt ]i) ggg izzget?;/ \r/eer(‘;]tc?\l/)iag t_l‘lk[l:ll?]17bitb7l¥:'8:‘r7]
H 1, »UNy-B k
In tﬂelp:_o%oiedDQS >fteDr2 ;?l% twoﬁatidfcgajr gDegnira;clrs %ﬁ% transmitted bit vectob and the summation is over all
g2 = g3 = ing fropossible combinations .. Still referring to Eq. (3).La(b)
gqeorigu(l)tz;n.ﬂj stl(J)b(;:gdes have coding rates spanning frOrepresents the priori LLR values of the information bits
R ) b. For large number of transmit antennas or for a high
The EXIT function of an IRCC can be obtained fromymper of modulation leveld/, the number of combinations
those of its subcoqles. Morg specifically, th_e. EXIT functiogyows exponentially, which makes the employment of the
of the target IRCC is the weighted superposition of the EXIfy detector prohibitive for practical application. Insteaf

functions of its subcodes [5]. Hence, a careful selection @{4jyating all the combinations, the MCMC algorithm was
the weighting coefficientsy, could produce an outer codeghqyn to succeed in selecting only the influential combina-

EXIT curve that closely matches the shape of the inner COF‘Sns, resulting in a low complexity, but still approachitie
EXIT curve. When the area between the two EXIT curves i?ptimal performance.

minimized, decoding convergence would be achieved at the . .
lowest possible Signal-to-Noise Ratios (SNR). In the context of the MCMC algorithm, the Gibbs sampler

) i was employed to generate the Markov Chain, which can be
Following the IRCC encoder, a recursive URC was €Myascribed as follows 8], [9]:

ployed to encode the information bits and output coded bits
co. It was shown in [6], [7] that a recursive code is heeded as
an intermediate code, when the inner code is non-recursive,z) for
in order to achieve decoding convergence at a low SNR. The

URC employed has a generator polynomialﬁfE and it is

used as an intermediate code between the IRCC and BLAST

1) Initialize b randomly;
i1 =110 Nyc do
draw sample fromP[b, [b ', y, L. (b)];
draw sample fromP[bs|b® 5,4, Lo (b)];

schemes. draw sample fromP[by,.5lb" .5, ¥, La(®)];

Assume that the number of transmit antennad/jsfor an if i > 0 add samplé’ to
M-ary modulation scheme. At time instant the BLAST i++
encoder maps/\; - B) bits of the information bit stream end
u3, expressed as a vectdr = [b1,bz, -+ ,by,.5], Where \phare v s the length of a single Markov Chain.
B =log, M, into anN;-component transmitted symbol vector _. . .

T Since the samples generated from a single Markov Chain are

x expressed as = [z, 22, - ,2n,] . Furthermore, assume

correlated, this may result in insufficiently important elise
samples. As an alternative solutiofh, number of parallel
n%zrkov Chains can be generated, resultinglin Ny;¢ sam-
ples. Afterwards, the repetition of identical samples imoged
and onlyN, different samples are retained [8], [9]. Upon using
theseN, different samples, tha posteriori probability of b,
y=Hz +n, (2) is approximated as [8], [9]:

that the number of receive antennashis. Then the received
length{V,.) observation vectoy at time instantt can be
expressed with the aid of the channel impulse response (C
matrix H connecting theN, transmit antennas with thé/,
receive antennas at time instanas

where, againH is the (N, x N;)-component CIR matrix. P(bx = +1[y, Lo (b)) ~

Specifically, flat fading is assumed. Furthermarés a length- Zz]‘V:sl Plbr, = +1ly,b" , Lo (b)]Pb’ |y, La(b)]
N, noise observation vector, which is assumed to be Gaussian . .
distributed with a zero mean and a covariance matrix given by 2im1 P yly, La ()]
O'QINT.

According to Fig. 1, an iterative decoding procedure is
operated at the receiver side, which employs three A Posteri For discrete-amplitude QAM or PSK [10] modulation,
Probability (APP)-based decoders. The received signdfégof we encounter a Discrete-input Continuous-output Memssgyle
1 are first detected by the APP-based BLAST detector in ordéhannel (DCMC) [10]. In order to design a near-capacity
to produce the posteriori log-Likelihood Ratio (LLR) values coding scheme, we have to derive the bandwidth efficiency
L3 ,(uz) of the information bitsus. Extrinsic information 7 of various BLAST schemes for transmission over the
is iteratively exchanged between the BLAST detector, URBCMC. This will be achieved based on the properties of
decoder and the IRCC decoder. EXIT charts [11] as detailed in the next paragraph. In this

(4)

IV. SYSTEM DESIGN



contribution, both the full-rank scenario d¥f; = 4 transmit the IRCC outer code having an average coding raig ef 0.5
andN, = 4 receive antennas and the rank-deficient scenariowés employed, resulting in the effective throughputnof=
N, = 4 transmit andV, = 2 receive antennas are considered, - 2 - % = 4 bit/s/Hz for 4QAM, while the channel capacity

It was claimed in [5], [11] that the maximum achievable ratand the maximum achievable rate computed according to the
of the system is the same as the area under the EXIT cuRf@perties of EXIT charts [5], [11] at a throughput of 4 btz
of the inner code, when the channel’s input is independenfife depicted in Fig. 2.
and uniformly distributed. Furthermore, the area under theln Fig. 3 the exchange of extrinsic information in the
EXIT curve of the outer code is approximately equal to (Ischematic of Fig. 1 is characterized by an EXIT chart for
R), where R is the outer code rate. Assuming that the aréee full-rank system. The EXIT curve of the MCMC-BLAST
under the EXIT curve of the inner decoder, i.e. the BLAS$cheme is a slanted line, which crosses the EXIT curve of the
detector, is represented byz, the maximum achievable rateouter code and hence prevents us from reaching the (1.0, 1.0)
curves of two BLAST schemes are shown in Fig. 2 togethppint of perfect convergence. By contrast, when relying on
with the capacity curves of the unrestricted Continuoym#n the extrinsic information exchange between the URC decoder
Continuous-output Memoryless Channel (CCMC) [10], [12And the BLAST detector, the curve reaches the (1.0, 1.0)
for comparison. It can be seen from Fig. 2 that the mopoint and hence becomes capable of achieving a near-capacit
receive antennas are used, the higher the capacity in beth performance. When there is no iteration between the URC
CCMC and DCMC scenarios. Furthermore, the capacity of tilecoder and the MCMC detector, the EXIT curve shape of
DCMC scenario was upper-bounded by that of the CCMC féthe URC decoder depends on the initig} value provided
both full-rank and rank-deficient scenarios. by the BLAST detector af4, = 0. Hence, the BLAST-URC

The main objective of employing EXIT charts [3] is toScheme requires a high&k, /N, value in order to maintain an
analyse the convergence behaviour of iterative decoders &¢a 0fAr = 0.5 than the scheme having iterations between
examining the evolution of the input/output mutual informathe URC decoder and the MCMC detector, as shown in Fig.

tion exchange between the inner and outer decoders duing ¥ In other words, a throughput loss will occur, if there is no
consecutive iterations. As mentioned above, the area theeriteration between the URC decoder and the BLAST detector.
EXIT curve of the inner decoder is approximately equal to the As we can see from Fig. 3 the Monte-Carlo simulation
channel capacity, when the channel’s input is indepengentiased decoding trajectory of the (MCMC-BLAST)-URC-
and uniformly distributed. Similarly, the area under thelEX IRCC scheme only has slight mismatches in comparison to
curve of the outer code is approximately equal to (1-Rdhe corresponding EXIT curves. This is due to the reduced-
where R is the outer code rate. Furthermore, our experiertamplexity approximation of the extrinsic information pro
results show that an intermediate URC changes only tkieled by the MCMC demappers, because we use 50 out
shape but not the area under the EXIT curve of the innef 256 possible samples in the computation of Eq. (3). We
code. A narrow, but marginally open EXIT-tunnel in an EXITapply the same technique for a rank-deficiehk(2) system,
chart indicates the possibility of achieving a near-cagaciwhere only 60 out of 256 samples are used in Eq. (3). Fig. 4
performance. Therefore, we invoke IRCCs for the sake dfsplays the BER performance of the (MCMC-BLAST)-URC-
appropriately shaping the EXIT curves by minimizing thesardRCC schemes. As we can see from Fig. 4, the (MCMC-
in the EXIT-tunnel using the procedure of [4], [5]. BLAST)-URC-IRCC scheme employingy; = 4 transmit and

Again, the EXIT function of an IRCC can be obtained byVr = 4 receive antennas is capable of working within 0.3-0.4
superimposing those of its subcodes. More specifically, tH8 of the corresponding maximum achievable rate obtained
EXIT function of the target IRCC is the weighted superpowith the aid of our EXIT chart assisted technique, while the
sition of the EXIT functions of its subcodes [5]. Hence, &MCMC-BLAST)-URC-IRCC scheme invoked in the rank-
careful selection of the We|ght|ng coefficients could prc@u deficient scenario performs within 1.0 dB of the Correspngdi
an outer code EXIT curve that matches closely the EXIT cunkCMC capacity.
of the inner code. When the area between the two EXIT curves
is minimized, decoding convergence to an infinitesimally lo
BER would be achieved at the lowest possible SNR.

VI. CONCLUSIONS

In this paper, we investigated a MCMC aided iteratively
V. SIMULATION RESULTS decoded BLAST-URC-IRCC scheme with the aid of EXIT

In this section, numerical results are provided in ordé:rhart analysis. The simulation results show that the pregos

to characterize the proposed scheme. Specifically,= 4 Scheme is capable of .ach|eV|ng a_near—capacny performance
. B - . t a reduced complexity, when using 50 and 60 out of 256
transmit andV,. = 4 or N,. = 2 receive antennas are employeél . . L -
. samples in Eq. (3) to approximate thgposteriori probability

and 4QAM was adopted. Furthermore, we invoked= 10 - : .

. . in the full-rank and rank-deficient scenarios, respedtivel
parallel Gibbs samplers of lengtN;c = 5 in the full-rank
(4 x 4) system and. = 15 parallel Gibbs samplers of length
Nure = 4 in the rank-deficientdx 2) system. Hence, we have REFERENCES
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Fig. 3. The EXIT chart curves for the (MCMC-BLAST)-URC, IRCGd the

IRCC subcodes, when communicating over uncorrelated flgteRRgn fading

channels usingV; = 4 transmit andV,, = 4 receive antennas. The subscript
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Fig. 4. The BER performance of the proposed (MCMC-BLAST)@RRCC
scheme, when communicating over uncorrelated flat Raykeidimg channels
using N; = 4 transmit andN, = 4 receive antennas.



