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Abstract— In this paper, an Irregular Distributed Space-Time (Ir-DST)
coding scheme is studied in the context of a twin-relay aidedetwork
in which the successive relaying protocol is employed. A tig upper-
bound of the successive relaying aided network’s capacitysi given.
The distributed codes at the source and relays are jointly dsigned
with the aid of EXtrinsic Information Transfer (EXIT) chart s for the
sake of high-integrity operation at Signal-to-Noise Ratis (SNRs) close
to the corresponding network’s capacity. Finally, it is shevn that our
proposed Ir-DST coding scheme is capable of near-capacityooperative
communications in the successive relaying aided network, hich is an
explicit benefit of our joint source-and-relay mode design.

|. INTRODUCTION

A. Background

network’s capacity. Due to the half-duplex constraint, tework’s
effective throughput in [10] was reduced by a factor of two.

B. Contribution

In this paper, we design an improved Ir-DST coding scheme for

a twin-relay aided network, where the successive relayirgopol
is employed for the sake of recovering the half-duplex rieigy
loss. A joint source-and-relay mode design procedure ipqeed
for the twin-relay aided network. The distributed code comgnts
used at the source and relays are optimally designed. Syadlgifi
the Ir-DST coding scheme is capable of approaching the Bliser
input Continuous-output Memoryless Channel’s (DCMC) [11P]
capacity in the context of the successive relaying aidedaorit while

Cooperative communications [1], [2] have drawn more andemoapproaching the transmission efficiency of the direct trassion

attentions in the past few years, which combine the benefits
distributed Multiple-Input Multiple-Output (MIMO) systes with
relay-aided techniques. In a relay aided network, wherenthdes
(users) are equipped with either single or multiple antsnicaop-
erative communications allow the nodes (users) to assest ether
in forwarding (relaying) all messages to the destinatiather than
transmitting only their own messages. Since the MIMO trdtisn's
elements in such a network are distributed, the networkctfy
forms a “distributed MIMO” system. For the sake of improvitige
diversity gain of relay-aided practical half-duplex-coased net-
works, numerous cooperative protocols [1]-[4] have beapgsed.
However, in most three-terminal cooperative scenariosg@ificant

Operating without relaying.

The rest of this paper is organised as follows. The systemeimod
and the successive relaying protocol are described in @edti
Section Il specifies the encoding and decoding processetheof
Ir-DST coding scheme designed for the successive relayidgda
network. The upper-bound of the network’s DCMC capacity el
EXIT chart aided joint source-and-relay mode design araildet in
Section IV, while our simulation results and discussiores@ovided
in Section V. Finally, we conclude in Section VI.

Il. SYSTEM MODEL AND PROTOCOLDESCRIPTION

multiplexing loss will be incurred compared to direct transmissiond" ystem Model

due to the half-duplex constraint of practical transceivéfor the
sake of recovering the multiplexing loss, a successiveyirmia
protocol was proposed in [5] by incorporating an additiorelhy
in the network and arranging for the two relays to transmitum.
However, a sophisticated channel code was required foreaclg
near-error-free detection at the relay nodes and hencetemntr error-
propagation, which was not considered in [5].

Inspired by the classic turbo codes used in non-cooperative

communication scenarios, Distributed Turbo Codes (DTQ)hgbre
been proposed for “distributed MIMO” systems, which benttim
a turbo processing gain. However, DTCs suffer from having an
imperfect communication link between the source and relages.
Hence a three-component Distributed Turbo Trellis Codedii
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Fig. 1. System model for the successive relaying aided n&twehere the
relays are assumed to be geographically isolated.

We consider the four-terminal successive relaying aidédaon of
Fig. 1, where a single soureds equipped witiNs = 2 antennas, and

tion (DTTCM) scheme has been proposed in [7], which takes in(/\/ants to communicate with the destinatidhavingNg = 4 antennas.

consideration the realistic condition of having an impetrfource-to-
relay communication link. The DTTCM scheme of [7] was desigin
using EXtrinsic Information Transfer (EXIT) chart analygB], [9],
and it was capable of minimizing the decoding error proligtet the
relay. As a benefit, it performed close to its idealized cerpurt that
assumes perfect decoding at the relay. However, the DTTCM]of
still fails to approach the corresponding network’s catyad¢n [10],
an Irregular Distributed Space-Time (Ir-DST) coding schemas
proposed for the sake of approaching the three-terminay+aided
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The two relaysr; and rp are both equipped withN;, = Ny, = 2
antennas and each relay can be either a mobile user or a fixed
relay. Compared to the conventional single-relay-aiddwse, it is
clearly seen that one more relay is required to support theessive
relaying, which potentially increases the overall infrasture cost.
However, this can be avoided when the relays are constitoyed
inactive mobile users. To obey the practical limitationspoéctical

transceiver design, all nodes in the network obey the hatlex

constraint, i.e. a node cannot transmit and receive simedtasly.
Furthermore, we consider a similar scenario to that of [MBiere the
relays were said to have weak interconnections. In our thseelays
are assumed to be isolated from each other geographically 4],



we model the communication links between the nodes of Figs 1 where yg, = [Ygi_’17...7y5ri’Nr]T is the Nr,-element vector of the
being subjected to both large-scale free-space path loaelass to received signals at the relay Furthermoreygy = [ysd_yl,...,ysd_,Nd}T
small-scale uncorrelated Rayleigh fading, except for iiebetween andy,g = [Vr,d,1:--- ,yrid,Nd}T are bothN4-element vectors of the sig-
the relays. Hence, as a benefit of the commensurately reducetds received at the destination, whitky, e CNiNs Hgy e CNoxNs
distance and path loss, we achieve a proportional power{da] andHq € cNexNi are the corresponding channel matrices having
for the source-to-relay (SR) links and the relay-to-degion (RD) independent and identically complex Gaussian distribiednents
links with respect to the source-to-destination (SD) limkyich are with a zero mean and a variance of 0.5 per dimension. Furibrerm
denoted byGs,, Gs, and Gy,q4, Gr,d, respectively. Specifically, the ¢s = [Cs1,...,Csn.]" and ¢, = [Cri,17-~-70ri,N,i}T are theNs-element
power-gain of the SD link with respect to itself is unity,.i®y =1. vector of the signals transmitted from the souseed theN;,-element
In this paper, we assume that the relays are closer to theesowector of the signals transmitted from the relay respectively. In
than to the destination, while both the source and relaysfare this paper, we assume that the source and relays transrhi atitne
away from the destination, namely we ha®g, > Gy, i =1,2. In  power. Finally,ny, = [ny, 1,...,n N, ]T andng = [ng1,...,ng " are
this scenario, the relays benefit from a higher receivedasipower the correspondind\y,-element andNg-element AWGN vectors, both
than the destination, which facilitates the employmentesrrperfect with each element having a zero mean and a variandgy@2 per
Decode-and-Forward (DF) relaying. dimension.

I1l. | RREGULARDISTRIBUTED SPACE-TIME CODING FOR

B. Protocol Description SUCCESSIVERELAYING NETWORK
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We split the source transmissions into different identleagth g
frames. As illustrated in Fig. 1, the transmission schedubf the |
Relay Transceiver

successive relaying protocol can be described as follawBhése 1

of Fig. 1(a),s transmits frame 1r; listens tos; r, remains silent and Fig. 3. Schematic of the extended Ir-DST encoder for theessige relaying

d receives frame 1 froms. In Phase 2 of Fig. 1(b)15t."an5mits frame  aiged network, where the dashed line indicates the ereeriecoding at the
2; r1 decodes, re-encodes and forwards frame,lljstens tos and relays.

d receives fra_me _1 from; and frgme 2 frons. By contrast, during |, [10], we have proposed a novel Ir-DST coding scheme for the
Phase 3 seen in Fig. 1(c)s transmits frame 3;, decodes, re-encodes ree.terminal relay-aided network. In this section, wi esitend this

and forwards frame 2;; listens tos andd receives frame 2 from; |, _pgT coding scheme to suit the four-terminal successalaying
and frame 3 frons. This progress repeats in this manner uRtibse  5iqed network.

N. In Phase (N+1), s andry (or rp) keep silent. Therry (or rp)
decodes, re-encodes and forwards frakhevhile d receivgs framg A. Distributed Encoding at the Source and Relays
N from r, (or r1). The frame structure of the successive relaying

scheme is further illustrated in Fig. 2. It is clearly seemtthn
our successive relaying schem&l 1) communication phases are
required to conveW frames of information with the aid of two relays.
Hence, almost the transmission efficiency of direct trassion is
approached, provided that is sufficiently high. The vector hosting
the received signal at the relay can be formulated as:

As seen in Fig. 3, at the source of the four-terminal succes-
sive relaying aided network, we use the same serial corataen
IRCC-URC-STBC scheme as in [10]. The IRregular Convolwlon
Code (IRCC) [15], [16] and Unity-Rate Code (URC) [17] are
employed to facilitate the near-capacity performance enehd-to-
end link [18]. On the other hand, the serial concatenatedORC
STBC scheme at the relay of [10] is employed by both of the

Ysri = v/GsrHsrCs+ 1y, 1=1,2. (1) two relays in the successive relaying aided network consiién
this contribution, where the IRCCs at the relays may havierdint
By contrast, the signal vector received at the destinadidarring the weighting coefficients and will help to realize the nearwak-

first and last transmission phase can be expressed as: capacity performance as in [10]. Since the frames tranechiéind
layed from the source and relays have the same frame |lesgth
= /GggHgiCs + Ng, 2) [felayedIr y a3y
Ysd sdMsdCs N @ seen in Fig. 2, we choose the same average code rates foffereri
and IRCCs used at the source and relays, namely we RaveR;, = Ry,.
] Note that the relays are assumed to be geographically ésbfadbm
Yrd = v/GridHrdCr +ng, 1=1,2, () each other, as depicted in Fig. 1. Hence, there is no interéer

between the two relays during any of their transmission ghaas
in [13]. Hence, interference suppression is not neededeatdlays,
as seen in Fig. 3. However, at the destination, except fofittsteand
last phase, suppression of the interference becomes a prajuem,
Yrid = v/GsaHsaCs + \/Gr,aHrdCr, +ng, i=1,2, (4) which will be detailed in the next subsection.

respectively, while the signal received during the intediate phase
contains collisions of signals received from the source rehaly and
is formulated as:



B. Iterative Decoding at the Destination of the source and the independent transmissions of the tlagsre
Hence, according to the frame structure of Fig. 2, the uppan of
the corresponding network’'s DCMC [12] capacity can be esged
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B at the source and relays, respectively, and $RRis the equivalent

Fig. 4. A frame-by-frame SIC aided iterative decoder of thiereded Ir-DST SNR of the successive re!aylng a'fjed networ.k, Wr@g%MC a”q
code at the destination. CIdeCMC are the corresponding SD link’s capacity and the RD link's
In contrast to the iterative decoder of the conventionajleimelay- capacity, respectively. They can be computed based on Eqf [£9].
aided network of [10], Fig. 4 illustrates our novel framefbgme The resultant bandwidth efficiency is determined by norsiradj the
successive interference cancellation (SIC) aided iteratlecoder network’s capacity upper-bound given by Eq. (5) with respgieche
designed for the extended Ir-DST coding scheme of the ssivees product of the bandwidttw and the signalling period’, namely
relaying aided network. The SIC aided iterative decoderigf #has n =C/WT |[bit/s/HZ, whereWT =1 for PSK/QAM schemes, when
two distinctive parts. Except for the first and last phasénef@N +1)- assuming zero Nyquist excess bandwidth. The bandwidtheeftig,
phase relaying protocol, in each intermediate phase, teénddon 1, is typically plotted against the SNR per bit given By/Np =
first uses the iterative SIC algorithm [18] to separate ttgnals SNR/n. For simplicity, we will refer ton as the network’s capacity.
received from the source and relays. For examplePliase n of
Fig. 4, the destination receives the signals of frames {) andn 45 ‘
from the relayrj, j =1 or 2 as well as from the soursgrespectively. o T ggmgzzzgll'j%’mgzz
It first detects the signals of frame { 1) using SIC, while treating 7| % CCMCq.p-4QAM-G2
the signals of frame as interference. After frama(- 1) is detected, 35| ._ S%gg:_’;‘fgﬁﬁ?ﬁz
the destination subtracts it from the received signals andgeds to ~— DCMCqop-4QAM-G2
detect framen. As discussed in [18], two SIC operations are sufficienh 80 o 3838;;;3:382&2;23
to achieve the near-optimum performance for both frammes ) I 25f "
and n in this case. After the SIC operations, the detected signas
of frame n are passed to the amalgamated “SERIRCs-IRCC” 5:20’
decoder of Fig. 4, and the separated signals of frame X) are 15|
used in the previous three-stage iterative decoding psocefig. 4
in conjunction with the detected signals of framme—(1) in Phase
(n—1). Similarly, in the subsequerRhase (n+ 1), the signals of o5}

1=0.5 bit/s/Hz Ey/Ng=-7.9dB:DCMCco0p-4QAM-G2

frame n received from the relay;, i =2 or 1 and frame rn(+ 1) 7=1.0 bit/s/Hz E;/Ng=-10.9dB:DCMCcoop1-4QAM-G2
received from the sourceare detected consecutively by the iterative 00,5 -10 8 6 4 2 0 2 4
SIC algorithm at the destination. The detected signals amén En/No [dB]

are passed to the amalgamated “STBRCC:,” decoder of Fig. 4,

and the separated signals of franme(1) are left to be used in the Fig- 5. ~ The capacity curves of different relaying networkspiying

subsequent three-stage iterative decoding process ioraign with Alamouti’s space-time block code where Coop-l denotes iweventional
. . - , Single-relay-aided network in [10] and Coop-ll indicatese tsuccessive

the detecteq S|gnals of frar_ne{ 1) in Phase (n_+ 2)._ Thfe inner”  elaying aided network.

and “outer” iterations following the SIC operations in Figare the

same as those presented in [10].

IV. NEAR-CAPACITY SYSTEM DESIGNBASED ON EXIT CHARTS B. Joint Code Design for the Source-and-Relay Nodes

As presented in [10], the proposed Ir-DST coding schemepa-ca For th_e sake qf nee_lr-capacity cooperative commgr_licatinrme
ble of near-capacity cooperative communications for a entignal SUccessive relaying aided network, we extend the jointcseand-
single-relay-aided network. In this section, we will derswate that "ely mode design procedure of [10] to suit our four-territework
our extended Ir-DST coding scheme is also capable of ac‘rg'eviOf Fig. 1 in this SeC'[IOI‘l.,.WhICh is summarised as follows:
decoding convergence to an infinitesimally low Bit ErroriB4BER) Step 1 Choose a specific average code riéeor the IRCG at the
at the Signal-to-Noise Ratios (SNRs) close to the capaditjhe Source and employ the EXIT curve matching algorithm of [15ha
successive relaying aided network. Hence, we first derigeugiper- "€lays to obtain the optimized weighting coefficientsi = 1,...,17
bound of the successive relaying aided network’s DCMC [{13] of IRCGs, where a narrow but marginally open EXIT-tunnel between
capacity for Alamouti's STBC scheme in Section IV-A. Thehet the EXIT curves of the inner amalgamated “STSURCs” decoder
EXIT chart based joint source-and-relay mode design wiltaeied Of Fig. 4 and the outer IRCCdecoder emerges at the relays. This
out in Section IV-B. In Section IV-C, the EXIT chart analysita Implies that a near-capacity performance may be achievethéoSR
specific example will be given to demonstrate the proficienicthe links. Then store the corresponding required transmit pastethe
code design procedure proposed in Section IV-B. source.

A. Upper Bound of Network's Capacity IHere we introduced the terminology of equivalent SN&define the ratio
. . . . L of the signal power at the transmitter side with respect rthise level at
We approximate the successive relaying aided network'8@Bp the receiver side as in [14]. Although this does not have actliphysical

by the maximum achievable rate attained during the trarsams interpretation, it simplifies our discussions.



Step 2 Choose the same transmit power at the source as stored

in Step 1 Fix the optimized IRCg weighting coefficients;,i =

1,...,17 obtained inStep 1 at the source. Then perform iterative 1.0
decoding by exchanging extrinsic information between thralga-

***** Decoding trajectory for Source-to-Relay link, SNR', = -0.7 dB H
— Decoding trajectory for Source-to-Relay link, SNR', =-2.1dB H i

mated “STBG-URGCs" decoder of Fig. 4 and the IRGQlecoder at 0.9 LN
the destination, until the further increase of the afgaunder the ) i -l
EXIT curve of the amalgamated “STRT@RCs-IRCCS” decoder of 08 ~ : o : : - A / A
Fig. 4 becomes marginal. Then stop this “inner” iterativeating e [ Sy / ‘
process. 07/ g Agff 7
Step 3 Assume perfectly error-free DF relaying and the same 7 ’ /)]
transmit power at the relay; as that of the source in the second 0.6 [/ - » ' M ; : : : 1
EXIT chart, which examines the evolution of the input/odtpwtual T /- , ' ’
information exchanges in the three-stage iterative decotithe Ir- LLIO.5 I/

DST coding scheme. Use the same EXIT curve matching algorith—

of [15] to match the SNR-dependent EXIT curve of the amalgatha 0.4
“STBC;,-IRCG;,” decoder of Fig. 4 to the target EXIT curve of
the amalgamated “STBAJRCs-IRCCs” decoder observed iStep
2. If an open EXIT-tunnel fails to appear, increase the trahsm

power at both the sourceand the relay1, until a narrow-but-open

0.3 ==

EXIT-tunnel emerges. Obtain the optimized weighting caoédfits 01l o, Blgé,g.;;,svz;;rbii/s_gH;dB (rm06D)
Bj,i=1,...,17 of IRCG,. Y X URC.G2s SNR', = 2.1 dB (Ac=0.52)
Step 4 Repeat the operation iBtep 3for the relayro. 0.0 L ‘ ‘ ‘ * IRCCs: R=0.5 (A=0.50)

Step 5 Finally, choose the higher of the two transmit powers atedi 00 01 02 03 04 05 06 0.7 08 09 1.0
in Step 3and Step 4 as the ultimate transmit power at the source | A —

and relays.

Fig. 6. The EXIT chart curves of the URG2;, the IRCG with optimized

; weighting coefficients d1,...,017] = [0, 0, 0, 0, 0, 0.327442, 0.186505,

C. BXIT Charts Analysis 0.113412, 0, 0.0885527, 0, 0.0781214, 0.0962527, 0.0E|42M346015,
In this contribution, we consider the same average codeofdleb 0.0136955, 0.0500168] and 17 IRCC subcodes for theZp SR link where

for the IRCCs at the source and relays, and the specific ssiceesthe SNR is the receive SNR at the relay.

relaying aided network geometry associated w@g, = Gg, = 8

and Gy,g = Gy,g = 2. Hence, the effective network throughput is

N Rslog,4 ~ 1.0 bit/s/Hz, when 4QAM is employed and the number

of framesN is sufficiently high. According to Eq. (5), we derive

the corresponding DCMC capacity curve for the successilayirey 1.0 2N N 2 NoA G 6. 0 o
aided network in Fig. 5, where the single-relay-aided nekigo RE05, R =R,05, -1 ObitaHz
capacity curve of [10] is also depicted for comparison. Sitice 0.9 D IRCC ORGP

O * x

i i i 1 i P S->D IRCC, 5-URC,-G2,: Az=0.38, Phase n>1
network is geographically symmetrical, we will not diffat&ate the oD RaC URC. o A0.42, Fraet

relaysry and r, for simplicity. Fig. 6 depicts the EXIT chart of 08]. R->D IRCC,-G2;: Ag=0.28, Phasen<N+1
the serial concatenated IRGORGCs-STBG scheme of the SR link, e B e Relaying
where the decoding trajectories are computed based on a feangth 0.7 Scheme: SR, =-9.7 dB

of 250 000 bits. The EXIT curve of the outer IRERaving optimized

weighting coefficientsnj as shown in Fig. 6 was constructed using 0.6 |
the curve matching algorithm of [15]. As we can see from Figa 6 T |
narrow but marginally open EXIT tunnel emerges for thex@ SR}, 05 |

communication link. A receive SNR of about -2.1 dB is needed i— 04
order to attain a decoding convergence to an infinitesimiallyBER. ’ ‘

Due to the power-gain of the SR communication link, the eajeit 03|

SNR at the source can be expressed as: '

SNRE = SNR — 10log; o(Ge )[dB] . (6) 027

Hence, the minimum SNRat the source required for the sake of (01}
obtaining vanishingly low BERs at the relay is -11.1 dB. Sirvee
assume that the source and relays transmit at the same power, 0.0 ; ; ; ; ; ; |
have SNR™P = SNRE = SNR.. Following the design procedure of 00 01 02 03 04 05 06 07 08 09 1.0
Section IV-B, a ‘wider-than-necessary’ EXIT tunnel is degh in IA -

the EXIT chart of Fig. 6 at the receive SNR of -0.7 dB at the

relay, which corresponds to an equivalent SNR of -9.7 dB das€&ig. 7. ThehEXIT chart Curvis for the IhRQCURCs-GZS W(ijth vari?]us “inner];’f
; o iterations, the IRCGG2 with IRCC; having optimized weighting coeffi-
on Eg. (6) at the source and relays. Accordingly, it is clearl ients[Br.... Br7] = [0, 0, 0, 0, 0.233115, 0.0158742, 0.292084. 0.220065,

seen in the EXIT chart of Fig. 7 at the destination that after g.0151108 0,0,0,0,0,0,0, 0.22375] and 17 SNR-depen®RBE-G2;
“inner” iterations between the IRGQlecoder and the amalgamatedsubcodes. The subscript of IRG@enotes the number of “inner” iterations

“STBCs-URGCs” decoder, the increase of the arég under the between the IRCCand “G2-URG” decoders and the SNRrepresents the
amalgamated “STBEURCs-IRCCs” decoder’s EXIT curve becomes eduivalent SNR at the source and relays.
marginal. The resultant matching EXIT curve of the amalgacha

| /




“STBC;-IRCGC;” decoder is shown in Fig. 7, where the IRC@8as
the optimized weighting coefficient; as summarized in Fig. 7.
Similarly, as discussed in [10], the ‘narrow-but-open’ BXunnel
of Fig. 7 indicates the possibility of achieving decodingnoergence
to an infinitesimally low BER at near-network-capacity SNBisthe
Ir-DST coding scheme in the successive relaying aided n&tidis
prediction is verified in Fig. 7 by plotting the corresporgliMonte-
Carlo simulation-based decoding trajectory, which indesthes the
(1.0,1.0) point of the EXIT chart. Furthermore, we also phat EXIT
curves of the amalgamated “STBORGCs-IRCCs” decoder inPhase
1 and the amalgamated “STBAIRCC;” decoder inPhase (N + 1)
in Fig. 7, respectively. Obviously, since the tunnelsPimase 1 and

VI. CONCLUSIONS

In this contribution, we have proposed an irregular disiel
space-time coding scheme for the successive relaying aielebrk.
The factor 0.5 multiplexing loss in the single-relay-aideetwork
is recovered by the successive relaying protocol with aritiaddl
relay. The simulation results show that the joint sourcé-aaay
mode design based on EXIT chart analysis is capable of regeetty
cooperative communications in the twin-relay successiaying
aided network. The scenario where the interference exéttgden the
relays will be considered in our future work. Hence, theriigieence
suppression is needed not only at the destination but athe atlays.

Phase (N + 1) are wider, the trajectories can traverse through the

tunnels at a reduced number of iterations to reach the (0)Opbint.

V. SIMULATION RESULTS ANDDISCUSSIONS
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Fig. 8. BER versus §Ng performance of both perfect and imperfect relaying

aided Ir-DST coding schemes in the successive relayingdaigéwork for a
frame length of 250 000 bits, while the performance of thglsimelay-aided
scheme in [10] is also depicted here for comparison.

In this section, we present the BER versygNp performance of
both the perfect and imperfect relaying aided Ir-DST codiogemes
in the successive relaying aided network in Fig. 8. Accaydim the
trajectory predictions seen in Figs. 6 and 7, the number obdieg
iterations between the IRG@ecoder and the amalgamated “STBC
URCs" decoder was fixed td" = 11 at the relays. At the destination,
the number of “inner” decoding iterations was fixed Iq%: 5,
while the number of “outer” decoding iterations between phaeallel

amalgamated “STBEURGCs-IRCCs" decoder and the amalgamated

“STBC;-IRCGC" decoder was fixed tdg =11. It is clearly seen
in Fig. 8 that the performance of the perfect relaying-aidetdeme
matches the EXIT chart predictions of Fig. 7, while the infiperr
relaying-aided scheme performs similarly to the perfedayiag
scheme. This is due to the fact that the source informatioletiscted
without errors after a sufficiently high number of decoditerations
at the relays. On the other hand, the Ir-DST coding schemédogegh
in the successive relaying aided network outperforms thgleirelay-
aided scheme by about 2.7 dB in termsgf/Ny. This is because the
successive relaying scheme recovers the factor 0.5 mexiig loss
to the same transmission efficiency as direct transmissp@nating
without relaying. As portrayed in Fig. 8, the Ir-DST codingheme
is capable of performing within-9.7 — (—10.9) = 1.2 dB of the
corresponding successive relaying aided network's DCMgacity
in terms of Ep/Np.
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