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Abstract— It is demonstrated that iteratively Decoded Variable the spatial domain, where each VLC codeword is transmitted
Length Space Time Coded Modulation (VL-STCM-ID) schemes during a single symbol period. Hence, the transmission éram
are capable of simultaneously providing both coding gain as |angth is determined by a fixed number of source symbols and
well as multiplexing and diversity gain. The VL-STCM-ID theref th d Variable L th STCM (VL-STCM
arrangement is a jointly designed iteratively decoded schme erefore the propose ana e_ e_ng (VL- )
combining source coding, channel coding, modulation as weas Scheme does not incur synchronisation problems and does not
spatial diversity/multiplexing. In this contribution, we analyse the require the transmission of side information. Additiogathe
iterative decoding convergence of the VL-STCM-ID scheme isg  associated source correlation is converted into an ineteas

symbol-based three-dimensional EXIT charts. The performace . ; ; ;
of the VL-STCM-ID scheme is shown to be about 14.6 dB better minimum product distance [5], which leads to an increased

than that of the Fixed Length STCM (FL-STCM) benchmarker coding gain. . . . . .
at a source symbol error ratio of 10~*, when communicating For the sake of attaining additional iteration gains, the VL

over uncorrelated Rayleigh fading channels. The performane of STCM scheme was further developed in [7] by introducing
the VL-STCM-ID scheme when communicating over correlated parallel non-binary Unity-Rate Codes (URCs) between the
Rayleigh fading channels using imperfect channel state iofma- yarjgple-length space-time encoder and the modulator. The
tion is also studied. lteratively Decoded (ID) VL-STCM (VL-STCM-ID) scheme
achieves a significant coding/iteration gain over both the-n
|. INTRODUCTION iterative VL-STCM scheme and the Fixed Length STCM (FL-
Shannon’s separation theorem stated that source coding &1€CM) benchmarker [7]. The decoding convergence of the
channel coding is best carried out in isolation [1]. HoweveYL-STCM-ID scheme will be analysed and its performance
this theorem was formulated in the context of potentiallysing imperfect channel state information will be studiad i
infinite-delay, lossless entropy-coding and infinite bltekgth this contribution.
channel coding. In practice, real-time wireless audigoid
communications systems do not meet these ideal hypotheses. Il. VL-STCM OVERVIEW
Specifically, the source encoded symbols often remain €orre consider for example a source havidg, = 8 possible
lated, despite the lossy source encoder’s efforts to rerative giscrete values and let thih value be represented by a
redundancy. Furthermore, they exhibit unequal error §ensi sympol s' = | for I € {1,2,...,N,}. We assume that the

ity. In these circumstances, it is often more efficient to usgurce symbols emitted are independent of each other and

jointly designed source and channel encoders. have unequal probabilities of occurrence given by
Space-time coding schemes, which employ multiple trans- 1 z Lo
mitters and receivers, are among the most efficient teclesiqu P(s™) =0.6P(s") =0.6'P(s") , 1)

designed for providing high data rates, which are capable

exploiting _the high channel capacity potential of Ml_JIt_ipIeWhen its entropy rateH(s) is smaller thanlog,(N,) [8].
Input Multiple-Output (MIMO) channels [2]. More explifl o/ the independent source considered, the source entropy
Bell-lab’s LAyered Space Time architecture (BLAST) [3] wag ¢ equals the source entrogy(s), which is given by:
designed for providing full-spatial-multiplexing gain,hile  ,, s) = H(s) = —Z? log,(P(s!)) - P(s!) = 2.302 bit
. . . - - =1 - . .

Space Time Trellis Codes (STTC) [4] were designed fQincess(s) < log,(N,), the source considered is a correlated
providing full-spatial-diversity gain. _ source, where the higher the source correlation the snthter

A jom_tly designed source coding and Space Tlme COdes%urce entropy rate. Let us now consider a 2D VLC which
Modulation (STCM) scheme has been proposed in [5], [6l,codes thes&/, — 8 possible source symbols using — 3

This scheme employs novel two dimensional (2D) Variable,smit antennas and BPSK modulation. The codebook can
Length Codes (VLCs) and is capable of exploiting both spatige formulated as a matrix:

and temporal domain diversity. More specifically, the numbe

Hd S¥e P(s') = 1. Note that a source is correlated

of activated transmit antennas equals the number of non- B x 1 x 0 X (1) 11 9
zero-energy symbols of the corresponding VLC codeword in Vvie = )(; i 2 )1( 1 « (1) (1) (2
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The 2D VLC matrix seen in Equation 2 was designed
in [7], where N; = 3 transmit antennas were employed for

f(l) = _A f(x) =0 f(()) = A transmitting theNV;-element 2D VLC codewords denoted as
e ° o= v = [v1...vn,]7 in Figure 2. It was shown in [7] that it
—A 0 A attains a transmitter-diversity order quantified by theimim
Hamming distance o, a coding gain quantified by the
Fig. 1. The signal mapper of the VL-STCM. minimum product distance df.92 and a spatial multiplexing
————————————————————————— ‘ fm-mmm- oo gain quantified bylog,(Ns/M) = 2, where M = 2 is the
VL-STC Encoder ' Modulator,

vi[t]

2D VLC|vl!] @

vst]

number of modulation levels of the original BPSK modulation
and N, = 8 is the number of source symbols. The throughput
of the scheme is given by = log,(N,) = 3 bit/s/Hz and the
Signal to Noise Ratio (SNR) per bit is given B /No = /7,
where~ is the SNR per receive antenna.

The block diagram of the VL-STCM transmitter is illus-
trated in Figure 2, which can be represented by two funda-
mental blocks, namely the Variable Length Space Time Code
(VL-STC) encoder and the modulator. As seen in Figure 2, a
VLC codewordv(t] = [vi[t] va[t]... vn,[t]T is assigned to
each of the source symbolf] generated by the source at time
instantt, where we havet] € {1,..., N} and N, denotes
the number of possible source symbols. Each of the VLC code-
entry denoted as 0 and 1 represents the BPSK symbols towlatds v[t] seen in Figure 2 corresponds to one of the matrix
transmitted, while *x’ corresponds to ‘no transmissiorNo*  columns in in Equation 2. As portrayed in Figure 2, the VLC
transmission’ implies that the corresponding transmiean&é codewordv(|t] is transmitted diagonally across the space-time
sends no signal. Let théh source symbok' be encoded grid with the aid of shift registers denoted &g in Figure 2,
using theith column of theVy ¢ matrix seen in Equation 2. where we havé: € {1,2,..., Zj-v:'i(j —1)}. As we can see
Hence, the source symbet is encoded into anV;-element from Figure 2, the codeword(t] = [v1[t] va[t] ... v, [t]]T is
codeword using the first column ¥y ¢ in Equation 2, transmitted usingv; transmit antennas, where theth element
namely[x x 0], where the first and second transmit antenna$ each VLC codeword, fol < m < N, is delayed by
are in the ‘no transmission’ mode, while the third antenng, — 1) shift register cells, before it is transmitted through the
transmits an ‘active’ symbol represented by the binary &alyyth transmit antenna. Hence, thé number of components

‘0". Let L(s') be the number of ‘active’ symbols in the VLCof each VLC codeword are transmitted on a diagonal of the
codeword assigned to source symbblthen we may define space-time codeword matrix [5], [7].

the average codeword length of the 2D VLC as:

3 Encoder

Fig. 2. Block diagram of the VL-STCM transmitter.

N, I1l. VL-STCM-ID OVERVIEW
Lave = »_ P(s"L(s") 3)

=1 ("’V"ifs’fé Encoder | :”i\io}ﬂlia}&{m""”"’3
where we havelL,,. = 1.233 bit/VLC codeword for this ! lf) Kl Uy IO i W
system according to Equations 1 and 2. The correspondin 2D-VLG | |
BPSK signal mapper is characterised in Figure 1, where tHé el RSl Ly BSOS ual] W
‘no transmission’ symbol is actually represented by theiori
of the Euclidean space, i.e. we haf¢x) = 0, where f(.) is Encodefui] D :‘“m P "dﬂw
the mapping function. Since the ‘no transmission’ symbol is | ! L@J !
a zero energy symbol, the amount of energy saving can be--------------------
computed from: Fig. 3. The VL-STCM-ID transmitter employingV; = 3 transmit and

N, = 2 receive antennas, where, denotes symbol interleaver.

(4) In order to invoke iterative detection and hence attain
iteration gains as a benefit of the more meritoriously spread
where we haved? = 3/1.233 = 2.433, which is equivalent extrinsic information, a symbol-based random interleaver and
to 20log(A) = 3.86 dB. Hence, more transmitted energya non-binary URC were introduced for each of thg = 3
is saved, when there are more ‘no transmission’ symbdfansmit antennas [7]. Th&, = 3 parallel symbol-based
in a VLC codeword. As a result, one can assign the moiterleavers were generated independently. As we can gee fr
frequently occurring source symbols to the VLC codewordsgure 3, the sequence corresponding to allstith elements
having more ‘no transmission’ components, in order to saue the space-time codeword:,,,[t]}, m € {1,2,3}, is further
transmit energy. The energy saved is then reallocated to thterleaved and encoded by a non-binary URC, before being
‘active’ symbols for the sake of increasing their minimunfied to the mapper and transmitted{as,,[t|}. The non-binary
Euclidean distance, as shown in Figure 1. URC employs a moduld{ adder, where agair/ = 3 is the

Ny

A2 =
LG.UB ’




number of distinct symbols in the VLC space-time codewotttie log-domaim priori probability of ., for the mth URC
and we have,,[t] € {0, 1,x}. Note that we represent the ‘x’ MAP decoder is given byl (u) = In(Pe(ur,)).

symbol using the number ‘2’ during the moduld-addition. It is possible to attain some priori probability for the
N;-element VL-STC codewordsg, (which also constitute
Demoduiatyr, N CI o the URC's input_ \_Norc_zls), given the source symbol occurrence
il [@ LWy idy L BL Irm probability specified in Equation 1. Explicitly, the protiiit
— alt map || Gl of the mth URC’s input wordc,,, can be expressed as:
! | Soft Decode ‘ . - VL-STC ) .
! ) 121(e) ) 15, Plem =d) = Z P(s'), (7)
: i ! L) MAP lep(m,d)
" [t]i Demappe . ' N i ; @ Decoder me{1,2,...,N;:}, d € {0,1,x} ,
] | e ool where the subset(m, d) contains the specific indices of those

————————————————————— ! columns in the VLC matrix, where the:ith row element in
Fig. 4. The VL-STCM-ID receiver for anV, x N; MIMO system. The

that column equalg. Hence, we havd. ™ (c) = In(P(cy,))
notation (0) and () indicates thecatrinsicla priori probability and the @s an additionak priori probability for symbolc,, during
hard decision estimate ¢f), respectively. The notatioh?™  (c,u) denotes each iteration between the URC MAP decoder and the VL-
the log-domain symbol probability of the VL-STC codewarcbr the URC  STC MAP decoder, as shown in Figure 4. Note tff4t,,)
codeword w for the mth transmitter. The subscripts and e denote the . .

a priori andextrinsic nature of the probabilities while the superscript. IS dII‘E(_:t.ly corlnputed from the source Slymb0|_ occurrence
identifies that the probabilities belong to ttih stage decoder for thesth ~ probability P(s"), hence we do not us®(s’) again as the
transmitter. Note that = 0 means that the probabilities were calculated fromy yjor probability of the VL-STC input word in the VL-STC
the source symb?' distribution. ) MAP decoder, in order to avoid reusing the same information.
. At the receiver, the symbol-based log-domain MAP algo- a | iteration consists of a soft demapper operatidh,—
rithm [9] is used by both the VL-STC decoder and the URG yrc MAP decoder operations and a VL-STC MAP decoder
decoder. The block diagram of the VL-STCM-ID recevepsaration. For the non-iteratively decoded VL-STCM/FL-

is depicted in Figure 4, where we denote the log-domaiirci the soft demapper computes theriori information
symbol probability of the VL-STC codeword,, and the ¢ clt] = [c1]t] ealt] e3[t])T and feeds it to the VL-STC/FL-

URC codewordus, for the mth transmitter asl{;",(c) and  sTcm MAP decoder. Note that the MAP decoder of VL-
Ligw,(u), respectively. Furthermore, the subscript@ind e STCM/FL-STCM also benefits from the priori probability
denote the: priori andextrinsic nature of the probabilities, of its input wordst]. Hence, as the source becomes correlated,
while the superscriptm suggests that the probabilities belonghe v -STCM-ID, VL-STCM and FL-STCM schemes will

to theith decoder stage of theth transmitter. Note that= 0 penefit from thea priori probability of the source symbols.
implies that the probabilities were calculated from therseu However, FL-STCM attains no energy savings.

symbol distribution. The extrinsic probability of the URC
codeword of transmit antenna, namely P, (u,,[t]), can be
computed during each symbol period in the ‘Soft Demapper’
block of Figure 4. By dropping the time-related square beack EXtrinsic Information Transfer (EXIT) charts designed for

IV. CONVERGENCEANALYSIS

we can compute’. (u,,) as: binary receivers [10] have been widely used for analysing
the convergence behaviour of iterative decoding aided con-
all j catenated coding schemes. In this paper, we will employ the

P.(tum =b) = Z P(y[x) H Pu(uj) |, (5) technique proposed in [11] for computing then-binary EXIT
x€Ex(m,b) Vi#Em functions. However, the convergence analysis of the proposed
me{1,2,...,N;:}, b€ {0,1,x} three-stage VL-STCM-ID scheme requires the employment of

) ~ novel three Dimensional (3D) non-binary EXIT charts, which
where the subset(m, b) contains all the phasor combinations,olved from the binary 3D EXIT charts used in [12] for
for the transmitted signal vectot = [z1 x5 ... =n]"  apalysing multiple concatenated codes.
with z,, = f(um = b), while P(y|x) is the conditional 14 glahorate a little further, EXIT charts visualise thetinp
Probability Density Function (PDF) of the received signahng output characteristics of the constituent MAP decoiers
When communicating over Rayleigh fading MIMO channel§erms of the mutual information transfer between the input
we have: sequence and the priori information at the input, as well

1\ —|ly — Hx||? as between the input sequence anddbe-insic information
P(ylx) = (W) exp (T) . (6) at the output of the constituent decoder. Hence, there are tw
" " steps in generating an EXIT chart. Firstly, we have to model
whereo? = N,/2 is the noise variancey is the N,-element thea priori probabilities of the input sequence and then feed
complex received signal vector arld is the (V, x N,)- them to the decoder. Secondly, we have to compute the mutual
dimensional complex channel matrix during the time instaitformation of theextrinsic probabilities at the output of the
t. Furthermore, the priori probability of u,, in Equation 5 decoder. Let us now model the priori probabilities of the
is computed from thextrinsic log-domain probability of the VL-STC codewordc = [c; ¢z ... cn,]T, wherec,,, m €
mth URC MAP decoder as’, (u,,) = exp(L?>™(u)), while {1,2,..., N}, is also the input symbol of thexth URC.



Let us denote the input symbol of theth URC asc¢, created for a giverd, value. The mutual information for the
where the subscript: is omitted for simplicity. Assume that N;-element VL-STC codeword = [c; ¢o ... cn,|T is the
the symbolc is transmitted over an AWGN channel usingsum of the mutual information valid for its symbol comporeent
the M = 3-phasor mapper shown in Figure 1. The receiveg,, expressed ag4(c) = Zﬁ’j:l Ia(em), wherela(cy,) is
signal is given byy = = 4+ n, wheren is the AWGN noise the mutual information of thenth symbol component of the
having a zero mean and a varianceagdf. Furthermore, we VL-STC codeword or thenth URC’s input symbol, given by
havex = f(c), wheref(.) is the mapper function portrayed inEquation 8. Note that the maximum value bf(c,,) equals
Figure 1. Sincef(.) is a memoryless function, the probabilitythe entropy ofc,,, given by Equation 9.
of occurrence forr is the same as that ef Hence, we have  Next, we compute the mutual information of thetrinsic
P(x) = P(c), which is expressed in Equation 7. At a giversymbol probabilities/z(c,,) at the output of the VL-STC or
set of occurence probabilities far, the mutual information URC decoder for the symbae),, using the method proposed in

betweenr andy can be formulated as: [11]. Finally, the mutual information of thextrinsic symbol
M probabilities for the VL-STC codeword can be computed
I(a;y) = Z/p(zi,y) log, <M> dy, from Ip(c) = S0 Ir(c,). We also compute the mutual
—~Jy P(x;)P(y) information for the URC codewordi based on the same
= H(x) - H(xy), (8) procedure.

where H () is the entropy ofr, given by:

z: Ig(Demap), 1,°(URC)

M 4.755

H(z) = =) P(x;)logy(P(a)) 9)
i=1

and H (x|y) is the conditional entropy of giveny, which can
be expressed as:

1.585

M .

s P(z;
H(zly) = ZP(%‘)E log, Z P(z;)

~—

exp(\I/m) . (10)

i=1 j=1

4.68390

In Equation 10, we havexp(¥; ;) = P(y|z;)/P(y|z;) and
P(y|z) is the conditional Gaussian PDF, while the exponent
\117;7.7 IS glven by y: Ie(VL-STC), I, (URC)

3.1226

1.5613

ol X Ig(URC), I,(VL-STC)

\IJZ' i =
’ 52
205, Fig. 5. The 3D EXIT charts for the VL-STCM-ID scheme having = 3
The expectation tern[.] in Equation 10 is taken over theand N = 2, when using an uncorrelated source. The iterative trajedto

. computed atE,/No = 4 dB. The maximum value of an axis denotes the
AWGN n. Hence, a curve can be generated for; y) versus entropy of the Corresponding symbol.

o2, where the expectation term in Equation 10 is evaluated ) _ )
using Monte Carlo simulation. We can simplify Equation 8 to The 3D EXIT charts and the actual iterative decoding
a form, wherel (z;y) is expressed as a function 6f. Let trajectories for the VL-STCM-ID scheme having, = 3 and

us denote this function a&(.) and we have (z;y) = J(52). Nr = 2 are shown in Figure 5 for an uncorrelated source.

n

Note that/(z;y) is monotonically decreasing with respect td-et us denote the three axes of the 3D EXIT charts using the

2. letters x, y and z, whild 4(*) and Ig(*) denote thea priori

Let us now denote the priori information ofc asls(c) = a_nd extrinsic information for (*), respectively, where (*) is
I(z;y). At a givenI, value we can find the correspondingither the VL-STC MAP decoder (VL-STC) or the URC MAP
noise variance with the aid of the inverse functiof = decoder (URC) or, alternatively, the soft demapper (Demod)

J~Y(I4(c)) using the I(z;y) versusa? curve. Then we ASWwe can see from Figure 4, each of the URC MAP decoders
can generate a noise sampté having a variance of2. _takes (provides) the priori (extrinsic) probabilities (_)f its
Consequently, we can produgé = x + n/, where again iNPut wordc and output word (or codeword) as the input

z = f(c) represents the mapper function portrayed in Figure(@utput). Hence, the mutual information of the input word
andc is the actual input symbol of theith URC. Finally, we 2and output word of the URC decoder will be represented by

can generate the priori symbol probabilities fo2, () using (4,7 (URC) andI?, - (URC), respectively. Each of tha,

the conditional Gaussian PDF: symbol interleavers shown in Figures 3 has a length of 10000
1 ' — f(e)? symbols.
P,(c) = S>3 €XP ( 552 ) , (12) According to [12], the convergence between the soft demap-
o, (o=

per and the URC decoders can be represented by a curve drawn
for ¢ € {0,1,x}. Then we feed these symbol probabilities t@n the surface of the slanted EXIT plane in Figure 5, which
the corresponding MAP decoder. Note that the above methisdcomputed from the URC decoders’ input wardtrinsic

can be used for any symbol-interleaved serially concag¢ehaprobabilities. Furthermore, the intersection of the EXIanes
coding schemes, where the symbol probabilities are dyrecieen in Figure 5 represents the points of convergence betwee



2g0mcionsgle

4.68 the correlated source defined in Equation 1. As the source
becomes correlated, the entropy of the codewgydor m €

g {1, 2, 3} reduces. Hence, the maximum values for the x and y

1S M . . . .

3 /7% axes in F|gure_7 are smaller than those in Figure 5. However,

zsi2 /_/ the open spatial segment of the 3D space between the two

g / EXIT planes becomes wider, since the decoders exploit the

2 additionala priori probabilities given by Equation 7, when

ﬁ / the source is correlated. The convergence curve of the soft

E 1.56 demapper and the URC decoder is projected as a dashed line

g onto /g (Demod)=0 in Figure 7. Similarly, the projection of the

= : ZE'CSTC intersection line between the VL-STC and URC EXIT planes

% Demod is represented by the curve lying on the vertical EXIT plane a
09 Ve 51 2cs 12(Demod)=0. As can be seen from Figure 7a{Demod)=0,

Ie(VL-STC), I4(URC), I(Demod) an open tunnel exists between the two projection curves at

Fig. 6. The 2D EXIT charts projection for the VL-STCM-ID sche having F»/Ny = 3 dB. Hence, the iterative decoder converged at
N¢ =3 and N, = 2, when using an uncorrelated sourcef&t/No = 4 dB. Ey/No = 3 dB, i.e. at a 1 dB lower value, when employing
The maximum value of an axis denotes the entropy of the quoreing the correlated source instead of the uncorrelated source.
symbol. ) g -
According to the MIMO channel capacity formula derived

the URC decoder and the VL-STC decoder. Hence, by projeEQ-r the Discrete-Input Continuous-Output Memoryless Chan

ing these two convergence curves onto z=0 in Figure 5 giv@gl (DCMC) in [13], the DCMC capacity for thé/, = 2 and

us the equivalent 2D EXIT chart seen in Figure 6. Thereford: = 3 MIMO scheme employing the signal mapper seen

the 3D EXIT charts generated for multiple concatenated sod8 Figure 1 isEy/No = 1.25 dB at a bandwidth efficiency

can be projected onto an equivalent 2D EXIT chart [12]. ©f 3 bits/Hz. Hence, the performance of the VL-STCM-ID
More specifically, we can observe an open tunnel betweSf€mes in Figures 5 and 7 is about 2.75 dB and 1.75 dB

the EXIT curves of the VL-STC and URC schemes in the 2B8aY from the MIMO channel capacity.

EXIT charts of Figure 6 afZ,/Ny = 4 dB, which indicates

that decoding convergence can be achieved. Note that the V. SIMULATION RESULTS

EXIT curve generated for the soft demapper is also depictedThe Fixed Length (FL) STCM (FL-STCM) scheme used

in Figure 6 atF, /N, = 4 dB. This curve is almost flat and it in [7] employed the following FL Codebook (FLC) matrix:

intersects with the VL-STC EXIT curve, before the maximum 0000 1 1 1 1
value of 4.68 bits is reached. Hence, decoding convergence Vrilo = 0011001 1]|. @13
cannot be achieved &, /Ny = 4 dB when the URC was not 0101010 1

invoked between the soft demapper and the VL-STC. ) ) )
The FL-STCM transmitter obeys the schematic of Figure 2,

except that it employs th¥ r; o of Equation 13. For the FL-
STCM, the minimum Hamming distance and product distance
are 1 and 4, respectively. It attains the same multiplexiig g
as that of the VL-STCM or VL-STCM-ID arrangements. Note
that it is possible to create an iterative FL-STCM-ID scheme
by replacing the VL-STC encoder in Figure 3 with the FL-
STC encoder. However, the EXIT curve of the FL-STC scheme
of Equation 13 was found to be too flat for attaining any
iteration gain due to its unity minimum Hamming distance.
Let us now evaluate the performance of the VL-STCM, VL-
STCM-ID and FL-STCM schemes in terms of their source
Symbol Error Ratio (SER) versus tig, /N, ratio. Again we
have E, /Ny = ~/n, where is the SNR per receive antenna
Seot andn = log,(N,) = 3 bit/s/Hz is the effective information
throughput. Throughout our simulations, we use three initns
oL R, LsTO) antennas and two receive antennas. The interleaver leggth i
Fig. 7. The 3D EXIT charts for the VL-STCM-ID scheme having = 3 set .tO 10000 Symb0|s'
and N'T = 2, when using the correlated source defined in Equation 1. The Figure 8 depicts the SER versus, /N, performance of
iterative trajectory is computed d@,/Ny = 3 dB. The maximum value of the VL-STCM, VL-STCM-ID and FL-STCM schemes when
an axis denotes the entropy of the corresponding symbol. communicating over uncorrelated Rayleigh fading channels
Figure 7 shows the 3D EXIT charts and the correspondidg expected, the VL-STCM arrangement attains a higher
convergence curve of the soft demapper and the URC decodain when the source is correlated compared to FL-STCM.
as well as the actual iterative decoding trajectory for the V However, the FL-STCM benchmarker also benefits from the
STCM-ID scheme havingV, = 3 and N, = 2 when using probability-related: priori information of the source symbols,

z: Ig(Demap), 1,°(URC)
755 -

1585

3.86610

25774

1 Ig(VL-STC), 15(URC Y
¥:Ig( ) 1A )1_2887




Capacity *,
5 | Limit N
v \

Correlated source:
A FL-STCM
[0 VL-STCM
O VL-STCM-ID
Uncorrelated source:
A FL-STCM
B VL-STCM
® VL-STCM-ID

In order to detect the channel coefficients from each transmi
antenna/V; humber of orthogonal pilot sequences are inserted
at the end of theV, sub-frames transmitted in parallel. We
need a minimum ofV; pilot symbols for each of the pilot
sequences in order to construét orthogonal pilot sequences.
Hence, when using a pilot spacing of 200 symbd¥s,= 3

pilot symbols are inserted for every 200 VL-STCM-ID coded
symbols, which corresponds to a transmission overhead of

14 16 18 20

8 10 12
Ey/No (dB)
Fig. 8. SER versusE,/Ng performance of the VL-STCM, VL-STCM-
ID and FL-STCM schemes, when communicating over uncogel&ayleigh

fading channels using BPSKY; = 3 and N,, = 2.

3/200 = 1.5% and requires inserting 0000 x N;/200) = 150
pilot symbols into the transmission frame B#000 + 150 =
10150 symbols.

VI. CONCLUSIONS

The convergence properties of the VL-STCM-ID scheme
were analysed using EXIT charts. A significant iterationngai
was achieved by the VL-STCM-ID scheme, which hence
outperformed both the non-iterative VL-STCM scheme as well

as the FL-STCM benchmarker with the aid 8f number of
as the source becomes correlated. On the other hand, uniy-rate recursive precoders. The near capacity pedoo@
coding gain attained as a benefit of transmitting correlatefl VL-STCM-ID scheme is retained, when employing a real-
source symbols increases, as the number of iterations éavolkstic Wiener filter based channel estimator, rather thangisi
by the VL-STCM-ID scheme increases. The performanderfect channel estimation.

of VL-STCM-ID at SER= 10~* after the 8th iteration is
approximately 6.5 (15) dB and 7.5 (14.6) dB better than
that of the VL-STCM (FL-STCM) scheme, when employing!1]
correlated and uncorrelated sources, respectively. 2]

EUT——

® Perfect CSI [3]
— Lliter.
1 8 iter. Imperfect CSI with
10 Pilot spacing of: [4]
J 200 sym.
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Fig. 9. SER versusE, /Ny performance of the VL-STCM, VL-STCM-

ID gnd FL-STCM schemes, ‘When communicating over corrgl&teyl_eigh 9]
fading channels at a normalised Doppler frequencyl@®f*, using Wiener
filter based channel estimation, BPSK; = 3 and N, = 2.

Figure 9 shows the SER versiiz /N, performance of the [10]
VL-STCM-ID scheme, when communicating over correlated
Rayleigh fading channels at a normalised Doppler frequeniay]
of 10~* and using Wiener filter based channel estimation [14].
The source is correlated, as formulated in Equation 1. As we
can see from Figure 9, when the Channel State Information
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