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Abstract— In this contribution, we propose a Distributed Turbo Trell is
Coded Modulation (DTTCM) scheme for cooperative communications.
The DTTCM scheme is designed based on its decoding convergence with
the aid of non-binary Extrinsic Information Transfer (EXIT ) charts.
The source node transmits TTCM symbols to both the relay and the
destination nodes during the first transmission period. Therelay performs
TTCM decoding and re-encodes the information bits using a Recursive
Systematic Convolutional (RSC) code regardless whether the relay can
decode correctly or not. Only the parity bits are transmitted from the
relay node to the destination node during the second transmission period.
The resultant symbols transmitted from the source and relaynodes can be
viewed as the coded symbols of a three-component parallel-concatenated
TTCM scheme. At the destination node, a novel three-component TTCM
decoding is performed. It is shown that the performance of the DTTCM
matches exactly the EXIT chart analysis. It also performs very closely
to its idealised counterpart that assumes perfect decodingat the relay.

Index Terms— Cooperative Diversity, Turbo Trellis Coded Modulation.

I. I NTRODUCTION

The wireless communication systems of future generations are
required to provide reliable transmissions at high data rates in order to
offer a variety of multimedia services. Space time coding schemes [1],
which employ multiple transmitters and receivers, are among the
most efficient techniques designed for providing a high diversity
gain, provided that the associated Multiple-Input Multiple-Output
(MIMO) channels [2]–[4] experience independent fading. However,
it is difficult to eliminate the correlation of the signals when using
multiple antennas at the mobile unit due to its limited size.In
order to circumvent this problem, cooperative diversity schemes were
proposed in [5]–[7]. More specifically, each mobile unit collaborates
with one partner or a few partners for the sake of reliably transmitting
its own information and of its partners jointly, which emulates a
virtual MIMO scheme. The two most popular collaborative protocols
used between the source, relay and destination nodes are theDecode-
And-Forward (DAF) as well as the Amplify-And-Forward (AAF)
schemes. However, a strong channel code is required for mitigating
the potential error propagation in the DAF scheme or the noise
enhancement in the AAF scheme.

Turbo codes based on the parallel-concatenation of two binary
Recursive Systematic Convolutional (RSC) codes were proposed in
[8], [9] for approaching the channel capacity. Turbo Trellis Coded
Modulation (TTCM) [10] is a joint coding and modulation scheme
that has a structure similar to that of the family of binary turbo codes,
but instead of binary RSC codes it employs two identical parallel-
concatenated Trellis Coded Modulation (TCM) [11] schemes as
component codes. The design of the TTCM scheme outlined in [10]
was based on the search for the best component TCM codes usingthe
so-called ‘punctured’ minimal distance criterion for approaching the
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capacity of the Additive White Gaussian Noise (AWGN) channel.
Recently, various TTCM schemes were designed in [12] with the
aid of Extrinsic Information Transfer (EXIT) charts [13], [14] for
approaching the capacity of the Rayleigh fading channel.

Distributed turbo codes [15] have also been proposed for coop-
erative communications, although under the simplifying assumption
of having a perfect communication link between the source and
the relay nodes. It was shown in [16] that parallel-concatenated
turbo codes having two or more component codes constitute ‘good
codes’ provided that sufficiently long pseudorandom interleavers are
used between the component codes. Although two component codes
are sufficient for a turbo code in non-cooperative communication
scenarios, we found that three-component turbo codes are more
beneficial in cooperative communications. Hence in this contribution,
we proposed a power and bandwidth efficient Distributed TTCM
(DTTCM) scheme for cooperative communications, where our design
takes into consideration the realistic condition of havingan imperfect
source-relay communication link. We first design a TTCM scheme
employing three RSC component encoders based on its decoding
convergence using EXIT charts. Then we invoke this TTCM scheme
for cooperative communications, where the source employs atwo-
component TTCM encoder and the relay employs both a two-
component TTCM decoder as well as a single RSC encoder. A
form of incremental redundancy [17] is introduced by the relay node,
where the parity bits at the output of the relay’s RSC encoderare
communicated to the destination node. At the destination, anovel
three-component TTCM decoder is used. The decoding convergence
of the three-component TTCM decoder depends on the specific
choice of the component codes as well as on the distance between
the cooperating nodes.

The paper is organised as follows. The system model is described
in Section II. The novel DTTCM encoder and decoder are highlighted
in Sections III and IV, respectively. The design and analysis of the
proposed scheme is provided in Section V. Our simulation results
are discussed in Section VI. Finally, our conclusions are offered in
Section VII.

II. SYSTEM MODEL
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Fig. 1. Schematic of a two-hop relay-aided system, wheredab is the
geographical distance between nodea and nodeb.

The schematic of a two-hop relay-aided system is shown in Fig. 1,
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where the source node (s) transmits a frame of coded symbolsxs

to the relay node (r) and the destination node (d) during the first
transmission period while the relay node first decodes the information
and then re-encodes it and finally transmits a frame of coded symbols
xr to the destination node during the second transmission period. The
communication links seen in Fig. 1 are subject to both long-term free-
space path loss as well as to short-term uncorrelated Rayleigh fading.

Let dab denote the geometrical distance between nodesa and b.
The path loss between these nodes can be modelled by [18]:

P (ab) = K/dα
ab , (1)

whereK is a constant that depends on the environment andα is the
path loss exponent. For a free-space path loss model we haveα = 2.
The relationship between the energyE(sr) received at the relay node
and that of the destination nodeE(sd) can be expressed as:

E(sr) =
P (sr)

P (sd)
Es,d = GsrEsd , (2)

whereGsr is the power-gain (or geometrical gain) [18] experienced
by the source-to-relay link with respect to the source-to-destination
link as a benefit of its reduced distance and path loss, which can be
computed as:

Gsr =

„

dsd

dsr

«2

. (3)

Similarly, the power-gain at the relay-to-destination link with respect
to the source-to-destination link can be formulated as:

Grd =

„

dsd

drd

«2

. (4)

Naturally, the power-gain at the source-to-destination link with re-
spect to itself is unity, i.e.Gsd = 1.

Thekth received signal at the relay node during the first transmis-
sion period, whereNs number of symbols are transmitted from the
source node, can be written as:

yr,k =
√

Gsr hsr,k xs,k + nr,k , (5)

wherek ∈ {1, . . . , Ns} andhsr,k is the Rayleigh fading coefficient
between the source node and the relay node at instantk, while nr,k

is the AWGN having a variance ofN0/2 per dimension. By contrast,
thekth received symbol at the destination node can be expressed as:

yd,k = hsd,k xs,k + nd,k , (6)

where hsd,k is the Rayleigh fading coefficient between the source
node and the destination node at instantk, while nd,k is the AWGN
having a variance ofN0/2 per dimension. Similarly, thejth received
symbol at the destination node during the second transmission period,
whereNr number of symbols are transmitted from the relay node,
is given by:

yd,j =
√

Grd hrd,j xr,j + nd,j , (7)

wherej ∈ {1 + Ns, . . . , Nr + Ns} andhrd,j is the Rayleigh fading
coefficient between the relay node and the destination node at instant
j, while nd,j is the AWGN having a variance ofN0/2 per dimension.

III. DTTCM E NCODER

In our DTTCM scheme, we consider an 8PSK-assisted two-
component TTCM encoder at the source node as well as a QPSK-
assisted RSC encoder at the relay node. Note that the relay transmits
only the parity bits so that the systematic bits are transmitted only
once, which is during the first transmission period. Although we
can employ BPSK modulation at the relay, we found that QPSK
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Fig. 2. The schematic of a three-component parallel-concatenated TTCM
encoder. This corresponds also to the DTTCM scheme, when there are no
decoding errors at the relay node.

modulation can still provide a good decoding performance atthe
destination node, while reducing the transmission period at the relay
to half of that when employing BPSK modulation. If the relay is
capable of detecting the signals received from the source node without
errors during the first transmission period, then we can viewthe three
encoders employed at both the source and relay nodes as a three-
component parallel-concatenated TTCM encoder, which is depicted
in Fig. 2. The notationsu, xs and xr used in Fig. 2 denote the
sequences of them-bit information symbols, (m + 1)-bit modulated
symbols at the source node and the 2-bit QPSK symbols at the relay
node, respectively. The notationsπs and πr in Fig. 2 denote the
symbol-wise random interleaver used at the source node and relay
node, respectively. We do not use code termination for simplicity,
hence the length of the symbol interleavers used at both the source
and relay nodes equals toNs symbols. The puncturer denoted asΛ
in Fig. 2 is used to improve the overall throughput of the scheme.
We found that a good performance can be achieved by transmitting
only the parity bits generated at the output of the RSC encoder at
the relay node.

Non-binary RSC codes having a generator polynomial of[13 2 4]10
are used as the component codes, where the code rate is given by
R = m/(m + 1) = 2/3. The overall throughput of this two-hop
cooperative scheme can be computed as:

η =
Ni

Ns + Nr

[bps] , (8)

where Ni is the number of information bits transmitted within a
duration of (Ns + Nr) symbol periods. Again,Ns is the number
of modulated symbols per frame from the source node andNr is
the number of modulated symbols per frame from the relay node.
Since no code termination is used, we haveNi = m Ns. The
conventional two-component TTCM scheme has a throughput of
η = m/(m+1)× log2(8) = 2 bps due to the employment of 8PSK
modulation and a selector that punctures away the even-position
coded symbols from the upper TTCM component encoder as well as
the odd-position coded symbols from the lower TTCM component
encoder. Note that the number of symbols per transmission burst at
the relay node is given byNr = Ns/2 due to the employment of
QPSK modulation and a puncturer that removes all systematicbits.
Hence, the overall effective throughput of the DTTCM schemeis
given by η = (m Ns)/(Ns + 0.5Ns) = 1.3333 bps. The Signal
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Fig. 3. The schematic of the DTTCM decoder. The input to the TTCM decoder denoted as ([P&S]) is from theM = 2m+1-ary demapper while the input
to the third decoder denoted as (P ) is from the QPSK demapper.

to Noise Ratio (SNR) per bit is given byEb/N0 = SNR/η. Hence,
the DTTCM scheme suffers from a penalty of 1.76 dB in terms of
Eb/N0 due to a reduction of 0.6667 bps in the throughput, when
compared to the conventional TTCM scheme.

IV. DTTCM D ECODER

The novel decoder structure of the DTTCM scheme is illustrated in
Fig. 3, where there are three constituent decoders, each labelled with a
round-bracketed index. Symbol-based MAP algorithms [19] operating
in the logarithmic-domain are employed by the RSC decoders.The
notationsP , S, A andE denote the logarithmic-domain probabilities
of the parity information, of the systematic information, of the
a priori information and of theextrinsic information, respectively.
There are2m+1 probabilities associated with an(m+1)-bit TTCM-
coded symbol, which have to be determined at the soft demapper for
the MAP decoder [19]. These probabilities are input to the TTCM
MAP decoder as[P&S], which indicates the inseparable nature of
the parity and systematic information [10], [19] within a symbol.
The a posteriori information of them-bit systematic part of an
(m+1)-bit TTCM symbol at the output of one of the constituent TCM
decoders can be separated into two components ( [19, Section9.4]
and [10]):

1) the inseparableextrinsic and systematic component[E&S]
also referred to as theintrinsic component, which is generated
by one of the constituent TCM decoders, and

2) the a priori componentA, which is provided by the other
constituent TCM decoder.

However, in our proposed scheme thea priori component A
comprises also the additionalextrinsic information provided by the
third RSC decoder, namelyE3, as we can see from Fig. 3. More
explicitly, we haveA(1,2) = [E&S](2,1) + E3, where the extrinsic
componentE3 contributing toA2 is the symbol-interleaved version
of E3 contributing toA1. The a posteriori information of them-
bit systematic part of an (m + 1)-bit TTCM symbol provided by the
second TCM decoder is then symbol-deinterleaved and fed to the
third RSC decoder. The inputs of the third RSC decoder are:

1) A3 = [E&S]1 + [E&S]2, which is the interleaved version of
the extrinsic and systematic information provided by the TTCM
decoder, and

2) [P&S]3, which is the depunctured and interleaved version of
the soft information provided by the QPSK demapper denoted
asP in Fig. 3.

V. DESIGN AND ANALYSIS

The first step in our design is to determine the decoding conver-
gence of the two-component TTCM scheme at the output of the com-
munication link between the source and the relay nodes. Non-binary
EXIT charts [14] are used to visualise the input/output characteristics
of the non-binary constituent RSC MAP decoders in terms of their
average mutual information transfer. Thea priori mutual information
IAk

is related to thea priori symbol probability of thekth component
decoder, while theextrinsic mutual informationIEk

is related to the
extrinsic symbol probability of thekth component decoder [14].

The EXIT chart of the two-component TTCM-8PSK scheme
recorded for the classic non-cooperative scenario is depicted in Fig. 4,
where the decoding trajectory is computed based on a frame length of
10 000 symbols. When there is no path loss, the receive SNR equals
the transmit SNR. As we can see from Fig. 4, a receive SNR of about
9.0 dB is needed in order to attain a decoding convergence, since at
8.5 dB the EXIT-tunnel remains closed. Fig. 4 also corresponds to
the performance of the TTCM-8PSK scheme for the source-to-relay
link. The receive SNR can be computed as:

SNRr = SNRt + 10 log10(Gsr) [dB] , (9)

where SNRt is the transmit SNR andGsr was defined in (3). Hence,
a receive SNR of 9.0 dB can be achieved by various combinations of
SNRt andGsr. For example, we have SNRr = 9.0 dB for SNRt =
3.0 dB and for a power-gain ofGsr = 4 as well as for SNRt =
0.0 dB andGsr = 8. Hence, depending onGsr, which is related to
the distance between the source, relay and destination nodes in (3),
we can determine the minimum required transmit SNR at the source
node in order to minimise the probability of decoding errorsat the
relay node.
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decoder employing different number of inner iterations areshown. The EXIT
curves of the RSC-QPSK decoder recorded for various relay-to-destination
power-gains are given.

The second step in our design is to analyse the decoding conver-
gence of the three-component TTCM decoder at the destination node.
The EXIT curves of the TTCM-8PSK decoder employing various
number of inner iterations and the RSC-QPSK decoder plottedfor
various relay-to-destination power-gains are shown in Fig. 5. We
assume perfectly error-free DAF relaying in our EXIT chart analysis,
where the relay is capable of detecting the signals arrivingfrom
the source node without error. We refer to the DTTCM arrangement
benefitting from perfect DAF relaying as the DTTCM-perfect scheme.
As we can see from Fig. 5, having more than 2 TTCM iterations
yields a diminishing advantage. The various values of the relay-to-
destination power-gainGsr can be obtained by changing the location
of the relay nodes appropriately. Observe that an open tunnel emerges
in the EXIT chart of Fig. 5, when the TTCM-8PSK decoder employs
two inner iterations and we haveGrd = 4, which corresponds to
drd = dsd/2.
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The third step in our design is to verify our prediction by com-
puting the corresponding Monte-Carlo simulation-relateddecoding
trajectory, for the DTTCM-perfect scheme. The decoding trajectory
based on a frame length ofNs = 10 000 is shown in Fig. 6 for a
transmit SNR of 4.5 dB.

VI. RESULTS AND DISCUSSIONS

The final step in our analysis is to compare the achievable
performance of the DTTCM scheme employing a realistic relaynode,
which potentially induces error propagation, to that of theDTTCM-
perfect scheme. The Bit Error Ratio (BER) versus transmit SNR
performance of the DTTCM and TTCM schemes is shown in Fig. 7.
The number of TTCM decoding iterations was fixed toIr = 8 at
the relay node of the DTTCM scheme. At the destination node, the
number of ‘inner’ TTCM decoding iterations was fixed toId

i = 2,
while the number of ‘outer’ decoding iterations between theTTCM
decoder and the RSC decoder at the destination was fixed toId

o = 8.
Hence, the first and second RSC decoders of the TTCM scheme are
activatedI = Id

i × Id
o = 16 times each, while the third RSC decoder

is activatedId
o = 8 times in our simulation. We assume that both the
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source and relay nodes transmit their signals using the sametransmit
energy, hence the same transmit SNR.
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Fig. 7. BER versus transmit SNR performance of the DTTCM and TTCM
schemes for a frame length ofNs = 10 000 symbols. The relay node of the
DTTCM is placed half-way between the source and relay nodes,i.e. Gsr =

Grd = 4.

As seen in Fig. 7, the performance of the DTTCM-perfect scheme
matches the EXIT chart prediction illustrated in Fig. 6, while the
DTTCM scheme performs similarly to the DTTCM-perfect scheme.
At a BER of10−4, the DTTCM arrangement outperforms the TTCM
scheme by approximately 4.84 dB in terms of the required transmit
SNR, which corresponds to4.84 − 1.76 = 3.08 dB in terms of
Eb/N0. In fact at a transmit SNR of 5 dB we have a receive SNR
of 5 + 10 log10(Gsr) = 11 dB at the relay node forGsr = 4. As
we can see from Fig. 7 the non-cooperative TTCM scheme, which
employs 8 TTCM decoding iterations, has a BER of approximately
10−6 at SNR= 11 dB. This implies that at a transmit SNR of 5 dB,
the relay would suffer from a BER of approximately10−6. These
decoding errors propagate to the destination node causing aBER of
approximately2.5 × 10−5 at a transmit SNR of 5 dB as shown in
Fig. 7. Hence, when the BER at the relay node is very low, it would
not cause too much BER degradation at the destination. The imperfect
relay signals would help the DTTCM decoder at the destination to
perform well when the BER at the relay node is very low.

Note furthermore that atGsr = 4 and at a transmit SNR of 4.5 dB
the receive SNR at the relay node becomes 10.5 dB, which is10.5−
9.0 = 1.5 dB higher than the TTCM decoding threshold of 9.0 dB,
as shown in Fig. 4. Hence, the DTTCM scheme’s performance can
be further improved by moving the relay node farther away from the
source node and hence closer to the destination node, until the receive
SNR at the relay node is just above 9.0 dB. This would result ina
higherGrd value and hence a higher receive SNR at the destination
node during the second transmission period.

VII. C ONCLUSION

A power and bandwidth efficient DTTCM scheme was pro-
posed for cooperative communications based on the three-component
TTCM design of Fig. 3. A two-component TTCM scheme is required
at the source node of Fig. 1 in order to minimise the decoding error
probability at the relay node using the minimum possible transmit
SNR. Once the received SNR at the relay node exceeds the decoding
threshold, the TTCM decoder at the relay node becomes capable
of reliably decoding the source signals. The relay node employs a
simple RSC encoder and only its parity bits are transmitted to the
destination node for providing incremental redundancy. The EXIT

chart of the three-component TTCM decoder seen in Fig. 5 reveals
that a beneficial combination of the transmit SNR and the relay
location results in a decoding convergence at a lower SNR than the
classic TTCM scheme. Our simulation results seen in Fig. 7 show that
the DTTCM outperforms the conventional non-cooperative TTCM
scheme by 3.08 dB at a BER of10−4, when the relay is located
half-way between the source and destination nodes.
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