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Abstract— This paper presents a low complexity iteratively de- gain or time diversity gain. However, these conventional
tected space-time transmission architecture based on Gersdized STBC and STTC schemes achieve at most the same data
Layered Space-Time (GLST) codes and IRregular Convolutioal rate as an uncoded single-antenna system. Hence, a MIMO

Codes (IRCCs). The GLST combines the benefits of the Vertical . . . : . A
Bell-labs LAyered Space-Time (V-BLAST) scheme and Space- scheme attaln_lng both r_nultmlexmg gain and diversity gain
Time Coding (STC). The GLST is serially concatenated with attractive. Various hybrid BLAST and STTC schemes have
a Unity-Rate Code (URC) and an IRCC which are used to been proposed in [9], [10]. The Generalized Layered Space-
facilitate near-capacity operation with the aid of an EXtrinsic Time (GLST) code [10] is constructed as a composite of
Information Transfer (EXIT) chart based design. Reduced- the V-BLAST scheme and Space-Time Coding (STC), which

complexity iterative Successive Interference Cancellatn (SIC) is trik trade-off bet t L fici d
employed in the GLST decoder, instead of the significantly me Strikes a trade-ofl between transmission €inciency anarerr

complex Maximum Likelihood (ML) detection. For the sake of Probability. In [10], iterative Successive InterferencanCel-
approaching the maximum achievable rate, iterative decodig is lation (SIC) was proposed to achieve full receive diversity
invoked to achieve decoding convergence by exchanging exisic  which made it possible to achieve the same diversity order as

information across the three serial component decoders. Rally, ; ; eali ; ;
it is shown that the SIC-based iteratively detected IRCC-UR- ﬁlsaizlﬁ]gf:;ilt?um Likelihood (ML) detection at a fraction of

GLST system is capable of providing a trade-off between the
affordable computational complexity and the system througput. For the sake of decoding convergence to an infinitesimally
low bit error ratio (BER), the GLST scheme is serially con-
catenated with outer codes for iteratively exchanging miutu
|. INTRODUCTION information between the constituent decoders. The degodin

Recent information theoretic studies have shown that tf81vergence _Of iterative_ly decoded schemes can be analysed
capacity of a Multiple-Input Multiple-Output (MIMO) sys- using EXtrinsic Information Transfer (EXIT) charts [111,9].
tem [1]-[4] is significantly higher than that of a Single-TUChIer and Hagenauer [12], [13] proposed the employmént o

Input Single-Output (SISO) system. MIMO techniques arlé?regular Convolutional Codes (IRCCs) in serial concateda

also capable of achieving both multiplexing gain and dikgrs schemes, yvhic_h are constitu}ed by a family of convolgtional
gain. In [5], Wolnianskyet al. proposed the popular multi- codes having different rates, in order to design a neareifgpa

layer MIMO structure, referred to as the Vertical Bell-labSYStem- They were specifically designed with the aid of EXIT

LAyered Space-Time (V-BLAST) scheme, which is capabl‘éharts to improve the convergence behaviour of iteratidely
of increasing the throughput without any increase in t ded systems. As a further advance, it was shown in [14], [15

transmitted power or the system’s bandwidth. However, & wiat @ r_ecursivz_Unity—F;atg Codde (URC) should Ee employsld
primarily designed for exploiting the transmit multiplegi &S @0 Intermediate code in order to improve the attainable

gain, although it is worth that upon increasing the numePCOding convergenc&he novel contribution of this treatise is
of antennas, typically the achievable transmit diversiging that we use EXIT charts to design an iteratively decoded-near

also increases at the cost of an increased receiver coﬂwle&apac'ty thre_e-sta}ge IR?CTUR?(E,LST scheme. dSpeC|f|caIIy,
In contrast to spatial multiplexing techniques, Alamo#@ifi [ the computational complexity of this concatenated syseem |

discovered a transmit diversity scheme, referred to assgbstantially reduced at the cost of a modest reduction én th

Space-Time Block Code (STBC), where the prime concern rgaximum achievable rate compared t_o ML detectiqn, owing
achieving diversity gain. The attractive benefits of Alartiisu to the employment of the low-complexity but suboptimum SIC

design motivated Taroklet al. [7] to generalize Alamouti's in the GLST decoder.

scheme to an arbitrary number of transmit antennas. AnothefThe rest of this paper is organised as follows. In Section I,

transmit diversity scheme, referred to as Space-Time i§rel brief description of the serially concatenated and itezbt

Coding (STTC) was invented by Tarolt al.in [8], which is decoded scheme is presented. Section IIl specifies the encod

capable of achieving both spatial diversity gain and codingg and decoding processes designed for the GLST system.
o _ _ _ The EXIT chart aided iterative decoder design is detailed in
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acknowledged. provided in Section V. Finally, we conclude in Section VI.



Il. SYSTEM OVERVIEW extrinsic informationZ; .(c;1) is generated by subtracting the
a priori information from thea posterioriinformation, which
is fed back to the URC decoder as taepriori information
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Fig. 1. Schematic of the proposed IRCC-URC-GLST scheme.

The schematic of the proposed serially concatenated system o _ _
is illustrated in Fig. 1. At the transmitter side, IRCCs [12]3] Fltg I2. 1C_;ILST schematic using the temporal interleavgr and spatial
are employed for encoding specifically optimized fractiofs mereaver’t . . . -~
the input stream, where each fraction’s code rate was dedign 1h€ GLST scheme of Fig. 2 and Fig. 3 is specified as fol-
for achieving a near-capacity performance with the aid J_ﬁws. At the transmitter side of Fig. Z,Fhe antennas areddui
EXIT charts [11]. Again, a recursive URC was amalgamaté@t© several groups and each group utilizes an STC encoder. A
with the above-mentioned GLST in Fig. 1 as the inner code fd#€ receiver side of Fig. 3, we avoid the potentially exaessi
assisting the non-recursive GLST scheme in achieving dec&@mPplexity of jointly detecting all groups, which may be
ing convergence to an infinitesimally low BER at near-cajyaciachieved in the spirit of the V-BLAST detection algorithn,[5
Signal-to-Noise Ratios (SNRs). The GLST encoder partitioh 7] using the reduced-complexity SIC based detectionrsene
the long bit stream emanating from the intermediate UR® [10], where the space-time code of each individual group
encoder into several substreams and each substream is spA8é Processed successively, as detailed later in Secti@h Il
time encoded separately, as will be detailed in SectiorTwp e also present a significantly complex iterative ML detercti
different high-length bit interleavers are introducedvien Scheme in Fig. 4 for comparison. Therefore, it is clearlynsee
the three component encoders so that the input bits of i@t the GLST scheme can be viewed as a beneficial amalgam
URC and GLST encoders can be rendered independent of et? V-BLAST and a STC scheme. With the advent of the
other, which guarantees that the assumptions facilitaieg STC employed, we will show that this GLST architecture is
application of EXIT charts are complied with [11]. capable of gch|evmg a higher spatial diversity compargd to

At the receiver side, according to Fig. 1, an iterative decoff’® conventional V-BLAST scheme. As an added benefit, the
ing procedure is operated, which employs thre®osteriori overall transmission system’s throughput is significahtggher

Probability (APP)-based decoders. The received signals df@n that of the STC scheme owing to the BLAST-like layered
first decoded by the APP-based GLST decoder in order &chitecture.

produce thea priori Log-Likelihood Ratio (LLR) values

L5 4(c2) of the coded bitg,. The URC decoder processes th@. Encoding

information forwarded by the GLST decoder in conjunction cqnsider now a point-to-point wireless communication link

with the a priori LLR values Lz (uz) of the information g inned withV, transmit andN, receive antennas, where
bits u, in order to generate tha posteriori LLR values o gignal to be transmitted over theh antenna at time
Lo p(ug) and Ly ,(c2) of the information bitsuy and the j,siant; is denoted byc]. In this contribution, we consider
coded bitsc,, respectively. In the scenario when lterationgansmissions over a temporally uncorrelated flat Rayleigh
are needed within the amalgamated "URC-GLST" decodg{ying channel. Therefore, the signal received by eachaate

so as to achieve a near-capacity performance,ah@iori g constituted by the superposition of independently Rgiile
LLRs L ,(c2) are subtracted from treeposterioriLLR values faded transmitted signals. The signal received by ttie
Ls ,(c2) and then they are fed back to the GLST decod%r

e i - ntenna at time instartis given by
as thea priori information Ls ,(ug) through the interleaver
mo. Similarly, thea priori LLR values of the URC decoder ; Al FE
are subtracted from the posterioriLLR values produced by "t = Z hije + v, @)
the Maximum Aposteriori Probability (MAP) algorithm [16], =1
for the sake of generating the extrinsic LLR valugs. (u2). whereh; ; is the complex-valued channel coefficient between
Next, the soft bitsL, ,(c1) are passed to the IRCC decodethe jth transmit and théth receive antenna, which is modeled
in order to compute the posteriori LLR values Ly ,(c;) by the samples of independent complex Gaussian random
of the IRCC encoded bits,. During the last iteration, only variables having a zero mean and a variance of 0.5 per
the LLR valuesL; ,(u;) of the original information bits:;  dimension. Furthermorey; is the Additive White Gaussian
are required, which are passed to the hard-decision decoNeise (AWGN) encountered by thith antenna at time instant
in order to estimate the source bits. As seen in Fig. 1, thed modeled by the samples of independent complex Gaussian
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Fig. 3. Iterative SIC based detection of the GLST/ schemerevhi®l” and “IC” denote the group interference nulling moduind the group interference
cancellation module respectively, while “ST Dec-Eh¢ represents the space-time decoding and re-encoding modul

random variables having a zero mean and a variandé,@¢2 order. In order to maximize the attainable receive diversit
per dimension. gain, the SIC-based iterative decoding scheme of [10] was
The GLST encoding process is illustrated in Fig. 2. Wmvoked, which is depicted in Fig. 3.
assume that a block db information bits is input to a serial- In the same spirit as proposed in the V-BLAST scheme [18],
to-parallel (S/P) converter, which partitions this bitestm the decoding order of the SIC-based scheme has a significant
into ¢ groups, which we refer to as layers having lengths @fffect on the performance of the GLST system. Similarly
By, Bs,...,B,, where we haveB; + Bs+,...,+B, = B to the classic decoding scheme using the optimum decoding
bits in total. Then, each group @®; bits, for1 < j < ¢, is method developed in [5], in our group-based optimum ordered
separately encoded in Fig. 2 by a component encéder’; decoding scheme, the higher the post-detection SNR of a
associated withV; number of transmit antennas, where wepecific layer, the earlier the layer is chosen to be detected
have N! + N2+,...,+N{ = N,. The resultant §/ x T)- Without loss of generality, the decoding order in Fig. 3 is
elementcodewordmatrlxc of STC; will be transmitted by assumed to be(1',2',...,¢'}. We can see that the first
the N7 transmit antennas of Fig. 2 durlﬂgsymbol intervals. iteration is constituted by a STC-group-based SIC operatio
We refer to thetth columnc;, of C; as thesymbol vector i.e. by cancelling the effects of the othéy — 1) number
generated by group at time instant. Following space-time of STC-coded layers, also ensuring that temporal intengav
encoding, the symbol vectors of each group are passed throagd temporal delnterleavmg is carried out according to Eig
an independent vector-based temporal interleayeiollowed At the first decoding layetl’, the received signal is firstly
by the common spatial interleavél of Fig. 2. The vector- passed through an interference nulling (IN) module which
based temporal interleavers; represented by the dashedsuppresses all the interfering signals of the other laysirsgu
block of Fig. 2 are used for theodewordsgenerated by the zero-forcing (ZF) and space-time decoded afterwards decor
different groups, for the sake of eliminating the effects dfgly. The re-modulated signal multiplied by the corresgiog
bursty error propagation among different groups during tiannelfd,. is then cancelled from the original received signal
decoding iterations [10]. Furthermore, the spatial istaver by the interference cancellation (IC) module. The restltan
II of Fig. 2 may be considered to be a mapping of the spag®@mposite signal of the remainiig—1) STC-protected layers
time encoded symbol vectors to a certain group of transnist then forwarded to the next iteration. This procedure is
antennas, which provides additional spatial diversity. a4 continued until allg layers are decoded.
express the received baseband data in matrix form as: In the subsequent iterations, since all groups have been
decoded already, the interference nulling is no longer eéed
but the interference cancellation is still performed férSaIC-
re=HuyCoe +HoCop + -+ HguCo + Vi, (2)  protected layers. Each iteration consistsydyers, and each
STC-protected layer is processed successively in the same
order as in the first iteration. After a number of iterations,
full receive diversity of orderN,, may be achieved for all
layers. Compared to the ML detection, this iterative deagdi
B. Iterative SIC Detection scheme is capable of approaching the same order of receive
Again, for the sake of maintaining an affordable computaliversity, despite imposing only a fraction of the compiataal
tional complexity, a reduced-complexity SIC based detecti COMPplexity of ML-style joint detection.
scheme was proposed in [10] instead of ML detection. For
the sake of low complexity, the signals are detected layer-tC- Iterative ML Detection
layer instead of an ML-style joint-detection and hence this The iterative ML detection procedure of the GLST scheme
BLAST-like structure fails to achieve full receive divaysi is shown in Fig. 4. Firstly, théV; transmittedM-ary symbols
because the earlier a layer is detected, the lower its diyersare jointly detected as a combin@l; x log, M]-bit symbol

whereH; ; denotes théN,. x N/)-element subchannel matrix
of groupj at time instant.
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of probability vectors corresponding to thg number of E/No [dB]

[N/ x log, M|]-bit symbol. The resultant probability vectors _ _ _ _

arethen fed t the component STTC decoders, eratve gaff % 112 2720 i narinun aciai i ofsarda B

can be attained, since the EXIT curve of the ML demappg@ing channels employingV; = 4 transmit antennas and,. = 4 receive

is a slanted line although this is not explicitly shown herantennas.

owing to space-economy. However, it is not guaranteed that

the DCMC capacity, as detailed later in Section IlI-D, can bemploying 4QAM (DCMG,4-4QAM) is higher than that of
achieved with iterative ML detection, because the maximuall the GLST schemes and may be regarded as the tight upper
achievable rate of the iterative ML-based scheme is subjectcapacity bound of thed(x 4)-element 4QAM MIMO systems,

the characteristics of the EXIT charts of various spacetinwhile the multiplexing-based MIMO scheme using BPSK

trellis codes. (DCMCy44-BPSK) exhibits a much lower DCMC capacity.
For a specific GLST scheme, the maximum achievable rate
D. Capacity and Maximum Achievable Rate improves significantly, when invoking three SIC operations

In the context of discrete-amplitude QAM [19] andnstegd of a single one, Wh|lea}nyfurtherlmp.rovementgrama
u|I1arg|nal after three SICs, since full receive diversity was

PSK [19] modulation, we encounter a Discrete-inp . :
Continuous-output Memoryless Channel (DCMC) [19]. lr?pproached.As no iterations can be operated between the SIC

) . . " ased demodulator and the STTC decoder when using SIC-
order to design a near-capacity coding scheme, we derive

e : : ) .
bandwidth efficiency; of various SIC-based GLST scheme ased detection, some |nfprmat|0n Ioss_occurs whlch cannot
. . recovered. For comparison, the maximum achievable rate
for transmission over the DCMC based on the properties O . . . -
. - . .~ Of the ML based detection scheme is also given in Fig. 5. The
EXIT charts [20]. In this contribution, we consider the saga ) .
. . number of iterations between the ML demapper and GLST
when N; = 4 transmit andV, = 4 receive antennas are used

where N} — N2 — 2. For simplicity, the component S.I.CS(:omponent space-time decod(_ars was kept to three, which is th
. : : .~ same as the number of SIC iterations. Hence, both schemes
utilized for all groups are assumed to be identical. Spexific

invoke the same number of space-time decoder operations but

we use the 4-state based STTC-4 [8, Fig. 4] and 16'St§l:f,ete ML demapper exhibits a higher complexity compared to
based STTC-16 [8, Fig. 5] as the component STCs of GL . PP . gner plexity \pare
he interference cancellation operation. As shown in Fig. 5

scnevr\?:ss,arr(;ipe%ctilr\]/e[li/é], [20] that the maximum achievabltehe ML-based scheme provides a higher maximum achievable
. e . ate than that of the SIC-based scheme.
bandwidth efficiency of the system is equal to the area und&f
the EXIT curve of the inner code, provided that the channel’s
input is independently and uniformly distributed as well as V- SYSTEM DESIGN AND EXIT CHART ANALYSIS
assuming that the inner code rate is 1 and the MAP decodingrhe main objective of employing EXIT charts [11] is to
algorithm is used. Although these properties were formalbnalyse the convergence behaviour of iterative decoders by
proven for the family of Binary Erasure Channels (BECs) [20Examining the evolution of the input/output mutual informa
they have also been observed to hold for AWGN, Rayleigh atidn exchange between the inner and outer decoders dueng th
multipath communication channels [13], [20]. Assumingtthaonsecutive iterations. As mentioned in Section IlI-D, #énea
the area under the EXIT curve of the inner decoder, i.e. thader the EXIT curve of the inner decoder is approximately
GLST decoder, is represented Hy;, the maximum achievable equal to the channel capacity, when the channel’s input is
rate curves of various SIC and ML based GLST schemes amdependently and uniformly distributed. Similarly, theea
shown in Fig. 5 together with the DCMC capacity curves of thender the EXIT curve of the outer code is approximately equal
multiplexing-based MIMO scheme, which employed a ML deto (1-R), where R is the outer code rate. Furthermore, our
tector. The capacity curve of the unrestricted Continuopst experimental results show that an intermediate URC changes
Continuous-output Memoryless Channel (CCMC) [4], [19] isnly the shape but not the area under the EXIT curve of
also depicted in Fig. 5 for comparison. As shown in Fig. 3he inner code. A narrow but marginally open EXIT-tunnel
the DCMC capacity of the multiplexing-based MIMO schem# an EXIT chart indicates the possibility of achieving area



capacity performance. Therefore, we invoke IRCCs for the O g vafecony or GLSTSTTOAR UG, - = 34 48 1A
sake of appropriately shaping the EXIT curves by minimizing 09} —Z/)
the area in the EXIT-tunnel using the procedure of [12], [13] osl e
An IRCC constituted by a set aP = 17 subcodes was ) g
constructed in [13] from a systematic, rate-1/2, memory-4 oy / g
mother code defined by the generator polynonfialy; /go), 061/~ -
where go = 1 + D + D* is the feedback polynomial and 051/ S
g1 = 1+ D? + D? + D* is the feedforward one. Higher code —“JM T
rates may be obtained by puncturing, while lower rates are N ’
created by adding more generators and by puncturing under 03
the constraint of maximizing the achievable free distance. 02 /
In the proposed system the two additional generators are o1l X OLSTISTTC A URCA E/N, = 3.4 4B (A0S
g2=1+D+D?*+ D*andgs =1+ D+ D?*+ D* The e N

resultantP? = 17 subcodes have coding rate spanning from
0.1,0.15,0.2,..., to 0.9.
The EXIT function of an IRCC can be obtained by supets,

IA_>

0.0
0.0 01 02 03 04 05 06 07 08 09 1.0

g. 6. The EXIT chart curves for the GLST(STTC-4)-URC, IR@@ad the

imposing those of its subcodes. More specifically, the EXIRcc subcodes, when communicating over uncorrelated flgteis fading

function of the target IRCC is the weighted superposition ghannels usingVy = 4 and N, = 4. The notation GLST(STTC-4)indicates

: : SIC iterations in GLST decoder, and the subscript of URCotien the
the EXIT functions of its subcodes [13]. Hence, a Careflﬁbmber of iterations between the GLST(STTC-4) and URC dexsod

selection of the weighting coefficients could produce areout

code EXIT curve that matches closely the EXIT curve of the S TPy (R R
inner code. When the area between the two EXIT curves is 0.9 L =208 M
minimized, decoding convergence to an infinitesimally low osl e —
BER would be achieved at the lowest possible SNR. NS A =
In this paper, we consider an average coding rat ef 0.5 07y / ‘ ' )]
for the IRCC outer code. Hence the effective throughput is 06/~ /o , b
2x Rlog, 4 = 2 bit/s/Hz when 4QAM modulation is employed f o5l . =~/
by the above-mentioned GLST schemes. The channel capacity o s e .
and maximum achievable rate computed according to the 17 3 g
properties of EXIT charts [13], [20] at a throughputmpf= 2 031 ‘
bit/s/Hz are depicted in Fig. 5. The exchange of extrindiarin 02|~ «
mation in the schematic of Fig. 1 is visualised by plotting th 01 BT N e e 420 (052
EXIT characteristics of the inner amalgamated “URC-GLST” © RCC A0 (sodey A0S0

decoder and the outer IRCC decoder in Fig. 6 and 7. Note that ®%0 01 02 03 04 05 06 07 08 09 10

for both the GLST(STTC-4) and GLST(STTC-16) schemes, la =
where the EXIT curve of the SIC-based GLST decoder is a
Fig. 7. The EXIT chart curves for the GLST(STTC-16)-URC, iR@nd

.Slant_ed line, extrinsic information eXChange usmg dem:gdithe IRCC subcodes, when communicating over uncorrelatedRigleigh
iterations between the URC decoder and the GLST decodiiing channels usingV; = 4 and N,- = 4. The notation GLST(STTC-1§)

is needed in order to achieve a near-capacity performan' gdicates 3 SIC iterations in GLST decoder, and the suttsefigRC denotes
When there is no iteration between the URC decoder and t %number of iterations between the GLST(STTC-16) and UREbders.
GLST decoder, the EXIT curve for the URC decoder depends
on the first Ir value of the GLST decoder. Hence, botfthe correlation of the STTC-16 coded bits becomes higher,
the GLST(STTC-4)-URC and GLST(STTC-16)-URC schemd3ecause the code imposes more correlation. As a result,
require a higherE,, /N, value in order to maintain an areathe STTC-16 scheme will yield a higher correlation than
of A = 0.5, as shown in Fig. 6 and 7, respectively. Irthat of the STTC-4 scheme, when there is error propagation
other words, information loss will occur if there is no ittom between different layers due to the imperfect SIC operation
between the URC decoder and the GLST decoder. Hence, the decoding trajectory of the GLST(STTC-16)-URC-
IRCC scheme has a higher mismatch in its EXIT curve. For
comparison, the decoding trajectory of the GLST(STTC-16)-
URC-IRCC scheme employing ML detection is also presented
As we can see from Fig. 6 and 7, the Monte-Carlo simn Fig. 8. Again, we use 3 iterations between the ML demapper
ulation based decoding trajectory of the GLST-URC-IRC@nd GLST component decoders so that the number of STTC
schemes using SIC detection within the GLST decoder hagtecoder operations invoked is the same as that of the scheme
a mismatch with their EXIT curves. This is due to themploying 3 SIC iterations. Since there is no error propgagat
correlated non-zero error propagation between differyers in the ML-based scheme, the decoding trajectory of the ML-
in the process of SIC operation. We found that the higher thased scheme matches its EXIT curve well. However, the error
correlation of the STTC coded bits, the higher the mismatchbropagation was avoided in the ML-based scheme at a price
As the number of trellis states increases from 4 to 16f a higher complexity.

V. SIMULATION RESULTS ANDDISCUSSIONS
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[15]

Despite the mismatch in the EXIT charts, we were still
able to design near-capacity SIC schemes. Fig. 9 presents th
BER performance of the GLST-URC-IRCC scheme employirigf]
various space-time trellis codes with SIC detection. Hésady
shown that the GLST(STTC-4)-URC-IRCC scheme is capalye;
of performing within 0.4-0.5dB of the corresponding maxi-
mum achievable rate obtained from the EXIT charts. On the
other hand, the GLST(STTC-16)-URC-IRCC scheme, wherg
a high mismatch of the decoding trajectory to its EXIT curve
occurs, performs closer to the DCME;-4QAM capacity. [19]

[20]
VI. CONCLUSIONS

In this contribution, we have proposed a low-complexity
SIC-based iteratively decoded GLST-URC-IRCC scheme de-
signed with the aid of EXIT chart analysis. We quantified
the maximum achievable rates of the GLST schemes using
various STTCs. According to the simulation results, we fbun
that the iterative GLST(STTC)-URC-IRCC scheme using SIC
detection strikes an attractive trade-off between the dexiy
imposed and the effective throughput achieved.
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