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ABSTRACT
In this contribution iteratively detected spatial division multiplexing
is investigated under the constraint of a fixed data throughput. Ex-
isting bit loading and transmit power allocation techniques are often
optimized for maintaining both a fixed transmit power and a fixed
target bit-error rate, while attempting to maximize the overall data-
rate, albeit delay-critical real-time interactive applications, such as
voice or video transmission, may require a fixed data rate. As an
alternative design option, in addition to sophisticated joint bit- and
power loading, in this contribution we invoke both coded modulation
as well as channel prediction and identify the most beneficial num-
ber of modulation signalling levels, while minimizing the bit-error
ratio under the constraints of a given fixed throughput. Our perfor-
mance results show the superiority of bit-interleaved coded modula-
tion using iterative decoding (BICM-ID) against turbo trellis-coded
modulation (TTCM), regardless of using idealistic perfect or realis-
tic imperfect channel state information (CSI).

Index Terms— Multiple-Input Multiple-Output, Spatial Divi-
sion Multiplexing, Coded Modulation, Iterative Detection

1. INTRODUCTION

Multiple-Input Multiple-Output (MIMO) systems are capable of in-
creasing both the achievable capacity and the integrity of wireless
systems [1, 2]. Unfortunately, their parameters cannot be optimized
independently from each other, requiring a careful joint optimiza-
tion procedure in order to fulfill specific design criteria. Therefore,
the most beneficial choice of the number of bits per symbol and the
appropriate allocation of the transmit power, combined with pow-
erful joint coding and modulation schemes offers a certain degree
of design freedom, which substantially affects the performance of
MIMO systems. In general, the appropriate choice of the number of
MIMO layers allows us to maximize the system’s effective through-
put, while maintaining the best possible bit error-ratio (BER). In con-
trast to using a number of MIMO layers, eigen-beamforming aided
schemes have attracted substantial research attenuation, where all
available resources are focussed on the strongest eigen-beam [3].
Joint coding and modulation such as Trellis Coded Modulation (TCM)
was introduced by Ungerböck in 1982 [4] for non-dispersive Gaus-
sian channels. This concept has motivated intensive research ef-
forts, especially after the conception of turbo codes by Berrou et
al. [5], leading to the concept of Turbo TCM (TTCM), which was
proposed by Robertson and Wörz [6]. The combination of the turbo-
coding concept with powerful bandwidth efficient component codes
facilitates iterative decoding, and in TTCM symbol-by-symbol MAP
components decoders operating in the log domain are used in con-
trast to the bit-based log-likelihood ratios (LLRs) applied in the bit-
interleaved coded modulation using iterative detection (BICM-ID).

In this contribution, the BER performance of eigen-beamforming
aided TTCM schemes is studied in comparison to spatial multiplexing-
style MIMOs using the appropriate choice of the number of itera-
tively detected MIMO layers in terms of the bit error-rate (BER). A
two-stage optimization technique is considered. Firstly, the uncoded
spatial division multiplexing (SDM) aided MIMO system is opti-
mized, investigating the adaptive allocation of the number of bits to
both the modulation and to the SDM scheme at a fixed data rate. Sec-
ondly, according to this first stage, the optimized uncoded systems
are extended by incorporating both TTCM and BICM-ID as well as
pilot-based Minimum Mean Square Error (MMSE) long-range chan-
nel prediction, whereby both the uncoded as well as the coded sys-
tems are required to support the same user data rate within the same
bandwidth.

Against this background, the novel contribution of this paper is
that we demonstrate the benefits of amalgamating pilot-basedMMSE
long-range channel prediction with sophisticated coded modulation
as well as with iteratively detected schemes under the constraint of
a given data throughput.

This contribution is organized as follow: Section 2 introduces
our system model, while the proposed MIMO channel prediction is
discussed in Section 3. In Section 4 the channel encoded MIMO
system is introduced, while the associated performance results are
presented and interpreted in Section 5. Finally, Section 6 provides
our concluding remarks.

2. SYSTEM OVERVIEW

Consider a system employing MT transmit and MR receive antennas
for communicating over flat Rayleigh fading channels. The trans-
mission system can be modelled by

u = H · c + w . (1)

In (1), u is the (MR × 1) received vector at the symbol instant k,
c is the (MT × 1) transmitted signal vector containing the complex
input symbols and w is the (MR × 1) vector of the Additive White
Gaussian Noise (AWGN) having a variance of U2

R for both the real
and imaginary parts. The fading channel coefficient between the
mT-th transmit antenna and the mR-th receive antenna is given by

hmR mT
=

1√
NL

NLX
μ=1

aμ e− j 2 π fd Ts cos (φμ) , (2)

where aμ is a complex-valued Gaussian random variable with zero
mean and unit variance, φμ is uniformly distributed over (0, 2 π], fd

is the maximum Doppler frequency, Ts is the symbol period and NL

is the number of scatterers.
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The interference between the different antennas data streams,
which is introduced by the non-diagonal channel matrix H, requires
powerful interference cancellation strategies. A popular technique
is based on the Singular Value Decomposition (SVD) of the system
matrix H, which can be written as1

H = S · V · DH , (3)

where S and DH are unitary matrices and V is a real-valued di-
agonal matrix of the positive square roots of the eigenvalues of the
matrix HH H sorted in descending order. The SDM MIMO input
data vector c is now multiplied by the matrix D before transmission.
In turn, the receiver multiplies the received vector u by the matrix
SH. Thereby neither the transmit power nor the noise power are en-
hanced. When taking into account Eq. (3), the overall transmission
relationship is formulated as

y = S
H · u = S

H (H · D · c + w) = V · c + w̃ , (4)

which explicitly indicates that the channel matrix H was transformed
into independent, non-interfering layers represented by the diagonal
matrix V, again, constituted by the ordered positive square roots of
the eigenvalues of HH H.

In general, the quality of data transmission can be informally
assessed by using the half vertical eye opening and the noise power
at the detector’s input [7]. The resultant signal-to-noise ratio (SNR)
per quadrature component becomes [8]

� =
(Half vertical eye opening)2

Noise Power
=

(UA)2

(UR)2
, (5)

which is often used as a quality parameter [8, 7]. The relationship be-
tween the SNR � = U2

A/U2
R and the bit-error probability evaluated

for AWGN channels and M -ary Quadrature Amplitude Modulation
(QAM) is given by [9, 10]

Pb =
2

log2(M)

„
1 − 1√

M

«
erfc

„r
�

2

«
. (6)

When applying the proposed system structure, the SVD-based inter-
layer MIMO equalization leads to different eye opening per MIMO
layer and per transmitted symbol block according to

U
(μ)
A =

p
ξμ · Us μ , (7)

where Us μ denotes the half-level transmit amplitude assuming Mμ-
ary QAM and

p
ξμ represents the positive square roots of the eigen-

values of the matrix HH H.
Considering QAM constellations, the average transmit power

Ps μ per MIMO layer may be expressed as [11, 12]:

Ps μ =
2

3
U2

s μ (Mμ − 1) . (8)

Using the parallel transmission of L ≤ min(MT, MR) MIMO lay-
ers, the overall mean transmit power becomes

Ps =
LX

μ=1

Ps μ , (9)

1The transpose and conjugate transpose (Hermitian) of D are denoted by
D

T and D
H, respectively.

Table 1. QAM constellations
throughput layer 1 layer 2 layer 4 layer 4

4 bit/s/Hz 16 0 0 0

4 bit/s/Hz 4 4 0 0

6 bit/s/Hz 64 0 0 0

6 bit/s/Hz 16 4 0 0

6 bit/s/Hz 4 4 4 0

8 bit/s/Hz 256 0 0 0

8 bit/s/Hz 64 4 0 0

8 bit/s/Hz 16 4 4 0

8 bit/s/Hz 4 4 4 4

12 bit/s/Hz 4096 0 0 0

12 bit/s/Hz 256 16 0 0

12 bit/s/Hz 64 64 0 0

12 bit/s/Hz 64 16 4 0

12 bit/s/Hz 64 4 4 4

12 bit/s/Hz 16 16 16 0

12 bit/s/Hz 16 16 4 4

where min(MT, MR) defines the number of readily separable lay-
ers2. In order to transmit at a fixed data rate while maintaining the
best possible integrity, i. e. BER, an appropriate number of MIMO
layers has to be used, which depends on the specific QAM constel-
lation size, as detailed in Tab. 1. The bit-error probability per QAM
symbol after SVD is given by [7]

Pb μ =

2

„
1 − 1√

Mμ

«
log2(Mμ)

erfc

 r
ξμ

2
· Us μ

UR

!
. (10)

The resulting average bit-error probability assuming different QAM
constellation sizes per MIMO layer is given by:

Pb,block =
1PL

ν=1 log2(Mν)

LX
μ=1

log2(Mμ) Pb μ . (11)

When considering time-variant channel conditions, rather than an
AWGN channel, the BER can be derived by considering the approx-
imately constant transmission blocks SNRs.

3. MIMO CHANNEL PREDICTION

The employment of a reliable channel predictor is imperative for
achieving low-SNR, high-throughput operations. In this contribu-
tion, we will employ a low-complexity Minimum Mean Square Er-
ror (MMSE) based pilot-symbol aided MIMO long-range channel
predictor [14, 15, 16]. Both transmit and receive buffers are used for
buffering an encoded frame, which is partitioned into shorter sub-
frames and MT number of pilot symbols are attached to each sub-
frame at its beginning, as seen in Fig. 1. A shorter subframe length
is expected to increase the accuracy of the channel predictor, but

2It is worth noting that with the aid of powerful non-linear near Maxi-
mum Likelihood (ML) sphere decoders it is possible to separate MR > MT

number of layers [13].
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naturally, it also imposes a higher pilot symbol overhead. During
the transmission of the pilot symbols only one transmit antenna is
activated for the corresponding symbol period, while the remaining
transmit antennas are deactivated as seen in Fig. 1. This allows us
to avoid having a low pre-antenna power and hence improves the
achievable channel estimation accuracy.

Let us denote the index of the subframe by the subscript l and
the time index by mT for reasons of brevity in this section. For the
lth subframe transmitted at time instant mT (1 ≤ mT ≤ MT),
the signal ymR

[l, mT] received by the mR-th (1 ≤ mR ≤ MR)
receiver antenna is given by

ymR
[l, mT] = hmR mT

[l, mT] · cp + w̃mR
[l, mT] , (12)

where hmR mT
[l, mT] represents the fading channel coefficient be-

tween the mT-th transmit antenna and the mR-th receive antenna
for the lth subframe at time instant mT, while cp represents the pilot
symbol, which is assumed to be the same for all transmit antennas
and for all subframes. Furthermore, w̃mR

[l, mT] is the AWGN con-
tribution at the mRth receiver antenna for the lth subframe at time
instant mT. With the aid of the MT-by-MT pilot symbol matrix
seen in Fig. 1, the (MR ×MT)-dimensional MIMO channel predic-
tion problem is decomposed into a single-input single-output (SISO)
channel prediction scenario, where any classic SISO channel pre-
diction algorithm can be applied [17]. In this contribution, MMSE
based narrowband channel prediction is invoked [17]. Specifically,
we construct the following p-dimensional vector:

ymR
[l, mT] = (ymR

[l − p + 1, mT] , · · · , ymR
[l, mT])T . (13)

If we assign the value of “+1” to each pilot symbol cp, then the
channel coefficient corresponding to the mT-th pilot symbol of the
(l+1)-th subframe is given by the corresponding received pilot sym-
bol ymR

[l+1, mT] = hmR
[l+1, mT]·(+1) in the absence of noise.

Hence, the predicted channel coefficient corresponding to the mT-th
pilot symbol for the (l+1)-th subframe, namely ĥmR mT

[l+1, mT],
can be estimated based on the received pilot symbol vector of the l-th
subframe as [15]:

ĥmR mT
[l + 1, mT] = d0 ymR

[l, mT] , (14)

where d0 is formulated as:

d0 = R
−1
ymR

[l,mT]rymR
[l,mT] ymR

[l+1,mT] , (15)

where RymR
[l,mT] is the (p×p)-dimensional autocorrelation matrix

of ymR
[l, mT], which is given by [15]:

RymR
[l,mT] = E[ymR

[l, mT]yH
mR

[l, mT]]. (16)

Furthermore, rymR
[l,mT] ymR

[l+1,mT] is the p-dimensional cross-
correlation vector recorded for ymR

[l, mT] and ymR
[l + 1, mT],

which is given by [15]:

rymR
[l,mT] ymR

[l+1,mT] = E[y∗mR
[l, mT] ymR

[l + 1, mT]] . (17)

Finally, the predicted channel coefficients corresponding to the data
symbol can be obtained with the aid of interpolation. In this case,
the predicted channel coefficients corresponding to the data symbols
between two pilots as seen in Fig. 1 can be obtained with the aid of
interpolation [16]. For example, if a pilot symbol is inserted every
50 data symbols, with the aid of interpolating between the pilots
we can readily derive the complex channel coefficients of the 49
data symbols. Low- complexity linear interpolation was employed.

Using the predicted channel coefficients, the SVD of the predicted
system matrix bH results in

bH = bS · bV · bDH . (18)

Assuming that the estimated matrix bD is known at the transmitter
side as well as bS at the receiver side, the overall transmission chain
may be characterized as:

by = bSH · u = bSH
“
H · bD · c + w

”
. (19)

In comparisons to perfect channel estimations, the channel matrix
H can no longer be decomposed into a system with non-interfering
layers, since the resultant matrix bSHH · bD is no longer a diagonal
matrix.

4. CODED MIMO SYSTEM

The coded modulation transmitter’s structure is depicted in Fig. 2.
The encoder employs a rate R = 1/2 nonrecursive, Non-Systematic
(NSC) convolutional code using generator polynomials of (7, 5) in
octal represention. The uncoded information is organized in trans-
mission blocks of Na bits, consisting of at least 1000 bits, depending
on the specific QAM constellation used. The data blocks a are en-
coded and result in the block b consisting of Nb = 2 Na+4 encoded
bits, including 2 termination bits. The encoded bits are interleaved
using a random interleaver and stored in the interleaved vector b̃.
The encoded and interleaved bits are then mapped to the MIMO lay-
ers. The task of the multiplexer and buffer block of Fig. 2 is to divide
the vector of encoded and interleaved information bits b̃ into subvec-
tors (b̃1, b̃2, · · · , b̃L), each consisting of 4, 8 or 12 bits according
to the specific QAM constellation of Tab. 1. The individual binary
data vectors b̃μ are then mapped to the QAM symbols cμ according
to the specific mapper used. The iterative demodulator’s structure

a b b̃

c1(k)

c2(k)

cL(k)

encoder
Q

Mapper

Mapper

Mapper

b̃1

b̃2

b̃L

M
U
X
an
d
B
uf
fe
r

Fig. 2. The channel-encoded MIMO transmitter’s structure

is shown in Fig. 3, while a detailed schematic of the soft demap-
per structure is portrayed in Fig. 4. When using the iteration index
ν, the first iteration of ν = 1 commences with the soft-demapper
delivering the Nb Log-Likelihood Ratios (LLRs) L

(ν=1)
2 (b̃) of the

encoded and interleaved information bits, whose de-interleaved ver-
sion L

(ν=1)
a,1 (b) represents the input of the convolutional decoder,

as depicted in Fig. 3. This channel decoder provides the estimates
L

(ν=1)
1 (a) of the original uncoded information bits as well as the

LLRs of the Nb NSC-encoded bits in the form of

L
(ν=1)
1 (b) = L

(ν=1)
a,1 (b) + L

(ν=1)
e,1 (b) . (20)

As seen in Fig. 3 and Eq. (20), the LLRs of the NSC-encoded bits
consist of the receiver’s input signal itself plus the extrinsic infor-
mation L

(ν=1)
e,1 (b), which is generated by subtracting L

(ν=1)
a,1 (b)
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Fig. 1. The MIMO transmission format, where the notations P , 0 and D denote the pilot symbol, zero-energy symbol and data symbol,
respectively. The first data symbol column in each subframe is the beamforming transmission vector corresponding to the reference symbol
of the differential encoder.

from L
(ν=1)
1 (b). The appropriately ordered, i. e. interleaved ex-

trinsic LLRs are fed back as a priori information L
(ν=2)
a,2 (b̃) to the

soft demapper of Fig. 3 for the second iteration, and so on. Fol-
lowing the detailed schematic of the soft-demapper in Fig. 4, the
Nb LLRs L

(ν)
2 (b̃) are composed of the subvectors and result in

(L
(ν)
2 (b̃1), L

(ν)
2 (b̃2), · · · , L

(ν)
2 (b̃L)), each consisting of 4, 8 or 12

elements according to the specific QAM constellation of Tab. 1.
Each vector L

(ν)
2 (b̃μ) is generated by the soft demapper from the

MIMO channel’s output yμ assuming perfect channel estimation ac-
cording to (4), or alternatively from byμ assuming imperfect channel
estimation according to (19), which is then combined with the a-
priori information L

(ν)
a,2(b̃μ) provided by the channel decoder. Af-

ter the first iteration, this a-priori information accrues from the Nb

LLRs L
(ν)
a,2(b̃), which are again decomposed into the subvectors

(L
(ν)
a,2(b̃1), L

(ν)
a,2(b̃2), · · · , L

(ν)
a,2(b̃L)) each consisting of 4, 8 or 12

elements.

y1(k)

y2(k)

yL(k)

S
of
tD
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r

L
(ν)
2

(b̃)

Q
−1

Q

L
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a,1 (b)
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L

(ν)
1

(a)

L
(ν)
1

(b)L
(ν−1)
e,1 (b)L

(ν)
a,2 (b̃)

Fig. 3. Iterative demodulator structure

The achievable performance of the iterative decoder is substan-
tially affected by the specific mapping of the bits to both the QAM
symbols as well as to the MIMO layers. While the employment
of the classic Gray-mapping is appropriate in the absence of a pri-
ori information, the availability of a priori information in iteratively
detected schemes requires an exhaustive search for finding the best
non-Gray – synonymously also referred to as anti-Gray – mapping
scheme [18]. Two examples of the investigated 16-QAM mapping
schemes are shown in Fig. 5, which have been used in the BICM-ID
schemes in [18].

5. RESULTS

5.1. Uncoded transmission assuming perfect CSI

The resultant BER curves are depicted in Fig. 6, 7, 8 and 9 for the dif-
ferent QAM constellation sizes and MIMO configurations of Tab. 1,
when transmitting at a bandwidth efficiency of 12 bit/s/Hz, 8 bit/s/Hz

y1(k)

y2(k)

yL(k)

Soft-

Soft-

Soft-

Demapper

Demapper

Demapper

L
(ν)
2

(b̃1)

L
(ν)
2

(b̃2)

L
(ν)
2

(b̃L)

L
(ν)
a,2 (b̃1)

L
(ν)
a,2 (b̃2)

L
(ν)
a,2 (b̃L)

L
(ν)
2

(b̃)L
(ν)
a,2 (b̃)

D
E
M
U
X
an
d
B
uf
fe
r

M
U
X
an
d
B
uf
fe
r

Fig. 4. Detailed soft demapper demodulator structure

and 6 bit/s/Hz, respectively. Our goal is to find that specific combi-
nation of the QAM mode and the number of MIMO layers, which
gives the best possible BER performance at a given fixed bit/s/Hz
bandwidth efficiency. In contrast to the eigen-beamforming scheme,
the total transmit power was uniformly distributed over the MIMO
layers used.

5.2. Iteratively detected MIMO systems

The attainable BER performance is characterized in Fig. 10 for the
half-rate, constraint-length K = 3 NSC code assuming an effective
user throughput of 4 bit/s/Hz and compared to that of the TTCM

I I

Q Q

0000 0101

0001 1100

0100 0000

0101 1001

0010 0110

0011 1111

0110 0011

0111 1010

1000 0010

1001 1011

1100 0111

1101 1110

1010 0001

1011 1000

1110 0100

1111 1101

Fig. 5. 16-QAM mapping schemes (left: Gray-coding, right: anti-
Gray coding)
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12 14 16 18 20 22 24
10−4

10−3

10−2

10−1

10 · lg(Es/N0) (in dB) →

bi
t-e
rr
or
ra
te

→

(4096, 0, 0, 0) QAM
(256, 16, 0, 0) QAM
(64, 64, 0, 0) QAM
(64, 16, 4, 0) QAM

Fig. 6. BER when using the MIMO configurations introduced in
Tab. 1 and transmitting 12 bit/s/Hz over uncorrelated non-frequency
selective channels

12 14 16 18 20 22 24
10−4

10−3

10−2

10−1

10 · lg(Es/N0) (in dB) →

bi
t-e
rr
or
ra
te

→

(64, 16, 4, 0) QAM
(64, 4, 4, 4) QAM
(16, 16, 16, 0) QAM
(16, 16, 4, 4) QAM

Fig. 7. BER when using the MIMO configurations introduced in
Tab. 1 and transmitting 12 bit/s/Hz over uncorrelated non-frequency
selective channels

scheme at a given fixed user throughput of 4 bit/s/Hz, when apply-
ing a subframe length of 100. Using the best QAM constellations,
the coded scenario is characterized employing the (16, 4, 4, 0) QAM
constellations of Tab. 1, as seen in Fig. 8.

5.3. TTCM

A TTCM scheme employing two memory-3 (8-states) constituent
codes and 4 iterations was used. The parity check polynomial in
octal notation is given by (11, 2, 4, 10, 0). When using imperfect
CSI, the subframe length was again set to 100. The mapper used is
Set-Partitioning based on 32-QAM. Since TTCM is a symbol-based
scheme, we cannot readily use iterative detection between the TTCM
decoder and the single-layer beamforming based soft demapper. As
we can see from Fig. 10, when employing imperfectly predicted CSI,
the symbol-based TTCM scheme suffers from a higher BER degra-
dation compared to the bit-based coded scheme.

12 14 16 18 20 22 24
10−8

10−6

10−4

10−2

10 · lg(Es/N0) (in dB) →

bi
t-e
rr
or
ra
te

→

(256, 0, 0, 0) QAM
(64, 4, 0, 0) QAM
(16, 4, 4, 0) QAM
(4, 4, 4, 4) QAM

Fig. 8. BER when using the MIMO configurations introduced in
Tab. 1 and transmitting 8 bit/s/Hz over uncorrelated non-frequency
selective channels

12 14 16 18 20
10−8

10−6

10−4

10−2

10 · lg(Es/N0) (in dB) →

bi
t-e
rr
or
ra
te

→

(64, 0, 0, 0) QAM
(16, 4, 0, 0) QAM
(4, 4, 4, 0) QAM

Fig. 9. BER when using the MIMO configurations introduced in
Tab. 1 and transmitting 6 bit/s/Hz over uncorrelated non-frequency
selective channels

6. CONCLUSION

The choice of the number of bits per symbol, the number of MIMO
layers, the bit-to-symbol and the bit-to-MIMO-layer mapping scheme
combined with the appropriate allocation of the transmit power and
error correcting codes substantially affects the performance. The
Es/N0 value required by each scheme at BER 10−4 was extracted
from Fig. 6–9 and the best systems are shown in bold font in Tab. 1.

The combination of turbo-codes with powerful bandwidth effi-
cient component codes allows the construction of efficient transmis-
sion schemes, whereby the bit-based exchange of the LLRs applied
in the BICM-ID system shows a superiority over the symbol-based
LLRs applied in the TTCM.
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10−3

10−2
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10 · lg(Es/N0) (in dB) →
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t-e
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or
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→

(16, 4, 4, 0) QAM, coded, ν = 3

(16, 4, 4, 0) QAM, coded, ν = 1

TTCM

Fig. 10. BER with perfect CSI (dotted line) and imperfect CSI (solid
line) assuming an effective user throughput of 4 bit/s/Hz, Anti-Gray
mapping and a normalized Doppler frequency of fd Ts = 10−3
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