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#### Abstract

In a system supporting numerous users the complexity of the optimal Maximum Likelihood Multi-User Detector (ML MUD) becomes excessive. Based on the superimposed constellations of $K$ users, the ML MUD outputs the specific multilevel $K$-user symbol that minimizes the Euclidean distance with respect to the faded and noise-contaminated received multi-level symbol. Explicitly, the Euclidean distance is considered as the Cost Function (CF). In a system supporting $K$ users employing $M$-ary modulation, the ML MUD uses $M^{K}$ CF evaluations (CFE) per time slot. In this contribution we propose an Early Stoppingaided Dürr-Høyer algorithm-based Quantum-assisted MUD (ESDHA QMUD) based on two techniques for achieving optimal ML detection at a low complexity. Our solution is also capable of flexibly adjusting the QMUD's performance and complexity trade-off, depending on the computing power available at the base station. We conclude by proposing a general design methodology for the ES-DHA QMUD in the context of both CDMA and SDMA systems.
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## I. Introduction

IN the uplink of a wireless Code Division Multiple Access (CDMA) communication system that supports multiple users, Multi-User Detection (MUD) [1] is essential. The optimal Maximum Likelihood (ML) MUD [1] of a system supporting $K$ users and employing $M$-ary modulation requires $M^{K}$ evaluations of a Cost Function (CF). When $M$ and $K$ are large, the vast number of CF evaluations (CFE) may become excessive. Apart from CDMA systems, the minimization of a CF is necessary for example in Spatial Division Multiple Access (SDMA) Multiple-Input Multiple-Output (MIMO) systems [2], in MIMO-aided Orthogonal Frequency-Division Multiplexing (OFDM) systems [3], [4] and in cooperative multi-cell systems, where the Base Stations (BS) of multiple cells are connected by optical fibre [5]. Furthermore, lowcomplexity optimization algorithms are also needed both in power-control and in resource allocation [6]-[8], as well as in finding the optimal routes in large-scale multi-hop networks [9]-[12]. As an application scenario, our proposed quantum-assisted detection methodology will be investigated

[^0]in the context of the uplink of MUD-aided Direct-Sequence (DS) CDMA and SDMA systems relying on multiple receive antennas.

Quantum computation exploits the postulates of quantum mechanics [13]-[15], enabling the realization of potentially non-intuitive processes that cannot be implemented in classic computers, as exemplified by quantum parallelism [13] and quantum entanglement [13]. An example of efficient quantumprocessing is constituted by Grover's Quantum Search Algorithm (QSA) [16], which performs a search in an unsorted database having $N$ elements by requiring as few as $O(\sqrt{N})$ database queries. By contrast, the classic full-search algorithm needs $O(N)$ database queries [16]. Based on a given value $\delta$, a search algorithm finds an $x$ so that $f(x)=\delta$. The index $x$ that satisfies $f(x)=\delta$ is termed as the solution. However, Grover's QSA succeeds only if a single solution exists in the database/function. Hence Boyer, Brassard, Høyer and Tapp (BBHT) proposed the BBHT QSA in [17] as a generalization of Grover's QSA that finds a solution using as few as $O(\sqrt{N})$ CFEs, even if multiple solutions exist and even if the a priori knowledge of the exact number of solutions is unavailable. As a further advance, Dürr and Høyer conceived a quantum algorithm termed as the Dürr-Høyer Algorithm (DHA) for finding the index of the specific solution in the search-space that minimizes a CF having $N$ different legitimate inputs using $O(\sqrt{N})$ CFEs at an almost $100 \%$ probability of success [18]. A Quantum Genetic Optimization Algorithm (QGOA) was proposed in [19], where the offsprings of each generation were chosen according to the output of a few iterations of the DHA invoked for creating more fit offsprings.

In lightly-loaded $(K<S F)$ and full-rank ( $K=S F$ ) CDMA systems relying on a spreading factor of SF, the conventional Matched Filter (MF) detector has an adequate performance. By contrast, in rank-deficient ( $K>S F$ ) systems, the MF detector fails to reliably estimate the transmitted $M^{K_{-}}$ level symbol. In fact, as the ratio $K / S F$ becomes higher, the MF output becomes equivalent to a random guess [1]. Other reduced-complexity MUDs, such as the Minimum MeanSquare Error (MMSE) MUD [20] and the Minimum BER (MBER) MUD [21], experience a similar behaviour. The ZeroForcing (ZF) detector and the MMSE detector of SDMA systems also perform sub-optimally, albeit their performance approaches that of the ML MUD, when the number of users $K$ becomes lower than the number of receive antennas $P$. Apart from the heuristic algorithms of [22]-[25], which are capable of achieving a near-optimal MUD performance [1], quantum-assisted MUDs (QMUD) may also be used in clas-


Fig. 1. (a) DS-CDMA and (b) SDMA uplink communication system's block diagram supporting $K$ users employing turbo encoding using two convolutional codes as well as non-iterative, hard-output QMUD at the BS.
sic CDMA and SDMA systems for optimal detection at a low complexity, especially in rank-deficient systems, where we have $K / S F>1$ and $K / P>1$, respectively. The inputs and outputs of a Quantum-assisted MUD belong to the Classic Domain (CD), while their internal processes take place in the Quantum Domain (QD). Imre and Balázs [26] conceived a hard-input hard-output QMUD associated with a complexity of $O(\sqrt{N})$ database queries, where $N$ is the search space's size. In our prior research we proposed a softinput soft-output (SISO) QMUD [27] having a complexity of $O(\sqrt{N})$, which is achieved by combining the DHA [18] and the Quantum Weighted Sum Algorithm (QWSA) proposed in [27]. Furthermore, the DHA was also employed in [27] for creating a non-iterative, hard-decision QMUD, which achieved a performance identical to that of the classic ML MUD at a complexity of $O(\sqrt{N})$ CFEs. Hence this solution may be viewed as the QD-equivalent of the ML MUD. The exact computational complexity of the QMUD proposed in [27] during each detection iteration may vary, making it unattractive in applications, where having a fixed complexity is essential.

Against this background, our novel contributions are:

1) We propose a fixed-complexity hard-input hard-output QMUD based on the novel Early-Stopping aided (ES) DHA, achieving an optimal performance at a fixed computational complexity, which is lower than that of
the DHA QMUD proposed in [27].
2) We conceive a flexible ES-DHA based QMUD design methodology capable of meeting a specific BER performance target within a certain complexity-constraint. Our QMUD is capable of supporting severely rank-deficient DS-CDMA and SDMA systems.
3) We demonstrate the impact of the initial MF output of the DS-CDMA arrangement and that of the ZF as well as MMSE detectors of the SDMA systems on the proposed DHA.
The rest of the paper is structured as follows. The communication systems considered are presented in Section II, while Section III introduces Grover's QSA, the BBHT QSA and the deterministically-initialized, ES-aided DHA. Our design methodology is presented in Section IV followed by the complexity and performance results in Section V. Finally, our conclusions are offered in Section VI.

## II. System Overview

## A. DS-CDMA system

The CDMA uplink considered supports $K$ users, as seen in Fig. 1a. The $k$ th user's, $k=0, \ldots, K-1$, information bit stream $\left\{b_{k}\right\}$ is encoded into the bit stream $\left\{c_{k}\right\}$, which is interleaved by the bit-based interleavers. The user-specific

DS-CDMA spreading sequences are used for spreading the interleaved bit sequences $\left\{u_{k}\right\}$, before modulating them onto $M$-ary symbols using Gray mapping. Furthermore, the modulated symbol stream $\left\{x_{k}\right\}$ is transmitted over an uncorrelated Rayleigh fading channel over $T$ time slots. We assume perfect estimation of the channel matrix $\mathbf{H}$ at the Base Station (BS). Moreover, the knowledge of the DS-CDMA codebook $\mathbf{C}=\left[\mathbf{c}_{0}, \ldots, \mathbf{c}_{K-1}\right]$ associated with $\mathbf{c}_{k}=\left[c_{k, 0}, \ldots, c_{k, S F-1}\right]^{T}$ and the Spreading Factor ( $S F$ ) is also assumed at the BS. Naturally, the thermal noise imposed at the BS's antenna is unknown.

The MF of the BS accepts as its inputs $K$ number of received signals during a specific chip period, leading to the MF output

$$
\begin{align*}
\mathbf{y} & =\mathbf{C}^{H} \mathbf{C H} \mathbf{x}+\mathbf{C}^{H} \mathbf{n} \\
& =\mathbf{R x}+\tilde{\mathbf{n}} \tag{1}
\end{align*}
$$

where $\mathbf{y}=\left[y_{0}, \ldots, y_{K-1}\right]^{T}$ contains each user's MF output, $\mathbf{x}=\left[x_{0}, \ldots, x_{K-1}\right]^{T}$ is the transmitted $M^{K}$-ary multi-level symbol, $\mathbf{n}=\left[n_{0}, \ldots, n_{S F-1}\right]^{T}$ includes the noise samples experienced during each chip period, while $\mathbf{R}=\mathbf{C}^{H} \mathbf{C H}$ and $\tilde{\mathbf{n}}=\mathbf{C}^{H} \mathbf{n}=\left[\tilde{n}_{0}, \ldots, \tilde{n}_{K-1}\right]^{T}$. In our DS-CDMA systems we will always assume a single receive antenna at the BS.

The Euclidean Distance (ED) between the received multilevel signal $\mathbf{y}$ and the legitimate, noise-free but faded, potentially received multi-level symbols $\mathbf{R x}$, associated with the $M^{K}$-ary symbols $\mathbf{x}$, is used for formulating the probability of receiving $\mathbf{y}$, given that $\mathbf{x}$ was transmitted, which results in our CDMA CF of:

$$
\begin{equation*}
f_{C D M A}(\mathbf{x})=\|\mathbf{y}-\mathbf{R} \mathbf{x}\|^{2} \tag{2}
\end{equation*}
$$

Both the classic ML MUD and the hard-output DHA-based QMUD of [27] find the specific symbol $\mathbf{x}_{\text {min }}$ that minimizes the CF in (2). The MUD-process is symbol-based. The $k$ th demodulated bit stream $\left\{\hat{u}_{k}\right\}$ is bit-deinterleaved and the resultant bit stream $\left\{\hat{c}_{k}\right\}$ is fed to the decoder. Finally, the output $\left\{\hat{b}_{k}\right\}$ of the turbo decoder is the estimate of the $k$ th user's information bits.

## B. SDMA system

The model of an SDMA system's uplink is presented in Figure 1b. Initially, the information bit stream $\left\{b_{k}\right\}, k \in$ $\{0,1, \ldots, K-1\}$, of each user is encoded into the bit stream $\left\{c_{k}\right\}$. After interleaving, the resultant bit stream $\left\{u_{k}\right\}$ of Fig. 1b is modulated onto the symbol stream $\left\{x_{l}\right\}$. The $K$ users transmit their respective symbol stream simultaneously, each using a single antenna. The users are also assumed to be physically separated, therefore the non-dispersive Rayleigh channels spanning from the different transmit antennas are assumed to be uncorrelated. At the BS, the signal received during a single time slot may be described as

$$
\begin{equation*}
\mathbf{r}=\mathbf{H} \mathbf{x}+\mathbf{n} \tag{3}
\end{equation*}
$$

where $\mathbf{r}=\left[r_{0}, r_{1}, \ldots, r_{P-1}\right]^{T}$ includes the signal received at each of the receive antennas, $\mathbf{H} \in \mathbb{C}^{P \times K}$ is the channel matrix containing the CSI of each channel, $\mathbf{x}=\left[x_{0}, x_{1}, \ldots, x_{K-1}\right]^{T}$ is the transmitted multi-level symbol vector and $\mathbf{n}=$
$\left[n_{0}, n_{1}, \ldots, n_{P-1}\right]^{T}$ contains the AWGN imposed at each of the $P$ antennas at the BS . The channel matrix $\mathbf{H}$ is assumed to be perfectly estimated at the BS. The CF of the SDMA system is:

$$
\begin{equation*}
f_{S D M A}(\mathbf{x})=\|\mathbf{r}-\mathbf{H} \mathbf{x}\|^{2} \tag{4}
\end{equation*}
$$

The QMUD of Figure 1b may receive as its input the signals of each receive antenna and an initial $M^{K}$-ary guess is formulated, which may even be random or may be provided by a low-complexity linear detector, such as the ZF or the MMSE detector. The estimation of the $M^{K}$-ary symbol is then performed by multiplying the received signal $\mathbf{r}$ by a complexvalued MUD weight matrix $W$ as in

$$
\begin{equation*}
\hat{\mathbf{x}}=\mathbf{W}^{H} \mathbf{r} \tag{5}
\end{equation*}
$$

For the ZF detector we use the pseudo-inverse of the channel matrix ${ }^{1}$ which is formulated as $\mathbf{W}^{H}=\mathbf{H}^{+}$, while the MMSE detector employs $\mathbf{W}^{H}=\left(\mathbf{H}^{H} \mathbf{H}+N_{0} \mathbf{I}\right)^{-1} \mathbf{H}^{H}$ for $K \leq P$ and $\mathbf{W}^{H}=\mathbf{H}^{H}\left(\mathbf{H} \mathbf{H}^{H}+N_{0} \mathbf{I}\right)^{-1}$ for $K>P$ [2].

## III. Quantum Algorithms

In quantum computation the smallest unit of information is the quantum bit or qubit [13]. A qubit $|q\rangle$ may be found in any superposition of the states $|0\rangle$ and $|1\rangle$, as in $|q\rangle=a|0\rangle+b|1\rangle$, with $|a|^{2}+|b|^{2}=1$, where $a, b \in \mathbb{C}$. In this paper ${ }^{2}$ we will only consider real values for $a$ and $b$. When a measurement takes place on the computational basis $\{|0\rangle,|1\rangle\}$, the observed qubit returns to either the $|0\rangle$ state with a probability of $|a|^{2}$ or the $|1\rangle$ state with probability $|b|^{2}$.

Two qubits may be found in the general quantum state $\left|q_{1}\right\rangle \otimes$ $\left|q_{2}\right\rangle=(x|0\rangle+y|1\rangle) \otimes(w|0\rangle+z|1\rangle)$, where $\otimes$ is the tensor product, $|x|^{2}+|y|^{2}=1$ and $|w|^{2}+|z|^{2}=1$. The same quantum system may be described as $a|00\rangle+b|01\rangle+c|10\rangle+d|11\rangle$, where $|a|^{2}+|b|^{2}+|c|^{2}+|d|^{2}=1, a=x \cdot w, b=x \cdot z, c=y \cdot w$ and $d=y \cdot z$. The value of $|a|^{2}+|b|^{2}=|x|^{2}$ represents the probability of the first qubit to be found in the $|0\rangle$ state after its observation. If the two qubits are superimposed in the quantum state $a|00\rangle+b|11\rangle$, then they are considered as entangled, since they cannot be described separately [13].

The state of a qubit evolves by applying a unitary operator $U$ [13]. The Hadamard gate $H$ [13] maps $|0\rangle$ to $|+\rangle=$ $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ and $|1\rangle$ to $|-\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$, creating in both cases an equiprobable superposition of the two states.

In our QMUD scenario, we have $N=M^{K}$ legitimate inputs to the CF. The potential solution index $x \in\left\{0, \ldots, M^{K}-1\right\}$ is the decimal representation of the $K$ users' $M$-bit symbols. For example, if we have $M=4$ as well as $K=2$ and Gray mapping is used, then $\mathbf{x}=[+1+j,-1+j]^{T}$ demodulates into [00|10], hence $x=2$.

## A. Grover's Quantum Search Algorithm

Grover's QSA [16], [27] prepares an equiprobable superposition of all the possible multi-level symbols by passing

[^1]$n=\log _{2} M^{K}$ qubits assuming the $|0\rangle$ state through Hadamard gates [13], resulting in
\[

$$
\begin{equation*}
|\gamma\rangle=\sum_{q=0}^{N-1} \frac{1}{\sqrt{N}}|q\rangle=\sum_{q=0}^{M^{K}-1} \frac{1}{\sqrt{M^{K}}}|q\rangle \tag{6}
\end{equation*}
$$

\]

The number of solutions $S$ in $f$ has to be known a priori in order for Grover's QSA to succeed. Grover's QSA proposed in [16] was conceived for $S=1$, but this constraint was relaxed to $S \geq 1$ in [17]. The Grover operator may be described as $\mathcal{G}=H P_{0} H \cdot O$, where $H$ is the Hadamard gate [13], $P_{0}$ is a rotation gate [16] which maps $|x\rangle \rightarrow-|x\rangle$ if and only if $|x\rangle \neq|0\rangle$, and $O$ is the so-called Oracle [16], [27]. The Oracle uses an auxiliary qubit in the $|-\rangle$ state and maps $|q\rangle$ to $-|q\rangle$ if $f(q)=\delta$ and keeps $|q\rangle$ unaltered, if $f(q) \neq \delta$. The Oracle marks the solutions by evaluating $f$ in parallel. Since the computational complexity of the Oracle's operation will depend on the technology available, we will proceed by assuming that it is equivalent to 1 CFE [16], [17]. The Grover operator $\mathcal{G}$ is applied to $|\gamma\rangle$

$$
\begin{equation*}
L_{o p t}=\lfloor\pi / 4 \sqrt{N / S}\rfloor \tag{7}
\end{equation*}
$$

number of times [16]. When the resultant state $\mathcal{G}^{L_{o p t}}|\gamma\rangle$ is observed in the $\{|0\rangle,|1\rangle\}^{\otimes n}$ basis, the probability of obtaining a solution is

$$
\begin{equation*}
P_{\text {success }}=\sin ^{2}\left[\left(2 L_{o p t}+1\right) \theta\right] \tag{8}
\end{equation*}
$$

where we have [16]

$$
\begin{equation*}
\theta=\arcsin \sqrt{S / N} \tag{9}
\end{equation*}
$$

## B. BBHT Quantum Search Algorithm

The BBHT QSA [17] does not require a priori knowledge of the number of solutions $S$ in the database. It succeeds by applying $\mathcal{G}$ a pseudo-random number of times at the initial state $|\gamma\rangle$ in (6), observing the resultant state and repeating the application of $\mathcal{G}$ until a legitimate solution is obtained after the observation. If we have $S \neq 0$, the BBHT QSA associated with $\lambda=6 / 5$ manages to find a solution after $L_{B B H T}^{Q D, \max }=$ $4.5 \sqrt{N / S}$ Grover iterations in the worst-case scenario [17], otherwise it is concluded that $S=0$. The BBHT QSA is formally stated in Algorithm 1 [17], [27].

The variable $L_{B B H T}^{Q D}$ corresponds to the number of Grover iterations, or, equivalently, CFEs performed in the QD by the Oracle, where the CF was formulated in (2) and (4) for DS-CDMA and SDMA systems, respectively. By contrast, $L_{B B H T}^{C D}$ keeps track of the number of CFEs performed in the CD in (2) and (4). At the current state-of-the-art in QD implementations it is impractical to compose the complexity of a CFE in the QD and CD. Hence we simply use the number of CF evaluations for quantifying the complexity. As and when necessary, we will take into account the total number of CFEs in both domains as $L_{B B H T}=L_{B B H T}^{C D}+L_{B B H T}^{Q D}$ for the sake of providing comparisons with the family of classic MUDs. The number of CFEs in the CD during a single iteration of the BBHT QSA is equal to one, and it is performed in Step 5 of Algorithm 1.

Algorithm 1: BBHT Quantum Search Algorithm
Set $m \leftarrow 1, \lambda \leftarrow 6 / 5$ and $L_{B B H T}^{Q D} \leftarrow 0, L_{B B H T}^{C D} \leftarrow 0$.
Choose $L$ uniformly from the set $\{0, \ldots,\lfloor m\rfloor\}$.
Apply the $\mathcal{G}$ operator $L$ times starting from the initial state
$|x\rangle$ in (6), resulting in the final state $\left|x_{f}\right\rangle=\mathcal{G}^{L}|x\rangle$.
Observe $\left|x_{f}\right\rangle$ in the QD and obtain $|j\rangle$.
Compute $f(j)$ in the CD.
Update $L_{B B H T}^{C D} \leftarrow L_{B B H T}^{C D}+1$ and $L_{B B H T}^{Q D} \leftarrow L_{B B H T}^{Q D}+L$.
if $f(j)=\delta$ or $L_{B B H T}^{Q D} \geq L_{B B H T}^{Q D, \max }$ then Set $x_{s} \leftarrow j$, output $x_{s}, L_{B B H T}^{C D}, L_{B B H T}^{Q D}$ and exit.
else
Set $m \leftarrow \min \{\lambda m, \sqrt{N}\}$ and go to Step 2.
end if

The value of $\lambda=6 / 5$ in Step 1 of Algorithm 1 is not the only value $\lambda$ may assume for ensuring that the BBHT succeeds. It should be noted that $\lambda$ should be greater than 1 , since if $\lambda<1$, then $m$ in Step 10 of Algorithm 1 would eventually be almost zero, resulting in applying no Grover iterations. At the same time, $\lambda$ should be smaller than $4 / 3$ for ensuring that the BBHT succeeds with a probability of $\sim 100 \%$ after $L_{B B H T}^{Q D, \max }=O(\sqrt{N / S})$ CFEs in the QD [17]. This is true even in the worst-case scenario, where the maximum allowed value of $L=\lfloor m\rfloor=\left\lfloor\lambda^{u+\left\lceil\log _{\lambda} m_{c}\right\rceil}\right\rfloor$ is chosen during the $\left(u+\left\lceil\log _{\lambda} m_{c}\right\rceil\right)$ th BBHT iteration associated with $u \geq 0$.

For $1<\lambda<4 / 3$, the BBHT will find a solution, if it does exist, and this is accomplished in the worst-case scenario at the cost of fewer CFEs in the QD than [17]

$$
\begin{equation*}
L_{B B H T}^{Q D, \max }=\left(\frac{\lambda}{\lambda-1}+\frac{\lambda}{4-3 \lambda}\right) \cdot \frac{1}{2} \sqrt{\frac{N}{S}} \tag{10}
\end{equation*}
$$

Let us continue by using $\lambda=6 / 5$ in Algorithm 1, for the reason that this value of $\lambda$ minimizes the $L_{B B H T}^{Q D, \max }$ in (10) and it corresponds to the minimum value of $L_{B B H T}^{Q D, \max }=4.5 \sqrt{N / S}$.

## C. Dürr-Høyer Algorithm

Without assuming any a priori knowledge about the output values of the CFEs, the DHA [18], [27] succeeds in finding the specific $M^{K}$-ary symbol $x_{\text {min }}$ that minimizes the CF of (2) and (4) for DS-CDMA and SDMA systems, respectively, with $\sim 100 \%$ probability. The DHA is described in Algorithm 2 [27] with the differences that in Step 1 we have $L_{\text {stop }}=22.5 \sqrt{N}$ and $i$ is randomly initialized from the set $\{0, \ldots, N-1\}$. It requires $22.5 \sqrt{N}$ and $4.5 \sqrt{N}$ Grover iterations in the worstcase and best-case scenarios, respectively [18]. The BBHT QSA is exploited by the DHA, albeit with the difference that the Oracle marks as solutions those particular states $|x\rangle$ that satisfy $f(x)<\delta$. When $x_{s}=x_{\min }$ naturally occurs in Step 2 of Algorithm 2, the DHA will not realize this in Step 4, therefore it would move to Step 7, ultimately leading to $4.5 \sqrt{N}$ unnecessary CFEs in the following Step 2, since $x_{\text {min }}$ has already been found.

## D. Deterministically-initialized, Early-Stopping DHA

The proposed ES DHA is summarized in Algorithm 2. The differences with respect to the original DHA are two-fold.

Firstly, in a DS-CDMA system the MF output $x_{M F}$ is used as the initial input $i$ in Step 1 of Algorithm 2 instead of $i$ being randomly chosen from the set $\{0, \ldots, N-1\}$ with a probability of $1 / N$ as in the DHA. Similarly, in an SDMA system, the outputs of the ZF or the MMSE detectors might be used as initial inputs to the DHA. Secondly, a specific stopping condition is used in Step 4, which has to satisfy $L_{D H A} \geq L_{\text {stop }}$, where $L_{D H A}$ is the total number of CFEs performed both in the CD according to (2) and (4) and in the QD according to the number of Oracle calls which evaluates the CF of (2) or (4) up to this point, while $L_{\text {stop }}$ is the userdefined maximum number of iterations, instead of naturally stopping when $x_{\text {min }}$ was found, whilst observing the upper limit of $L_{D H A}^{Q D, \max }=22.5 \sqrt{N}$ Grover iterations.

The CF evaluations in Step 4 of Algorithm 2 have already been realized in the BBHT QSA in the CD, therefore they do not contribute to the complexity. However, when Step 2 is visited for the first time, the CF value of the initial guess is required. Since the number of CF evaluations performed by the BBHT QSA in the CD depends on the behaviour of the CFEs in the QD, we are only able to theoretically calculate the minimum number of CFEs performed in the CD, which corresponds to $L_{D H A}^{Q D}=4.5 \sqrt{N}$ CFEs performed in the QD. The specific scenario, which gives the lowest number of CFEs in the CD assumes that the initial input $i$ is equal to the solution $x_{\text {min }}$. Hence, the BBHT QSA employed by the DHA will carry out at least $L_{D H A}^{Q D}=4.5 \sqrt{N}$ Oracle operations, where $4.5 \sqrt{N}$ is the minimum number of CFEs required in the QD for the DHA. According to Step 2 of Algorithm 1, the number of Grover iterations $L$ is uniformly chosen from the set $\{0, \ldots,\lfloor m\rfloor\}$ at the beginning of each BBHT iteration, where $m$ is updated according to $m \leftarrow \min \{\lambda m, \sqrt{N}\}$ and it is initialized to $m=1$. Since $i=x_{\min }$, there are no solutions, hence naturally no solutions will be found. Therefore the sooner we reach $L_{B B H T}^{Q D}=L_{B B H T}^{Q D, \max }=4.5 \sqrt{N}$, the fewer CFEs have to be performed in the CD after each "guess" of the BBHT QSA in Steps 4 and 5 of Algorithm 1. The specific scenario that requires the minimum number of CFEs in the CD is the one, where $L$ is chosen to be $\lfloor m\rfloor$ during each BBHT iteration. Therefore, the minimum number of CFEs in the CD $L_{D H A}^{C D}{ }^{\text {min }}$ for the DHA is

$$
\begin{align*}
& L_{D H A}^{C D}, \min =\min \left\{L_{D H A}^{C D}\right\}+1  \tag{11}\\
& \text { s.t. }\left[\sum_{j=0}^{L_{D H A}^{C D}-1} \min \left(\left\lfloor\lambda^{j}\right\rfloor, \sqrt{N}\right)\right] \geq 4.5 \sqrt{N} .
\end{align*}
$$

The scenario that includes the total of the minimum number of CFEs in both the CD and the QD is the one, where $L_{D H A}^{C D}$, min iterations of the BBHT are performed and the total number of Grover iterations applied in these BBHT iterations is equal to $L_{B B H T}^{Q D, \max }=4.5 \sqrt{N}$. One more CFE is added in (11) for evaluating the CF for the initial input of the DHA. For example, in a system where $N=4$ and $\lambda=6 / 5$, the minimum number of CFEs in the CD relying on (2) and (4) in the DHA is performed, when $x_{\min }$ is our initial guess and also when $L_{D H A}^{C D}$, min $=8$ according to (11). The minimum of the total number of CFEs is equal to 17 and this is achieved, when at

Algorithm 2: Deterministically-initialized, ES-aided DHA
1: Set the maximum allowed number of total CFEs $L_{\text {stop }}$. Furthermore, set $i \leftarrow x_{I}$ and $L_{D H A} \leftarrow 0, L_{D H A}^{C D} \leftarrow 0$, $L_{D H A}^{Q D} \leftarrow 0$.
2: The BBHT QSA is employed with $\delta \leftarrow f(i)$, an Oracle that marks as solutions the states $|x\rangle$ that obey $f(x)<\delta$ and $L_{B B H T}^{\max } \leftarrow \min \left\{4.5 \sqrt{N}, L_{\text {stop }}-L_{D H A}\right\}$, where $L_{B B H T}^{\max }$ refers to the total allowed number of CFEs in both the CD and the QD. Obtain $x_{s}, L_{B B H T}^{C D}$ and $L_{B B H T}^{Q D}$ from the BBHT QSA.
$L_{D H A}^{C D} \leftarrow L_{D H A}^{C D}+L_{B B H T}^{C D}, L_{D H}^{Q D} L_{D}^{D} \leftarrow L_{D H A}^{Q D}+L_{B B H T}^{Q D}$ and $L_{D H A} \leftarrow L_{D H A}+L_{D H A}^{C D}+L_{D H A}^{Q D}$.
if $f\left(x_{s}\right) \geq f(i)$ or $L_{D H A} \geq L_{\text {stop }}$, then
Set $x_{\text {min }} \leftarrow i$, output $x_{\text {min }}$ and exit.
else
Set $i \leftarrow x_{s}$ and go to Step 2.
end if
the same time we had $L_{D H A}^{Q D}=L_{B B H T}^{Q D, \max }=4.5 \sqrt{N}=9$ Oracle operations. This may occur, if $L$ is chosen to be equal to 1 during the first 5 BBHT iterations, and then equal to 2 for the last two BBHT iterations, among other legitimate combinations. In general, the lower bound of the number of CFEs in the DHA is

$$
\begin{align*}
L_{D H A}^{\min } & =L_{D H A}^{Q D, \min }+L_{D H A}^{C D, \min } \\
& =L_{B B H T}^{Q D, \max }+L_{D H A}^{C D, \min } \tag{12}
\end{align*}
$$

where $L_{B B H T}^{Q D, \max }=4.5 \sqrt{N}$ and $L_{D H A}^{C D, ~ m i n ~}$ is given in (11).
The $L_{D H A}^{\min }$ CFEs based on (12) are required by the DHA for realizing that the solution has already been found [18], [27] and hence these CFEs may be considered redundant. A specific stopping condition of $L_{\text {stop }}^{\prime} \geq L_{D H A}^{\min }$ may be defined based on the histogram acquired experimentally for approximating the Cumulative Density Function (CDF) of the number of CFEs required for achieving a certain probability of success in the DHA. For example, $L_{\text {stop }}^{\prime}$ may be set to the total number of CFEs required in both the CD and the QD for the DHA to succeed in finding $x_{\text {min }}$ with a $60 \%$ probability. In this scenario, if we only allow $L_{\text {stop }}=L_{\text {stop }}^{\prime}-L_{D H A}^{\min }$ CFEs instead of $L_{\text {stop }}^{\prime}$, we should still expect a $60 \%$ probability of success, since the last $L_{D H A}^{\min }$ CFEs were only employed for allowing the DHA to realize that the solution has already been found. Based on the proposed techniques which will be analysed in the following, at least $L_{D H A}^{\min }=L_{D H A}^{Q D, \text { min }}+$ $L_{D H A}^{C D, \text { min }}=4.5 \sqrt{N}+L_{D H A}^{C D,}{ }^{\text {min }}$ CFEs may be avoided, which substantially reduces the computational complexity in largescale systems.

## IV. Design Methodology

In this section we present the design methodology of our proposed ES-aided DHA QMUD by employing it in both fullrank and in challenging rank-deficient DS-CDMA and SDMA systems, both having the same user load. In this context it is of paramount importance that conventional MUDs tend to exhibit a high residual BER in rank-deficient scenarios, even though these often occur in practice, unless the upper layers simply block or drop users requesting access in scenarios of $K>S F$

TABLE I
Number of CFEs of the systems in Fig. 2 at the $E_{b} / N_{0}$ values PER RECEIVE ANTENNA CORRESPONDING TO A BER OF $\sim 10^{-5}$

|  | ML | DHA QMUD | DS-CDMA | SDMA |
| :---: | :---: | :---: | :---: | :---: |
| $K=14$ | 16384 | $S F=P=7$ | 10 dB | 6.65 dB |
|  |  | Minimum | 604 | 604 |
|  |  | Average | 967.26 | 914.72 |
|  |  | Maximum | 2238 | 2181 |
| $K=15$ | 32768 | $S F=P=15$ | 8 dB | 4.96 dB |
|  |  | Minimum | 844 | 844 |
|  |  | Average | 1016.1 | 1286.6 |
|  |  | Maximum | 2352 | 2763 |

and $K>P$. Quantitatively, our full-rank DS-CDMA system supports $K=15$ users in conjunction with Gold codes having $S F=15$ chips, while the SDMA system supports $K=15$ users with the aid of $P=15$ receive antennas at the BS, resulting in a user load of $K / S F=K / P=1$. By contrast, our rank-deficient DS-CDMA system supports $K=14$ users employing m-sequences having $S F=7$ chips, while $K=14$ users are supported in the SDMA system using $P=7$ receive antennas installed at the BS. Hence the normalized user load in the rank-deficient systems is $K / S F=K / P=2$. In all four systems BPSK symbols associated with $M=2$ were transmitted and Turbo Convolutional Codes (TCC) having a rate of $R=1 / 2,8$ trellis states and 4 inner decoding iterations were used. The bit-based interleavers have a length of 40000 bits and 42000 bits in the full-rank and the rank-deficient systems, respectively. The specific $E_{b} / N_{0}$ values we will refer to are the $E_{b} / N_{0}$ values per receive antenna.

The BER performance of the $[K=15, S F=15]$, [ $K=15, P=15],[K=14, S F=7]$ and $[K=14, P=7]$ systems relying on the CD ML MUD and on the optimal DHA QMUD is presented in Fig. 2. The BER of the optimal DHA QMUD is equivalent to that of the ML MUD, but this is achieved at fewer CFEs, as seen in Table I. The DHA QMUD is deterministically-initialized, where the MF output was used as the initial input of the DHA in the DS-CDMA systems, while the ZF and MMSE detectors' outputs were used in the SDMA system for the rank-deficient and the full-rank scenarios, respectively. The full-rank $[K=15, \quad S F=15]$ system performs by 1.87 dB better than the rank-deficient [ $K=14, S F=7]$ system. This was indeed expected, since the Multi-User Interference (MUI) in the former system is lower owing to its lower normalized user-load of $K / S F=1$, instead of $K / S F=2$. A similar conclusion may be drawn for the full-rank and rank-deficient SDMA systems. As seen in Fig. 2, the full-rank SDMA system requires approximately 3.04 dB lower bit-energy per receive antenna than the full-rank DS-CDMA system supporting $K=15$ users for achieving a BER of $10^{-5}$. Please note again that the [ $K=14, S F=7]$ and the $[K=14, P=7]$ scenarios are highly rank-deficient, hence conventional MMSE-style MUDs would result in a high residual BER.
In our proposed MUD application, the $M^{K}$-ary symbol


Fig. 2. BER performance with respect to the $E_{b} / N_{0}$ per receive antenna of DS-CDMA and SDMA systems supporting $K$ users with $S F$ chips in the spreading codes of the DS-CDMA systems and $P$ receive antennas in the SDMA systems, employing BPSK modulation. The DHA is employed for performing optimal MUD. The bit-based interleavers' length is equal to 40000 and 42000 bits in the full-rank and the rank-deficient systems, respectively.
$x_{M F}$ at the MF output of the DS-CDMA systems will be the initial value of $i=x_{M F}$ in Step 1 of the ES-DHA, since the MF output has on average a lower Euclidean distance from the optimal $M^{K}$-ary symbol $x_{\text {min }}$ than a randomly chosen one, hence requiring fewer iterations for both the DHA and therefore also for the BBHT QSA to reach $x_{\min }$. The dependence of the DHA's complexity on the initial value $i$ chosen at its first step is illustrated in Fig. 3a, 3b, 3g, 3h, where both the simulation-based experimental histogram approximating the Probability Density Function (PDF) and the corresponding Cumulative Density Function (CDF) of the DHA's total CFEs are presented for the systems investigated. Moreover, the PDF and CDF curves of the CFEs performed in the QD and CD are also given for the rank-deficient systems in Fig. 3c, 3d, 3e, 3f. The randomly-initialized DHA QMUD has a similar PDF and CDF for the DS-CDMA and SDMA systems for the same search space size, verifying that the randomly-initialized DHA's complexity depends solely on the number of users and on the number of bits/symbol used, but not on the operating $E_{b} / N_{0}$ value or on the multiple access scheme used, in terms of the $S F$ value, or the number of receive antennas $P$ employed. The CDF curves of the randomly-initialized DHA provide the upper limit for the complexity of the QMUD, since in the worst-case scenario the conventional detectors will output random symbols. The complexity reduction achieved by the deterministically-initialized DHA with respect to the complexity of the randomly-initialized DHA varies as a function of the $S F, E_{b} / N_{0}$, the number of receive antennas $P$, as well as the channel, but it is almost always non-negligible, as illustrated in Fig. 3, except when the conditions are so severe that essentially turn the conventional detector into a random symbol generator. Moreover, the PDF of the total number of CFEs performed in both the CD and QD in the DHA is the convolution of the number of CFEs performed in the CD


Fig. 3. Simulated PDF and CDF of the total number of CFEs in the DHA employed in the (a) $[K=14, S F=7]$ DS-CDMA system, (b) [ $K=14, P=7$ ] SDMA system. The corresponding PDF and CDF curves of the number of CFEs performed in the quantum domain are presented in (c) and (d) for the $[K=14, S F=7]$ DS-CDMA system and the $[K=14, P=7]$ SDMA system, respectively, while the PDF and CDF curves of the number of CFEs performed in the classic domain are illustrated in (e) and (f) for the two systems, respectively. The PDF and CDF curves of the total number of CFEs in the DHA employed in the $[K=15, S F=15]$ DS-CDMA system and the $[K=15, P=15]$ SDMA system are depicted in (g) and (h), respectively. The chosen $E_{b} / N_{0}$ per receive antenna values correspond to a BER of $\sim 10^{-5}$.
and the number of Grover iterations, as it may be seen in Fig. 3b, 3d and 3f for the rank-deficient SDMA system.

Again, the last $L_{D H A}^{Q D, \min }=4.5 \sqrt{M^{K}}$ Grover operations in the DHA are purely required by the DHA in order to realize that $x_{\text {min }}$ has already been found, rather than to actually find it. Hence, if we have $i=x_{\min }$, then only $L_{D H A}^{\min }$ CFEs of (12) will be performed, representing the lower limit in the DHA and explaining the reason that the probability of finding $x_{\text {min }}$ with less than $L_{D H A}^{\min }=604$ CFEs in the simulated PDF curves seen in Fig. 3a, 3b is equal to zero. The same applies for the fullrank systems of Fig. 3 g and 3 h , where $L_{D H A}^{\min }=844$ CFEs are required according to (12). Since $x_{M F}=x_{\text {min }}$ is a common occurrence in full-rank DS-CDMA systems [1], such as the fully-loaded system of Fig. 3g associated with $K / S F=1$, we observe a peak in its PDF at $L_{D H A}=L_{D H A}^{\min }$ CFEs for $i=x_{M F}$. On the other hand, for the rank-deficient systems, such as the ones characterized in Fig. 3a and Fig. 3b, where we have $K / S F>1$ and $K / P>1$, respectively, we may observe that the MF, ZF and MMSE outputs are closer to a random guess of the transmitted $M^{K}$-ary symbol.

The CDF curves seen in Fig. 3 are also shifted towards the lower CFE limit of the DHA, when we have deterministicallyinitialized $i$, indicating the complexity reduction achieved.

Observe that in the full-rank scenario of Fig. 3g, the shift of the MF-initialized system's CDF is more substantial than that of the MF-initialized rank-deficient DS-CDMA scenario. The specific $E_{b} / N_{0}$ per receive antenna value, where each system was investigated in Fig. 3 corresponds to a BER of $\sim 10^{-5}$, since practical systems are desired to operate in that region. It is expected that the PDF and CDF curves will be further shifted towards fewer CFEs, when the $E_{b} / N_{0}$ is increased, since the event of $i=x_{M F}=x_{\text {min }}$ in the DS-CDMA and $i=x_{M M S E}=x_{\min }$ in the SDMA systems will become more frequent even in rank-deficient systems. The CDF curves recorded for the $[K=15, S F=15]$ and $[K=15, P=15]$ systems in Fig. 4 verify our expectations. According to the CDF curves seen in Fig. 4, given at the same bit power per receive antenna of 10 dB , namely when an SDMA and a DS-CDMA system supporting the same number of users and employing the same modulation scheme operate at the same power level, the deterministically-initialized DHA used in the DS-CDMA system would require fewer CFEs to find $x_{\min }$. For example, for the sake of achieving $75 \%$ detection success probability, when the DS-CDMA and the SDMA systems support $K=15$ users associated with $S F=15$ chips and $P=15$ receive antennas, respectively, at an $E_{b} / N_{0}$ per receive antenna value


Fig. 4. Simulated CDF curves of the number of CFEs in the DHA employed in the (a) $[K=15, S F=15]$ and (b) $[K=15, P=15]$ systems using BPSK modulation for various values of $E_{b} / N_{0}$ per receive antenna.
of 10 dB , the DHA requires 1047 CFEs in the DS-CDMA systems and 1347 CFEs in the SDMA system according to Fig. 4 a and 4 b , respectively.

The CDF shift seen in Fig. 4a is small, when operating in the desired power region of the $[K=14, S F=7]$ system, where the BER is sufficiently low. Similarly, the CDF shift seen in Fig. 4b is also low - approximately 10 CFEs per 0.6 dB power increase. Based on the gradually-shifting nature of the CDFs with respect to power, we can benefit from an early stopping of the DHA. For example, if we stop the MMSE-initialized DHA of the $[K=15, P=15]$ system after $L_{\text {stop }}=1473$ CFEs, we will expect the DHA to find $x_{\min }$ in $75 \%$ of the instances for $E_{b} / N_{0}=4.96 \mathrm{~dB}$ according to the CDF of Fig. 4b. Furthermore, we may eliminate the redundant $L_{D H A}^{\min }$ number of CFEs without any degradation of the BER performance. The maximum number of CFEs required for achieving a specific probability of success may be visually presented as in Fig. 5, where the CDF point corresponding to $L_{D H A}^{\min }$ CFEs in Fig. 3 is mapped to 0 CFEs in Fig. 5 and the rest of the points are mapped accordingly. Hence, if say $75 \%$ of detection success is desired at an $E_{b} / N_{0}$ per receive antenna of 4.96 dB in the system of Fig. 4 b , this may be achieved by employing the ES-DHA at the expense of $L_{D H A}^{75 \%, 10 \mathrm{~dB}}-L_{D H A}^{\min }=1473-844=629$ CFEs, as illustrated in Fig. 5. If the different CDF curves associated with each operating $E_{b} / N_{0}$ value are available, the probability of achieving the target BER may be estimated. In our simulations we will only rely on the CDFs of the systems evaluated at the power levels corresponding to a BER of $\sim 10^{-5}$, which are presented in Fig. 3. Again, the SDMA systems operate at a lower power level than the DS-CDMA systems supporting the same user-load ratios.

The design procedure of the proposed ES-DHA QMUD may commence by generating the CDF curves of the randomlyinitialized DHA, which do not depend on the channel, on the number of receive antennas, the value of SF , or the $E_{b} / N_{0}$ value, but only on the number of users $K$ and on the specific choice of the $M$-ary modulation employed, which determine the size $M^{K}$ of the search problem. Therefore, the CDF curve


Fig. 5. Simulated CDF curves of the number of CFEs in the DHA employed in the $[K=14, S F=7],[K=14, P=7], \quad[K=15, S F=15]$ and $[K=15, P=15]$ systems employing BPSK modulation for $E_{b} / N_{0}$ per receive antenna equal to $10 \mathrm{~dB}, 6.65 \mathrm{~dB}, 8 \mathrm{~dB}$ and 4.96 dB , respectively, where $L_{D H A}^{\min }=604$ CFEs and 844 CFEs have been subtracted from the systems supporting $K=14$ and $K=15$ users, respectively.
obtained by employing the randomly-initialized DHA for finding the index of the minimum entry in a database having $M^{K}$ randomly generated entries is the same as if the CDF curve of the randomly-initialized DHA was generated based on the channel probabilities of the communication system. Moreover, the complexity of determining the CDFs of the randomly-initialized DHA when invoked for a database having randomly generated entries is much lower, since there is no need for employing $K$ encoding and decoding procedures, as well as $K$ bit stream generations, symbol mapping and transmissions over fading channels. The CDF of the randomlyinitialized DHA provides an upper limit for the complexity of the QMUD.

The design methodology is straightforward, since the ESDHA QMUD may be flexibly set to the required number of CFEs. When approaching the optimal ML performance is the ultimate target, the design may commence by deciding upon the power levels the system's power control will have to operate at. Subsequently, the CDF curve of the deterministicallyinitialized DHA should be determined by off-line simulations at a power close to the chosen one. By observing the CDF curve generated after subtracting the number of CFEs $L_{D H A}^{\mathrm{min}}$ required by the DHA for realizing that the solution has already been found in (12), the maximum number of CFEs $L_{\text {stop }}$ corresponding to the desired point of the CDF may be extracted. Employing the ES-DHA QMUD and stopping it after the predetermined number of $L_{\text {stop }}$ CFEs statisticallyspeaking guarantees the required performance at a low and fixed complexity even in highly rank-deficient systems, when powerful turbo codes are used for correcting the majority of the remaining detection errors.

The design methodology would depend on the maximum tolerable complexity quantified in terms of the maximum number of CFEs. By examining the pre-stored CDF of the randomly-initialized DHA, the expected probability of success may be found. If the probability of success is unsatisfactory, we may employ deterministically-initialized DHA. Consulting a pre-stored CDF curve for a specific operational $E_{b} / N_{0}$ value will lead us to conclusions regarding the probability of success, which will be higher than that of the randomly-initialized DHA. If the updated probability of success remains unsatisfactory, we may increase the power level. If the probability of success exceeds the design specifications, we may either choose to operate at a lower power, or reduce the complexity


Fig. 6. BER performance with respect to the $E_{b} / N_{0}$ per receive antenna of the rank-deficient DS-CDMA system supporting $K=14$ users with $S F=7$ chips and SDMA system supporting $K=14$ users with $P=7$ receive antennas, with the stopping points of the ES-aided DHA QMUD having been chosen based on the fractions of the corresponding CDFs of Fig. 3 and they are given in Table II. The $[K=14, P=7]$ system employs ZF-initialized ES-DHA QMUD while the MF-initialized ES-DHA QMUD is applied in the rank-deficient DS-CDMA system. Both systems employ TCC with rate $R=1 / 2$, relying on 8 trellis states, 4 inner decoding iterations and the bitbased interleavers have a length of 42000 bits.
invested, in order to "just" satisfy our desired probability of success.

## V. Performance Versus Complexity

Based on the previous observations and the CDF curves of Fig. 5, in Table II we have gathered the maximum number of CFEs required by each investigated system for achieving a certain probability of success in finding $x_{\text {min }}$ using the proposed deterministically-initialized ES-DHA. In Fig. 6 and Fig. 7 we considered the BER performance of both the rankdeficient and full-rank systems, respectively, where the ESDHA was stopped after $L_{\text {stop }}$ iterations appropriately chosen from Table II. More precisely, according to Table II, for the $[K=15, S F=15]$ system we may infer that $99 \%$ of the instances require less than $L_{D H A}^{99 \%}, 8 \mathrm{~dB}=827$ CFEs. Hence we expect the performance associated with $L_{\text {stop }}=827 \mathrm{CFEs}$

TABLE II
Number of CFEs of the systems in Fig. 6 and Fig. 7 REQUired for ACHIEVING A SPECIFIC SUCCESS PROBABILITY IN THE DHA.

| \%}{} | $K=14$ <br> $S F=7$ <br> $@ 10 \mathrm{~dB}$ | $K=15$ <br> $S F=15$ <br> $@ 8 \mathrm{~dB}$ | $K=14$ <br> $P=7$ <br> $@ 6.65 \mathrm{~dB}$ | $K=15$ <br> $@=15$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 881 | 827 | 854 | 1200 |
|  | 628 | 461 | 590 | 832 |
| $80 \%$ | 527 | 310 | 484 | 685 |
| $70 \%$ | 456 | 175 | 410 | 175 |
| $60 \%$ | 397 | 122 | 348 | 496 |
| $50 \%$ | 345 | 93 | 292 | 418 |



Fig. 7. BER performance with respect to the $E_{b} / N_{0}$ per receive antenna of the full-rank DS-CDMA system supporting $K=15$ users with $S F=15$ chips and SDMA system supporting $K=15$ users with $P=15$ receive antennas, with the stopping points of the ES-aided DHA QMUD having been chosen based on the fractions of the corresponding CDFs of Fig. 3 and they are given in Table II. The $[K=15, P=15]$ system employs MMSE-initialized ESDHA QMUD while the MF-initialized ES-DHA QMUD is applied in the fullrank DS-CDMA system. Both systems employ TCC with rate $R=1 / 2$, relying on 8 trellis states, 4 inner decoding iterations and the bit-based interleavers have a length of 40000 bits.
to be the same as that of the optimal DHA QMUD, where we have $L_{\text {stop }}=22.5 \sqrt{M^{K}}=4072$ Grover iterations and the maximum number of CFEs required for the detection of an $M^{K}$-ary symbol in our simulations was 2352 CFEs. Therefore, by using the proposed ES-aided DHA we match the performance of the ML MUD, as seen in Fig. 7, while eliminating the randomly appearing high peaks in its searchcomplexity. In fact, in the $[K=15, S F=15]$ system we achieve the optimal ML performance at a complexity below the lower limit of the optimal DHA. The optimal ML performance is also achieved in the rank-deficient systems of Fig. 6, provided that their specific numbers of CFEs associated with $99 \%$ detection success probability are used from Table II.

Following the same methodology, in Fig. 6 and 7 we have also evaluated the BER performance of both the fully-loaded and of the rank-deficient DS-CDMA and SDMA systems, respectively, while imposing specific complexity limits on the DHA. The ES-DHA QMUD was MMSE-initialized in the full-rank SDMA system of Fig. 7, since this was found to provide a better initial estimate according to Fig. 3h, while the ES-DHA QMUD of the rank-deficient SDMA system of Fig. 6 was ZF-initialized. Both DS-CDMA systems employ MF-initialized ES-DHA QMUDs. As expected, the achievable performance degrades, when the DHA is stopped earlier than it naturally would, because in some of the cases only a suboptimal solution will have been found. Comparing Fig. 6 to Fig. 7, the degradation experienced is higher for the rank-deficient systems. Furthermore, the DS-CDMA systems experience a lower degradation, when operating at the same success probability point of their respective CDF curves in both full-rank and rank-deficient systems. When operating at lower CDF points, the BER performance approaches that of


Fig. 8. Illustration of the power loss and the simultaneous reduction in complexity in the full-rank and rank-deficient DS-CDMA and SDMA systems with respect to the maximum allowed CFEs in the ES-aided DHA QMUD when compared to that of the ML MUD, and when TCC associated with $R=1 / 2$, relying on 8 trellis states and 4 inner iterations is used. The bitbased interleavers have a length of 40000 and 42000 bits each for the systems supporting $K=15$ and $K=14$ users, respectively.
the initial detector, since the $0 \%$ point of the CDF corresponds to having an output constituted by the initial "guess". It may be verified by the full-rank systems characterized in Fig. 7 that indeed this is the case, while the performance of the rankdeficient systems in Fig. 6 operating at the $50 \%$ points of their respective CDF curves is still adequate, when compared to the conventional detectors' performance, both of which have a high residual BER. If an even lower CDF point was chosen in a rank-deficient system, a high residual BER would also appear.
The $E_{b} / N_{0}$ loss versus the reduction in complexity is illustrated in Fig. 8. As the number of CFEs increases, the performance loss diminishes. The SDMA systems may require more CFEs for approaching their optimal performance, especially when they operate at a low power, as observed in Fig. 8 for our full-rank SDMA scenario, because at low SNRs the conventional detectors fail to provide an accurate initial estimate of the $M^{K}$-ary symbol. Hence, depending both on the specific applications considered and on the computational power available, an adaptive strategy of choosing $L_{\text {stop }}$ may be conceived.

In Fig. 9 we also considered the rank-deficient SDMA system in the realistic scenario where perfect estimation of the CSI is unavailable. We corrupted the perfect CSI with AWGN as in

$$
\begin{equation*}
\tilde{h}_{k, p}=h_{k, p}+\nu \tag{13}
\end{equation*}
$$

where $h$ is the complex-valued channel coefficient depicted in Fig. 1b, with $k \in\{, \ldots, K-1\}, p \in\{0, \ldots, P-1\}$, and $\nu$ is the zero-mean and $N_{\nu}$-variance AWGN noise. The imperfect channel estimation's error is described by the associated noise variance, where $N_{\nu}=0$ denotes perfect channel estimation. The average channel power is the inverse of the number of the receive antennas $\gamma_{c}=1 / P$. According to Fig. 9, the DHA QMUD continues to have optimal ML performance even with imperfect channel estimation. On the other hand, when the ESDHA QMUD is stopped after 484 CFEs, which corresponds to the $80 \%$ CDF point of the same system at an $E_{b} / N_{0}$ per receive antenna value of 6.65 dB and using perfect channel estimation based on Table II, the performance is approximately


Fig. 9. BER performance with respect to the $E_{b} / N_{0}$ per receive antenna of the rank-deficient SDMA system supporting $K=14$ users associated with $P=7$ receive antennas when imperfect channel estimation is available. The CSI estimation noise variance $N_{\nu}$ describes the channel estimation error with $N_{\nu}=0$ corresponding to perfect CSI estimation. The ML MUD, DHA QMUD and ES-aided DHA QMUD are employed and TCC associated with $R=1 / 2$, relying on 8 trellis states and 4 inner iterations is used. The bit-based interleavers have a length of 42000 bits each.
1.1 dB away from that of the ML MUD. By contrast, in the [ $K=14, P=7]$ system relying on perfect channel estimation shown in Fig. 8 the degradation was just 0.45 dB . This was expected, since imperfect channel estimation results in a worse initial guess from the ZF detector, therefore requiring more CFEs in the DHA to find the optimum $M^{K}$-ary symbol. In other words, the CDF is shifted to the right and the simulated curve at 484 CFEs corresponds to a success probability below $80 \%$. We may conclude that our proposed ES-DHA QMUD depends on the accuracy of the channel estimation.

## VI. Conclusions

An ES-aided DHA-based QMUD was proposed for challenging rank-deficient DS-CDMA and SDMA scenarios operating at a normalized user-load of $L_{u}=2$ and at a fixed complexity, which is lower than that of the variable complexity of the DHA-based QMUD of [27]. The fixed complexity of the ES-DHA QMUD may be flexibly tuned for diverse applications. The proposed ES-DHA may also be used in the SISO QMUD of [27] for reducing its total complexity, as well as in any other applications for which the CDF of the number of CFEs is available.
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[^1]:    ${ }^{1}$ In under-loaded and full-rank systems where $K \leq P$ we define $\mathbf{H}^{+}=\left(\mathbf{H}^{H} \mathbf{H}\right)^{-1} \mathbf{H}^{H}$, while in rank-deficient systems we have $\mathbf{H}^{+}=$ $\mathbf{H}^{H}\left(\mathbf{H} H^{H}\right)^{-1}$.
    ${ }^{2}$ For an extensive tutorial on quantum computing and the presented quantum algorithms please refer to [27].

