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Abstract—It is widely recognized that half-duplex-relay-aided
differential decode-and-forward (DDF) cooperative transmission
schemes are capable of achieving a cooperative diversity gain,
while circumventing the potentially excessive-complexity and yet
inaccurate channel estimation, especially in mobile environments.
However, when a cooperative wireless communication system is
designed to approach the maximum achievable spectral efficiency
by taking the cooperation-induced multiplexing loss into account,
it is not obvious whether or not the relay-aided system becomes
superior to its direct-transmission based counterpart, especially,
when advanced channel coding techniques are employed. Fur-
thermore, the optimization of the transmit-interval durations
required by the source and relay is an open issue, which
has not been well understood in the context of half-duplex
relaying schemes. Hence, we first find the optimum transmission
duration, which is proportional to the adaptive channel-code
rate of the source and relay in the context of Code-Rate-
Optimized (CRO) TDMA-based DDF-aided half-duplex systems
for the sake of maximizing the achievable network throughput.
Then, we investigate the benefits of introducing cooperative
mechanisms into wireless networks, which may be approached in
the context of the proposed CRO cooperative system both from a
pure capacity perspective and from the practical perspective of
approaching the Discrete-input Continuous-output Memoryless
Channel (DCMC) capacity with the aid of the proposed Irregular
Distributed Differential (IrDD) coding aided scheme. In order
to achieve a near-capacity performance at a low-complexity,
an adaptive-window-duration based Multiple-Symbol Differential
Sphere Detection (MSDSD) scheme is employed in the iterative
detection aided receiver. Specifically, upon using the proposed
near-capacity system design, the IrDD coding scheme devised
becomes capable of performing within about 1.8 dB from
the corresponding single-relay-aided DDF cooperative system’s
DCMC capacity.

Index Terms—Non-coherent communication, differential en-
coding, near-capacity wireless communication, adaptive-rate
channel coding, avoiding channel estimation, cooperative com-
munications, relaying, coded cooperation.

I. BACKGROUND AND MOTIVATION

THE technological advances in integrated circuits and
radio-frequency electronics facilitate the employment of

ever more sophisticated signal processing and coding algo-
rithms. At the same time, it is increasingly important to find
energy- and bandwidth-efficient solutions for reliable digital
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communication over time-varying wireless channels. Multiple
antenna aided diversity techniques [1] constitute powerful
arrangements of mitigating the deleterious effects of fading,
hence improving the end-to-end system performance, which is
usually achieved by multiple co-located antenna elements at
the transmitter and/or receiver. However, it is often impractical
for the mobile to employ a large number of antennas due to
its size- and cost- constraints. Fortunately, in multi-user wire-
less systems mobile stations (MSs) may cooperatively share
their antennas in order to achieve uplink transmit diversity
by forming a virtual antenna array (VAA) in a distributed
fashion [2], [3]. On the other hand, channel estimation for a
VAA-aided system may impose both an excessive complexity
and a high pilot overhead, especially in mobile environments
associated with relatively rapidly fluctuating channel condi-
tions. Hence, differentially encoded transmissions combined
with non-coherent detection and thus requiring no channel
state information (CSI) at the receiver becomes an attractive
design alternative, leading to differential modulation assisted
cooperative communications [4]–[8]. Furthermore, in order to
mitigate the detrimental impact of the time-selective channel
on differentially encoded transmissions induced by the relative
mobility amongst transceivers, multiple-symbol differential
sphere detection (MSDSD) has been proposed in [9] and
has been further developed for a differentially modulated
cooperative system in [6], under the assumption that the
channel statistics and the respective distances are known by
the cooperating MSs and the base station (BS).

Naturally, in the absence of channel coding, the cooperative
system performance is expected to be better than that of
the direct transmission [6], [7], owing to the cooperative
diversity gains and the path loss reduction. In order to further
enhance the achievable cooperative performance, beneficial
power allocation and relay station (RS) selection schemes [2],
[7], [8], [10] have been invoked. However, they have mainly
been investigated in the context of fixed and predetermined
time resource allocation (TRA) between the source and RS in
time-division multiple access (TDMA) scenarios. Thus, little
attention has been devoted to the optimization of TRA.

Moreover, the cooperative diversity gains promised by the
cooperative system considered are actually achieved at the
cost of suffering a significant so-called multiplexing loss1

compared to direct transmissions, which is imposed by the
half-duplex communications of practical transceivers. Further-

1In fact, in pursuit of recovering the multiplexing loss suffered by the
half-duplex-relay aided system without compromising the attainable transmit
diversity gains, a so-called successive relaying scheme has been recently
proposed in [11], which may be used in the context of our differentially
encoded transmission system as well. This suggestion of the anonymous
reviewer is gratefully acknowledged.
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more, the cooperative diversity gains achieved by the relay-
aided system over its direct-transmission based counterpart
may become modest in practical channel coded scenarios,
where the interleaving and channel coding gains dominate.
Therefore, when a cooperative wireless communication system
is designed to approach the maximum achievable spectral
efficiency by taking the cooperation-induced multiplexing
loss into account, it is not obvious, whether or not the
repetition-based relay-aided system becomes superior to its
direct-transmission based counterpart. This may be achieved
by investigating the noncoherent Discrete-input Continuous-
output Memoryless Channel (DCMC) capacity [12] of the
cooperative network in comparison to that of the direct-
transmission based system.

Against this background, the novel contributions of this
treatise are as follows: 1). We deduce the optimum TRA
policy for the sake of maximizing the differetial decode-
and-forward (DDF) aided cooperative system’s capacity by
utilizing information theoretical tools. It becomes useful in
the ensuing design of near-capacity coding/decoding schemes
conceived for cooperative systems, since the channel code rate
employed by the source and RS is directly related to their
allocated transmission duration, and may be adaptively con-
trolled according to the proposed TRA scheme. 2). We answer
the fundamental dilemma, whether it is worth incorporating
cooperative mechanisms into wireless networks. 3). Inspired
by the philosophy of distributed turbo codes [13] proposed for
“distributed MIMO” systems, a novel Irregular Distributed
Differential (IrDD) coding scheme is conceived for the DDF-
aided cooperative system, in order to maximize the system’s
spectral efficiency. 4). Based on our low-complexity near-
capacity design criterion, we propose a practical framework
for designing an IrDD-assisted cooperative system, which
is capable of performing close to the system’s non-coherent
DCMC capacity. 5). In order to further reduce the complexity
imposed, while maintaining a near-capacity performance, the
so-called adaptive-window-duration based iterative MSDSD
scheme is proposed.

The rest of this paper is organized as follows. In Section II,
a brief description of the single-relay-aided DDF cooperative
system architecture and the channel model considered are
presented. Section III reviews the non-coherent DCMC chan-
nel capacity of differentially modulated direct transmissions,
followed by the investigation of the CRO single-relay-aided
DDF cooperative network’s DCMC capacity in Section IV.
Then, in Section V a cooperative transceiver is designed,
which is capable of approaching the non-coherent network’s
DCMC capacity using our low-complexity near-capacity sys-
tem design procedure conceived in Section VI. Our simulation
results and discussions are provided in Section VII. Finally,
we conclude in Section VIII.

II. SYSTEM ARCHITECTURE & CHANNEL MODEL

The TDMA-based DDF-aided cooperative cellular uplink
[7] is considered without any loss of generality, where no CSI
estimation is required. For the sake of simplicity, we consider
the single-relay-assisted scenario of Fig. 1, where only one
cooperating MS is activated in order to decode and re-encode
the signal received from the source MS prior to forwarding
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Fig. 1. Single-relay-aided cooperative cellular uplink.

the signal to the BS. The employment of a single antenna for
each MS is assumed, owing to the cost- and size-constraints of
MSs. In order to avoid channel estimation in the cooperative
system, both the source and relay MSs employ conventional
differential modulation schemes, e.g. DQPSK.

For the sake of carrying out a fair comparison between
the cooperative system and the direct transmission system as
well as to put our emphasis on investigating the maximum
achievable transmission rate of a general repetition-based
cooperative scenario, we stipulate the simplifying assumption
of equal power allocation (𝑃𝑠 = 𝑃𝑟 = 𝑃 ) and mid-point RS
location (𝐷𝑠𝑟 = 𝐷𝑟𝑑), as shown in Fig. 1. Note that 𝑃 is the
transmit power employed by the classic direct transmission
system, while 𝑃𝑠 and 𝑃𝑟 are the power used by the source
and relay, respectively, when they are transmitting. However,
note that the investigations carried out in this treatise may also
be readily applied to other power allocation and relay location
arrangements, such as for example, the partial compensation
based power control strategy proposed in [14], which is
capable of reducing the transmit power, hence extending the
battery recharge period and thus reducing the health risks. For
analytical simplicity, we assume 𝐷𝑠𝑟+𝐷𝑟𝑑 = 𝐷𝑠𝑑. Moreover,
the normalized average power 𝜎2

𝑖,𝑗 at the output of the channel
is inversely proportional to the inter-node distance 𝐷𝑖,𝑗 , which
may be rewritten as

𝜎2
𝑖,𝑗 = 𝐷−𝑣

𝑖,𝑗 , 𝑖, 𝑗 ∈ {𝑠, 𝑟, 𝑑}, (1)

where 𝑣 denotes the path-loss exponent.
In order to provide a good approximation for TDMA-

based cooperative systems and to facilitate the study of the
non-coherent detection-based channel capacity, we consider
a time-selective block-fading Rayleigh channel [15], where
the fading coefficients are assumed to change in an indepen-
dent and identically-distributed (i.i.d.) manner from block to
block, while exhibiting correlation within a transmission block
according to the Doppler frequency governed by the relative
movement of the tranceivers.

In the scenario of the single-relay-aided transmission of
Fig. 1 over a time-selective block-fading channel, the 𝑇𝑏
signals consecutively received within one of the 𝐿𝑠

𝑇𝑏
fading

blocks at the RS during the broadcast Phase I, where 𝐿𝑠 is
the total number of symbols transmitted from the source MS
during Phase I, may be formulated as:

y𝐼𝑟 =
√
𝑃𝑠S

𝐼
𝐷,𝑠h𝑠𝑟 +w𝐼𝑟 , (2)

where we have y𝐼𝑟 =
[
𝑦𝐼𝑟,1, 𝑦𝐼𝑟,2, ⋅ ⋅ ⋅ , 𝑦𝐼𝑟,𝑇𝑏

]𝑇
,

h𝑠𝑟 =
[
ℎ𝑠𝑟,1, ℎ𝑠𝑟,2, ⋅ ⋅ ⋅ , ℎ𝑠𝑟,𝑇𝑏

]𝑇
, and w𝐼𝑟 =

[𝑤𝐼𝑟,1, 𝑤𝐼𝑟,2, ⋅ ⋅ ⋅ , 𝑤𝐼𝑟,𝑇𝑏
]𝑇 representing the received signal

column vector, the channel impulse response (CIR) column
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vector and the Gaussian noise column vector having a
distribution of 𝒞𝒩 (0, 2𝜎2

𝑤I𝑇𝑏
), respectively. Note that

I𝑇𝑏
denotes a (𝑇𝑏 × 𝑇𝑏) identity matrix. The diagonal

matrix S𝐼𝐷,𝑠 in (2) hosts the 𝑇𝑏 consecutively transmitted
signals within a fading block during Phase I, which
may be expressed as S𝐼𝐷,𝑠 = diag{sIs}, where we have

s𝐼𝑠 =
[
𝑠𝐼𝑠,1, 𝑠𝐼𝑠,2, ⋅ ⋅ ⋅ , 𝑠𝐼𝑠,𝑇𝑏

]𝑇
. Similarly, the signals

consecutively received within one of the 𝐿𝑠

𝑇𝑏
fading blocks at

the BS from the source MS during Phase I can be expressed
as:

y𝐼𝑑 =
√
𝑃𝑠S

𝐼
𝐷,𝑠h𝑠𝑑 +w𝐼𝑑, (3)

and the signals consecutively arriving at the BS within one of
the 𝐿𝑟

𝑇𝑏
fading blocks during the relaying Phase II is formulated

as:
y𝐼𝐼𝑑 =

√
𝑃𝑟S

𝐼𝐼
𝐷,𝑟h𝑟𝑑 +w𝐼𝐼𝑑 . (4)

Note that 𝐿𝑟 is the total number of symbols transmitted
from the RS when the source MS keeps silent. In (3) and
(4), y𝐼𝑑 and y𝐼𝐼𝑑 are both 𝑇𝑏-element received signal vectors.
Furthermore, h𝑠𝑑 ∈ ℂ

𝑇𝑏×1 and h𝑟𝑑 ∈ ℂ
𝑇𝑏×1 represent CIR

column vectors, while the Gaussian noise column vectors
w𝐼𝑑,w

𝐼𝐼
𝑑 ∈ ℂ𝑇𝑏×1 have a distribution of 𝒞𝒩 (0, 2𝜎2

𝑤I𝑇𝑏
).

Moreover, the diagonal matrix S𝐼𝐼𝐷,𝑟 = diag{s𝐼𝐼𝑟 }, where

we have s𝐼𝑟 =
[
𝑠𝐼𝐼𝑟,1, 𝑠𝐼𝐼𝑟,2, ⋅ ⋅ ⋅ , 𝑠𝐼𝐼𝑟,𝑇𝑏

]𝑇
, hosts the 𝑇𝑏 signals

consecutively transmitted from the RS within a fading block
during Phase II.

Note that given the assumption of 𝑇𝑏-length Rayleigh block
fading, h𝑖,𝑗 , 𝑖, 𝑗 ∈ {𝑠, 𝑟, 𝑑} in (2), (3) or (4) obeys a
complex-valued Gaussian distribution of 𝒞𝒩 (0,Σℎ𝑖𝑗 ), where
the (𝑇𝑏 × 𝑇𝑏)-element covariance matrix Σℎ𝑖𝑗 = ℰ{h𝑖𝑗h𝐻𝑖𝑗 }
may be expressed as:

Σℎ𝑖𝑗 =

⎡
⎢⎢⎢⎣

𝜑𝑡𝑖𝑗 [0] 𝜑𝑡𝑖𝑗 [1] ⋅ ⋅ ⋅ 𝜑𝑡𝑖𝑗 [𝑇𝑏 − 1]
𝜑𝑡𝑖𝑗 [−1] 𝜑𝑡𝑖𝑗 [0] ⋅ ⋅ ⋅ 𝜑𝑡𝑖𝑗 [𝑇𝑏 − 2]

...
...

. . .
...

𝜑𝑡𝑖𝑗 [1− 𝑇𝑏] 𝜑𝑡𝑖𝑗 [2− 𝑇𝑏] ⋅ ⋅ ⋅ 𝜑𝑡𝑖𝑗 [0]

⎤
⎥⎥⎥⎦ ,

(5)

where 𝑖, 𝑗 ∈ {𝑠, 𝑟, 𝑑} and 𝜑𝑡𝑖𝑗 [𝜅] represents the channel’s
autocorrelation function, which can be expressed as 𝜑𝑡𝑖𝑗 [𝜅] ≜
ℰ{ℎ𝑖𝑗,(𝑛+𝜅)ℎ∗

𝑖𝑗,𝑛} = 𝜎2
𝑖𝑗 ⋅ 𝐽0(2𝜋𝑓𝑑,𝑖𝑗𝜅), with 𝐽0(⋅) denoting

the zeroth-order Bessel function of the first kind and 𝑓𝑑,𝑖𝑗
representing the normalized Doppler frequency. For the sake
of simplicity, 𝑓𝑑,𝑖𝑗 = 𝑓𝑑, 𝑖, 𝑗 ∈ {𝑠, 𝑟, 𝑑} is assumed for each
link.

III. NON-COHERENT CHANNEL CAPACITY FOR

POINT-TO-POINT LINKS

Let us first focus our attention on the non-coherent DCMC
capacity of each link of the DDF-aided cooperative system
seen in Fig. 1, based on which the non-coherent DCMC
network capacity of the cooperative system will be studied
in Section IV. Without loss of generality, we may arrive at a
generalized point-to-point transmission model by omitting the
subscripts and superscripts in (2), (3) or (4), yielding:

y =
√
𝑃S𝐷h+w. (6)

The probability density function (PDF) of the received signal
vector y in (6) is conditioned on the transmitted signal vector
s, which may be readily expressed as [16]:

𝑝(y∣s) = exp(−y𝐻Ψ−1y)

det(𝜋Ψ)
, (7)

where we have Ψ = ℰ{yy𝐻 ∣s} = S𝑑𝑃ℰ{hh𝐻}S𝐻𝑑 +2𝜎2
𝑤I𝑇𝑏

.
Since each element of the (𝑇𝑏 × 1)-component differentially
transmitted signal vector s is chosen independently from an
𝑀𝑐-point constellation set ℳ𝑐 with equal probabilities, the
non-coherent DCMC capacity can be expressed as a function
of the SNR 𝛾 as follows:

𝐶𝑝2𝑝(𝛾) =
1

𝑇𝑏
𝐼(s;y) =

1

𝑇𝑏

(
𝐻(y) −𝐻(y∣s)

)
, (8)

where 𝐼(a;b) represents the average mutual information (MI)
per symbol between the channel input a and the corresponding
channel output b, while 𝐻(x) represents the differential
entropy [17] of a random vector x. According to [17], 𝐻(y∣s)
may be readily calculated as:

𝐻(y∣s) = 1

𝑀𝑇𝑏
𝑐

∑
š∈𝜒

log det(𝜋eΨ) bits. (9)

On the other hand, the entropy 𝐻(y) of the continuous-valued
faded and noise-contaminated received signal vector y cannot
be evaluated in a closed form. When the fading block size 𝑇𝑏
over which the fading envelope is assumed to be correlated
is limited, a practical approach to the numerical evaluation of
𝐻(y) is to carry out Monte-Carlo integration as follows [18]:

𝐻(y) =−
∫

𝑝(y) log 𝑝(y)𝑑y (10)

=− ℰ
{
log2

(
1

𝑀𝑇𝑏
𝑐 det(𝜋Ψ)

∑
š∈𝜒

exp
(−y𝐻Ψ−1y

))}
,

(11)

where 𝜒 is the set of all 𝑀𝑇𝑏
𝑐 hypothetically transmitted

symbol vectors š. The expectation value in (10) is taken both
with respect to different CIR realizations and to the noise.

The non-coherent DCMC capacity of the time-selective
block-fading channel computed from (8)-(10) using the
DQPSK modulation scheme is plotted in Fig. 2 for various
fading block sizes of 𝑇𝑏 = 2, 4 and 7 as well as for
various normalized Doppler frequencies of 𝑓𝑑 = 0, 0.01 and
0.03. As observed in Fig. 2, although an identical differential
modulation scheme is employed, the maximum achievable
spectral efficiency is dependent on both the fading block size
𝑇𝑏 and the fading correlation over blocks characterized by the
corresponding covariance matrix ℰ{hh𝐻}.

IV. THE CODE-RATE-OPTIMIZATION FOR COOPERATIVE

NETWORK

A. DCMC Capacity for the DDF-Aided Cooperative Network

Based on the general upper and lower bounds on the
capacity of half-duplex relay systems presented in [10] and
on the fact that in our DDF-aided half-duplex relay system,
the source MS remains silent during Phase II, we may obtain
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Fig. 2. Non-coherent DCMC capacity of the single-input single-output time-
selective block-fading channel. 1). Circle-decorated lines: 𝑓𝑑 = 0; 2). Star-
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simplified capacity upper and lower bounds for the DDF
system of Fig. 1 as:

𝐶𝑐𝑜𝑜𝑝(𝛾
𝑜
𝑒 , 𝛼) ≤ min{𝛼𝐼(s𝐼𝑠;y𝐼𝑑,y𝐼𝑟),

𝛼𝐼(s𝐼𝑠;y
𝐼
𝑑) + (1− 𝛼)𝐼(s𝐼𝐼𝑟 ;y𝐼𝐼𝑑 )}, (12)

and

𝐶𝑐𝑜𝑜𝑝(𝛾
𝑜
𝑒 , 𝛼) ≥ min{𝛼𝐼(s𝐼𝑠;y𝐼𝑟),

𝛼𝐼(s𝐼𝑠;y
𝐼
𝑑) + (1− 𝛼)𝐼(s𝐼𝐼𝑟 ;y𝐼𝐼𝑑 )}, (13)

where the TRA-factor 𝛼 is defined as:

𝛼 ≜ 𝐿𝑠
𝐿𝑠 + 𝐿𝑟

=
𝑅𝑟

𝑅𝑠 +𝑅𝑟
, (14)

since the ratio of the time durations (𝐿𝑠, 𝐿𝑟) used by the
source and RS is inversely proportional to the ratio of the
channel code rates (𝑅𝑠, 𝑅𝑟) employed by them. The capacity
upper and lower bounds of (12) and (13) are the functions
of the network’s overall equivalent SNR, i.e. of 𝛾𝑜𝑒 and the
TRA-factor 𝛼 of (14). Note that the terminology of ‘equivalent
SNR’ is used here to indicate the fact that it quantifies the
ratio of the transmit power and the receiver’s noise, which
are measured at physically different points. This is in line
with [19] for example. 𝛾𝑜𝑒 = 𝑃

2𝜎2
𝑤

represents the network’s
overall equivalent SNR, which is equal to the sum of the the
equivalent SNRs, 𝛾𝑠𝑒 =

𝑃𝑠

2𝜎2
𝑤

and 𝛾𝑟𝑒 =
𝑃𝑟

2𝜎2
𝑤

at the source and
relay transmitters.

On the other hand, given a fading block size 𝑇𝑏 and a 𝑀𝑐-
ary DPSK scheme, the actual transmission rate, 𝑅𝑐𝑜𝑜𝑝, of the
cooperative system of Fig. 1 is a function of both 𝑅𝑠 and 𝛼,
which may be expressed as:

𝑅𝑐𝑜𝑜𝑝(𝑅𝑠, 𝛼) = 𝛼𝑅𝑠
𝑇𝑏 − 1

𝑇𝑏
log2𝑀𝑐. (15)

Furthermore, in order for the RS to decode the received signal
correctly thus avoiding the potential error propagation, the

source transmission rate should be below the non-coherent
constrained information rate of the source-relay (SR) link, thus
we have:

𝑅𝑐𝑜𝑜𝑝(𝑅𝑠, 𝛼) ≤ 𝛼𝐶𝑠𝑟(𝛾
𝑜
𝑒 ) = 𝛼𝐼(s𝐼𝑠;y

𝐼
𝑟). (16)

Consequently, according to (12), (13) and (16), the error-
free-relaying-based DDF cooperative network capacity can be
written as:

𝐶DDF
𝑐𝑜𝑜𝑝 (𝛾

𝑜
𝑒 , 𝛼) = min{𝛼𝐼(s𝐼𝑠;y𝐼𝑟),

𝛼𝐼(s𝐼𝑠;y
𝐼
𝑑) + (1− 𝛼)𝐼(s𝐼𝐼𝑟 ;y𝐼𝐼𝑑 )}. (17)

where the constrained information rates of 𝐼(s𝐼𝑠;y
𝐼
𝑑),

𝐼(s𝐼𝐼𝑟 ;y𝐼𝐼𝑑 ) and 𝐼(s𝐼𝑠;y
𝐼
𝑟) can be evaluated based on (8)-(10).

Hence, given the target transmission rate 𝑅𝑐𝑜𝑜𝑝(𝑅𝑠, 𝛼) of (15),
the question arises as to how to design the cooperative system
of Fig. 1 by optimizing the TRA or equivalently optimizing the
code rate allocation between the source and RS in the interest
of requiring the globally minimum 𝛾𝑜𝑒 , which has to be smaller
than the minimum 𝛾𝑜𝑒 required by its direct-transmission based
counterpart in order to make the cooperative system design
meaningful. The challenging issue will be addressed in the
rest of this paper.

B. Optimum Code Rate for the Cooperative Network

Lemma 1: The optimum TRA-factor 𝛼̂𝑜𝑝𝑡, which maximizes
the achievable information rate of a single-relay-aided DDF-
based cooperative transmission, is given by:

𝛼̂𝑜𝑝𝑡(𝛾𝑜𝑒 ) =
𝐼(s𝐼𝐼𝑟 ;y𝐼𝐼𝑑 )

𝐼(s𝐼𝑠;y
𝐼
𝑟)− 𝐼(s𝐼𝑠;y

𝐼
𝑑) + 𝐼(s𝐼𝐼𝑟 ;y𝐼𝐼𝑑 )

, (18)

yielding the globally maximum achievable transmission rate
of

𝐶DDF
𝑐𝑜𝑜𝑝 (𝛾

𝑜
𝑒 , 𝛼̂

𝑜𝑝𝑡) =
𝐼(s𝐼𝑠;y

𝐼
𝑟)𝐼(s

𝐼𝐼
𝑟 ;y𝐼𝐼𝑑 )

𝐼(s𝐼𝑠;y
𝐼
𝑟)− 𝐼(s𝐼𝑠;y

𝐼
𝑑) + 𝐼(s𝐼𝐼𝑟 ;y𝐼𝐼𝑑 )

.

(19)
The proof of Lemma 1 provided in [20] demonstrated that the
first term within the min function of (17) increases with 𝛼,
while the second term decreases with 𝛼. Thus, the optimum
value of 𝛼 is the point obtained by equating the two arguments,
which gives rise to (18).

Lemma 2: In order to attain the globally highest achievable
information rate of a single-relay-aided DDF-based 𝑀𝑐-ary
DPSK modulated cooperative scheme over a time-selective
block fading channel associated with a fading block size of
𝑇𝑏, the optimum code rate pair {𝑅̂𝑜𝑝𝑡𝑠 , 𝑅̂𝑜𝑝𝑡𝑟 } employed by
the source and relay MSs is given by:

𝑅̂𝑜𝑝𝑡𝑠 =
𝑇𝑏𝐼(s

𝐼
𝑠;y

𝐼
𝑟)

(𝑇𝑏 − 1) log2 𝑀𝑐
; (20)

𝑅̂𝑜𝑝𝑡𝑟 =
𝑇𝑏𝐼(s

𝐼
𝑠;y

𝐼
𝑟)𝐼(s

𝐼𝐼
𝑟 ;y𝐼𝐼𝑑 )

(𝑇𝑏 − 1)[𝐼(s𝐼𝑠;y
𝐼
𝑟)− 𝐼(s𝐼𝑠;y

𝐼
𝑑)] log2𝑀𝑐

. (21)

Proof of Lemma 2: Using the results of (18) and (19),
as well as utilizing the actual network transmission rate
expression of (15), we have:

𝑅̂𝑜𝑝𝑡𝑠 =
𝑇𝑏 ⋅ 𝐶DDF

𝑐𝑜𝑜𝑝 (𝛾
𝑜
𝑒 , 𝛼̂

𝑜𝑝𝑡)

(𝑇𝑏 − 1) ⋅ 𝛼̂𝑜𝑝𝑡 ⋅ log2𝑀𝑐
=

𝑇𝑏𝐼(s
𝐼
𝑠;y

𝐼
𝑟)

(𝑇𝑏 − 1) log2 𝑀𝑐
. (22)
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Fig. 3. Capacity comparison of the single-relay-aided cooperative system
and its direct-transmission based counterpart.

Then, according to the definition of 𝛼 in (14), the correspond-
ing capacity-achieving code rate 𝑅̂𝑜𝑝𝑡𝑟 that can be employed
by the RS may be computed with the aid of (18) and (22) as
follows:

𝑅̂𝑜𝑝𝑡𝑟 =
𝛼̂𝑜𝑝𝑡𝑅̂𝑜𝑝𝑡𝑠
1− 𝛼̂𝑜𝑝𝑡

(23)

=
𝑇𝑏𝐼(s

𝐼
𝑠;y

𝐼
𝑟)𝐼(s

𝐼𝐼
𝑟 ;y𝐼𝐼𝑑 )

(𝑇𝑏 − 1)[𝐼(s𝐼𝑠;y
𝐼
𝑟)− 𝐼(s𝐼𝑠;y

𝐼
𝑑)] log2𝑀𝑐

. (24)

This completes the proof of Lemma 2.

C. Capacity Comparison and Discussions

In order to gain an insight into the benefits of the single-
relay-assisted DDF cooperative system over its conventional
direct-transmission based counterpart from a pure capacity
perspective, the DCMC capacity of the CRO cooperative sys-
tem is depicted in comparison to that of the direct-transmission
based one in Fig. 3. It may be observed in the figure that if
the overall equivalent SNR is relatively low, the CRO DDF
cooperative system exhibits a significantly higher capacity
than its direct-transmission based counterpart in typical urban
cellular scenarios. More specifically, in a shadowed urban area
associated with 𝑣 = 4, the DDF system only requires one
sixth of the total transmit power necessitated by its direct-
transmission based counterpart in order to achieve a spectral
efficiency of 0.5 bits/s/Hz. However, the achievable capacity
gain may be substantially reduced, if we encounter a free-
space propagation scenario associated with 𝑣 = 2, owing
to the reduced path-loss-related power-gain achieved in the
cooperative system. Moreover, as the overall equivalent SNR
increases to a relatively high value, the benefits of invoking
a single-relay-aided cooperative system for achieving a high
spectral efficiency erode.

V. TRANSCEIVER DESIGN FOR THE DDF-AIDED

COOPERATIVE SYSTEM

A. Capacity-Achieving Multiple-Symbol Differential Sphere
Detection

1) Soft-Input Soft-Output MSDSD: Let us now briefly
review the Soft-Input Soft-Output (SISO) MSDSD scheme,
which will be shown to be a capacity-achieving differential
detector in Section V-A2 and thus will be used afterwards in
our transceiver design for the DDF-aided cooperative system.
In light of the conditional PDF 𝑝(y∣s) of (7) derived for
the non-coherently received signal vector y in (6), the a
posteriori Log-Likelihood-Ratio (LLR) of the 𝑘th transmitted
bit 𝑥𝑘 at the output of the maximum-a-posterori multiple-
symbol differential detector (MAP-MSDD) [9], which jointly
and differentially detects (𝑁𝑤𝑖𝑛𝑑 − 1) data symbols, can be
evaluated with the aid of ‘max-sum’ approximation as [21]:

𝐿𝐷(𝑥𝑘) = ln

∑
x∈𝕏𝑘,+1

exp
[−y𝐻Ψ(x)y + ln (𝑃𝑟(x))

]
∑

x∈𝕏𝑘,−1
exp [−y𝐻Ψ(x)y + ln (𝑃𝑟(x))]

,

(25)

≈ − ∥∥Uŝ𝑥𝑘=+1
𝑀𝐴𝑃

∥∥2 + ln
[
𝑃𝑟(x̂𝑥𝑘=+1

𝑀𝐴𝑃 )
]

+
∥∥Uŝ𝑥𝑘=−1

𝑀𝐴𝑃

∥∥2 − ln
[
𝑃𝑟(x̂𝑥𝑘=−1

𝑀𝐴𝑃 )
]
, (26)

where 𝕏𝑘,+1 represents the set of 𝑀
(𝑁𝑤𝑖𝑛𝑑−1)
𝑐

2 number of
legitimate transmitted bit vectors x associated with 𝑥𝑘 = +1,
and similarly, 𝕏𝑘,−1 is defined as the set corresponding
to 𝑥𝑘 = −1. Furthmore, 𝑃𝑟(x) is the a priori probability. In
(26) U is an upper-triangular matrix, which can be obtained
as U ≜ (F diag{y})∗, with F also being an upper-triangular
matrix generated using the Cholesky factorization of the ma-
trix (Σℎ+2𝜎2

𝑤I𝑁𝑤𝑖𝑛𝑑
)−1. Consequently, thanks to the upper-

triangular structure of the matrix U, ŝ𝑥𝑘=𝑏𝑀𝐴𝑃 and x̂𝑥𝑘=𝑏𝑀𝐴𝑃 of
(26), which represent the MAP-algorithm-based symbol vector
estimate and the MAP-based bit vector estimate, respectively,
may be obtained with the aid of the low-complexity sphere
detection (SD) algorithm of [21] by fixing the 𝑘th bit value
to 𝑏, (𝑏 = −1 or + 1).

In order to visualize the EXtrinsic Information Transfer
(EXIT) charateristics [22] of the SISO MSDSD scheme, in
Fig. 4 we plot the EXIT curves associated with different
observation window sizes of 𝑁𝑤𝑖𝑛𝑑 for the MSDSD, which is
assumed to be employed by the RS in the scenario of the DDF-
aided cooperative system of Fig. 1. Under the assumption of a
path loss exponent of 𝑣 = 3 and the employment of DQPSK,
the resultant EXIT curves drawn in dashed lines in Fig. 4 are
obtained by evaluating the extrinsic MI, 𝐼𝐸 , at the output of
the MSDSD for a given input stream of bit LLRs along with
the a priori MI 𝐼𝐴 at 𝛾𝑜𝑒 = −2.3 dB. As indicated by the
increasingly higher dashed EXIT curve in Fig. 4, significantly
enhanced iterative gains may be achieved in comparison to
the conventional differential detection (CDD) assisted system
using 𝑁𝑤𝑖𝑛𝑑 = 2, when jointly and differentially detecting
an increased number of data symbols using the MSDSD in
conjunction with 𝑁𝑤𝑖𝑛𝑑 > 2.

2) Maximum Achievable Rate Versus the Capacity - An
EXIT Chart Perspective: According to the area properties
of EXIT charts [22], the area 𝒜 under the bit-based EXIT
curve of a soft-detector/soft-demapper is approximately equal
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to the maximum possible code rate of the outer channel code
that can be employed to achieve near-error-free transmissions.
Hence, the maximum achievable near-error-free transmission
rate 𝑅𝑝2𝑝,𝑚𝑎𝑥 of a differentially encoded point-to-point system

is computed as: 𝑅𝑝2𝑝,𝑚𝑎𝑥 =
(
𝑇𝑏−1
𝑇𝑏

log2𝑀𝑐

)
⋅ 𝒜 bits/s/Hz,

which may be improved with the aid of the MSDSD. The
ratio of 𝑇𝑏−1

𝑇𝑏
accounts for the modest rate-loss induced by the

known reference symbol of the classic differential signalling
process.

In the sequel, the maximum achievable transmission rate
over the SR-link employing the MSDSD may be plotted
against the SNR, as shown in Fig. 5, by evaluating the
area under the corresponding EXIT curve of the MSDSD.
The MAP-based MSDSD employing the highest possible
observation window size, namely 𝑁𝑤𝑖𝑛𝑑 = 𝑇𝑏, can be re-
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Fig. 6. Maximum achievable rate of the CDD- and MSDSD-aided systems
for both direct transmission and the relay-aided transmission.

garded as the optimum differential detector in the interest of
approaching the theoretically maximum transmission rate for
a given differentially encoded modulation scheme. Observe in
Fig. 5 that the theoretical maximum achievable rate curves
of the MSDSD-aided SR-transmission portrayed for various
fading block lengths 𝑇𝑏 almost coincide with the non-coherent
DCMC capacity of the SR-link. The slight gap between them
is due to the employment of the “max-sum” approximation
algorithm of (26) when calculating the a posteriori LLRs.

On the other hand, in the light of (19) in Lemma 1,
the theoretical maximum achievable rate of the DDF-aided
cooperative system employing the CDD and the MSDSD
may be calculated based on the aforementioned maximum
attainable ‘near-error-free’ transmission rate 𝑅𝑝2𝑝,𝑚𝑎𝑥 of each
point-to-point link. Now the maximum achievable rate of the
cooperative system and its direct-transmission based counter-
part are plotted against the overall equivalent SNR 𝛾𝑜𝑒 in Fig. 6
for both the CDD- and MSDSD-aided scenarios. Observe in
Fig. 6 that within the SNR range of interest, an approximately
0.15-0.2 bits/s/Hz higher ‘near-error-free’ transmission rate
can be supported with the aid of the MSDSD in comparison
to the CDD-aided scheme for the direct transmission and
cooperative systems, respectively. This is because in contrast
to the CDD, the MSDSD makes a decision about a block of
(𝑁𝑤𝑖𝑛𝑑−1) consecutive symbols based on 𝑁𝑤𝑖𝑛𝑑 successively
received symbols, hence exploiting the correlation of the
fading channels. In other words, the correlation between the
consecutive phase distortions imposed by the channel on the
𝑁𝑤𝑖𝑛𝑑 consecutive DPSK symbols can be exploited by the
MSDSD. As a result, the MSDSD is advocated in our ensuing
high-spectral-efficiency cooperative system design.

B. Irregular Distributed Differential Encoding/Decoding

The transceiver architecture proposed for the single-relay-
aided DDF cooperative system is portrayed in Fig. 7. At the
transmitter of the source MS of Fig. 7, we use a conventional
differentially encoded modulation scheme, such as DQPSK,
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û1

IrCCr

IrCCs
π−1

s1 URCs MSDSDs

IrCCs URCs

Phase II: IrCCr-DMr Two-Stage Encoder

c4 u5u4

“outer” iteration Ir
outer “inner” iteration Ir

inner

Fig. 7. Schematic of the irregular distributed differential coding encoder/decoder.

which is amalgamated with a unity-rate-code’s (URC) encoder
in order to create a two-stage inner code. Furthermore, an
irregular convolutional code (IrCC) [23], [24] associated with
an average code rate of 𝑅𝑠, namely IrCC𝑠, is employed as
the outer code for the sake of achieving a near-error-free
transmission at an SNR close to the SR link’s capacity. The
IrCC proposed by Tüchler and Hagenauer, encode appropri-
ately chosen ‘fractions’ of the input stream using punctured
constituent convolutional codes having different code rates.
The appropriate ‘fractions’ are determined with the aid of
EXIT charts, so that the area between the EXIT curves
of the inner and outer codes becomes as low as possible,
which guarantees near-capacity operation, as detailed in [8].
The corresponding URC decoder assisted three-stage receiver
proposed for the relay is also portrayed in Fig. 7. Specifically,
at the receiver of the relay, which is constituted by three
modules, namely the MSDSD𝑠, the URC𝑠 decoder and the
IrCC𝑠 decoder, extrinsic information is exchanged amongst
the modules in a number of consecutive iterations. As shown
in Fig. 7, 𝐴(⋅) represents the a priori information expressed
in terms of the LLRs, while 𝐸(⋅) denotes the corresponding
extrinsic information. The basic idea behind the employment
of the three-stage concantenated transceiver at the source MS
and RS is to improve the convergence behavior of the iterative
detection assisted system with the aid of the URC, thus
achieving near-error-free transmission between the source and
relay nodes. Essentially, since the URC employed is simply
an accumulator, which has an infinite impulse response (IIR)
due to its recursive encoder architecture, the resultant EXIT
curve of the URC-aided inner decoder, namely the combined
“MSDSD𝑠-URC𝑠” decoder employed at the receiver of the
RS, is capable of reaching the (1.0, 1.0) point of the EXIT
chart, as observed in Fig. 4. Furthermore, since the URC
decoder employs the MAP decoding scheme, the extrinsic
probability generated at the output of the URC decoder
contains the same amount of information as the sequence at the
input of the URC decoder [25]. In other words, the area under
the inner code’s EXIT curve remains the same, regardless
of the URC’s presence or absence. Hence, as observed in
Fig. 4, a higher end-point for the EXIT curve at 𝐼𝐴 = 1
is associated with a lower starting point at 𝐼𝐴 = 0, resulting
in a steeper slope for the EXIT curve, which in turn implies
having a reduced error floor and a higher ‘turbo-cliff’ SNR,
above which decoding convergence to a vanishingly low BER
becomes possible, as we will demonstrate in Section VI.

At the two-stage serially concatenated transmitter of the
relay of Fig. 7, the estimated data bit stream is fed through
the interleaver 𝜋𝑟1 prior to the IrCC𝑟 encoder having an
average code rate of 𝑅𝑟, as observed in Fig. 7, in order to con-
struct a distributed turbo code together with the source. The
distributed turbo coding scheme was first proposed in [13],
where the classic turbo coding mechanism was introduced
into the DF aided cooperative system in order to enhance the
coding gain achieved by the repetition code constituted by the
conventional relay-aided system. More Specifically, according
to the principle of parallel concatenated convolutional code
based turbo coding, the data and its interleaved version are
encoded in parallel, using two distinct Recursive Systematic
Convolutional (RSC) codes, respectively. Therefore, a dis-
tributed turbo code may be readily constructed at the relay
by interleaving its received estimated source data prior to re-
encoding. Consequently, the proposed relay-aided cooperative
system may be referred to as an Irregular Distributed Differen-
tial (IrDD) coding scheme, under the assumption of error-free
decoding at the RS.

According to the principles of the distributed turbo decoding
mechanism proposed in [13], the novel iterative receiver of the
destination BS seen in Fig. 7 is used for decoding the IrDD
coded stream jointly created by the source and relay MSs. To
be specific, the first part of the iterative receiver is an amalga-
mated “MSDSD𝑠-URC𝑠-IrCC𝑠” iterative decoder, which is
used to iteratively decode the signal directly received from
the source during Phase I, while the second part is constituted
of the MSDSD𝑟 detector and the IrCC𝑟 decoder, which is
employed to iteratively decode the signal forwarded by the RS
during Phase II. Note that since the IrCC𝑟 is recursive, the
EXIT curve of the combined “MSDSD𝑟-IrCC𝑟” decoder is
already capable of reaching (1.0, 1.0) point of the EXIT chart,
thus no URC is employed at the transmitter of the RS for the
sake of cost saving. Furthermore, since the “MSDSD𝑠-URC𝑠-
IrCC𝑠” decoder and the “MSDSD𝑟-IrCC𝑟” decoder may be
regarded as the two component decoders of a turbo receiver,
the extrinsic information exchange between them, which is
referred to as ‘the ‘outer iteration”, is expected to significantly
enhance the achievable coding gain. In comparison to the
conventional relay-aided cooperative system, where a simple
repetition code is constructed, the extra coding gain achieved
by the proposed IrDD coding scheme may be interpreted as the
interleaving gain of the turbo code and the turbo processing
gain of the outer iterations.
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TABLE I
TRA-OPTIMIZED NEAR-CAPACITY SYSTEM DESIGN PARAMETERS

TRA-Optimized Near-Capacity System Design Parameters
Scenario I Scenario II

(𝑣 = 3) (𝑣 = 2)
Fading Block Size 𝑇𝑏 7
Normalized Doppler Frequency 𝑓𝑑 0.01
Target Bandwidth Efficiency 𝜂 0.5 bits/s/Hz
Modulation DQPSK
Detector MSDSD
Channel Code 17-subcode-based IrCC
Code Block Length (Source MS) 40960
Theoretically Minimum Required 𝛾𝑜

𝑒 −4.3 dB −2.1 dB
(refer to Fig. 3)
Optimum TRA-factor 𝛼𝑜𝑝𝑡 0.56 0.61
(according to (18))
Optimum Average Code Rate 𝑅𝑠 0.52 0.48
(according to (20))
Optimum Average Code Rate 𝑅𝑟 0.66 0.75
(according to (20))

VI. CRO NEAR-CAPACITY SYSTEM DESIGN

In this section, we propose a practical framework, which
enables the proposed IrDD scheme to approach the coop-
erative system’s capacity. Both the IrCC𝑠 and IrCC𝑟 will
be optimized based on 17 subcodes associated with the 17
dotted EXIT curves plotted in Fig. 4. Two scenarios, namely,
the typical urban cellular radio Scenario I and the free-space
Scenario II are considered in a time-selective block Rayleigh
fading propagation environment. Without loss of generality,
the target bandwidth efficiency is chosen to be 𝜂 = 0.5
bits/s/Hz and DQPSK modulation scheme is employed. Ac-
cording to Lemma 1 and Lemma 2 of Section IV-B, the opti-
mum TRA-factor 𝛼 and its corresponding optimum code rate
pair (𝑅𝑠, 𝑅𝑟) employed by the source and RS can be obtained
in the interest of maximizing the network’s capacity, which are
summarized in Table I together with all the other simulation
parameters. As it will be shown in our forthcoming discourse,
the CRO joint source-and-relay mode design procedure can be
decoupled into two EXIT curve matching problems under the
assumption that a priori LLRs obeys a symmetric Guassian
distribution, which is summarized as follows:

∙ Step 1: Choose a target bandwidth efficiency 𝜂;
∙ Step 2: Calculate the optimum TRA-factor 𝛼 according

to (18) and the corresponding optimum code rate pair
(𝑅𝑠, 𝑅𝑟) employed by the source and RS according to
(20);

∙ Step 3: Based on our low-complexity near-capacity de-
sign criterion relying on EXIT chart analysis, we deter-
mine the minimum number of iterations, 𝐼𝑟𝑖𝑛𝑛𝑒𝑟 , between
the MSDSD𝑠 and the URC𝑠 at the RS’s receiver in
Fig. 7, required for approaching the condition, where
the increase of the area 𝒜 under the EXIT curve of
the combined “MSDSD𝑠-URC𝑠” decoder becomes rather
marginal upon further increasing 𝐼𝑟𝑖𝑛𝑛𝑒𝑟 . We may refer to
this as the state of converged information-exchange.

∙ Step 4: Employ the EXIT curve matching algorithm [24]
to obtain the optimized weighting coefficients of the
IrCC𝑠 having an average code rate of 𝑅𝑠, so that a nar-
row but marginally open EXIT-tunnel between the EXIT
curves of the inner amalgamated “MSDSD𝑠-URC𝑠” de-

coder and the outer IrCC𝑠 decoder emerges at the RS’s
receiver.

∙ Step 5: Upon fixing the optimized weighting coefficients
of the IrCC𝑠 obtained in Step 4 at the source MS,
determine 𝐼𝑑𝑖𝑛𝑛𝑒𝑟1, 𝐼𝑑𝑖𝑛𝑛𝑒𝑟2 as well as 𝐼𝑑𝑖𝑛𝑛𝑒𝑟3

2 in a similar
manner according to the low-complexity near-capacity
cirterion as used in Step 3 with the aid of the EXIT
chart.

∙ Step 6: Under the assumption of perfectly error-free DF
relaying, use the EXIT curve matching algorithm of [24]
to match the EXIT curve of the amalgamated “MSDSD𝑟-
IrCC𝑟” decoder to the target EXIT curve of the combined
“MSDSD𝑠-URC𝑠-IrCC𝑠” scheme at the destination in
order to obtain the optimized weighting coefficients of
the IrCC𝑟 at a fixed average code rate of 𝑅𝑟.

Without loss of generality, only the CRO near-capacity
system design details for Scenario I of Table I are provided in
the ensuing discussion, while those of Scenario II are similar,
but they are omitted for the reason of space economy.

A. Reduced-Complexity Near-Capacity Design at the Relay in
Scenario I

Although it is not explicitly demonstrated here owing to
the lack of space, the iterative information exchange between
the MSDSD𝑠 and URC𝑠 blocks of the relay’s receiver seen in
Fig. 7 approaches convergence as early as the second iteration.
Hence, the number of iterations between the MSDSD𝑠 and
URC𝑠 blocks is set to 𝐼𝑟𝑖𝑛𝑛𝑒𝑟 = 2, when we obtain the EXIT
curve of the combined “URC𝑠-MSDSD𝑠” inner decoder of the
RS, as shown in Fig. 4 and in our future simulations, in order
to avoid any unnecessarily imposed complexity. In practice,
for the sake of avoiding a potentially excessive complexity
at the RS, while approaching the capacity, a ‘higher-than-
necessary’ EXIT curve associated with 𝑁𝑤𝑖𝑛𝑑 = 7 may be
ensured for the combined inner “MSDSD𝑠-URC𝑠” decoder
by having a slightly ’higher-than-necessary’ overall equivalent
SNR, for example, 𝛾𝑜𝑒 = −2.3 dB, as depicted in Fig. 4. Then,
using the EXIT curve of the amalgamated inner “MSDSD𝑠-
URC𝑠” decoder, the optimized weighting coefficients of the
IrCC𝑠 associated with 𝑅𝑠 = 0.52 can be obtained with the
aid of the EXIT curve matching algorithm of [24], resulting
in a narrow but marginally open tunnel between the EXIT
curves of the amalgamated “MSDSD𝑠-URC𝑠” decoder and
the IrCC𝑠 decoder, as seen in Fig. 4.

On the other hand, in order to further reduce the com-
plexity imposed by the “MSDSD𝑠-URC𝑠” decoder during
the iterative decoding process at the RS, an adaptive-window-
duration based scheme is proposed for the MSDSD𝑠, where
the observation window size was initially set to the smallest
value of 𝑁𝑤𝑖𝑛𝑑 = 2, which will be slightly increased, as
soon as the iterative decoding process between the “MSDSD𝑠-
URC𝑠” decoder and the IrCC𝑠 decoder converges. More
specifically, the iterative decoding process is monitored with

2The way of determining 𝐼𝑑𝑖𝑛𝑛𝑒𝑟3 is different from that of 𝐼𝑑𝑖𝑛𝑛𝑒𝑟1, in
that we commence by setting a relatively high intial value for 𝐼𝑑𝑖𝑛𝑛𝑒𝑟3 when
optimizing the weighting coefficients of IrCC𝑟 . Then, we gradually reduce
𝐼𝑑𝑖𝑛𝑛𝑒𝑟3 to a value, where any further reduction of 𝐼𝑑𝑖𝑛𝑛𝑒𝑟3 may cause a
substantial shift of the EXIT curve of the combined “MSDSD𝑟-IrCC𝑟”
block.
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Fig. 8. Complexity reduction achieved the adaptive-window-duration scheme
for the MSDSD.

the aid of the real-time MI estimation, where the MI between
the transmitted coded bits having equiprobable occurrence and
the extrinsic LLR may be computed without knowing the
actually transmitted coded bits at the receiver as follows [26]:

𝐼 = 1− 2

𝐾

𝐾∑
1

log2(1 + 𝑒−𝐿𝑘)

1 + 𝑒−𝐿𝑘
, (27)

where 𝐾 is the coded bit frame length. Thus, when the
increase of the MI estimated at the output of the “MSDSD𝑠-
URC𝑠” becomes rather marginal, the value of 𝑁𝑤𝑖𝑛𝑑 has to
be increased to allow further benefical information exchanges
among the decoders. The proposed adaptive-window-duration
based scheme is characterized by Fig. 4. Indeed, the complex-
ity imposed is significantly reduced by the adaptive-window-
duration based scheme, as observed in Fig. 8, where the com-
plexity imposed by the MSDSD𝑠 in terms of the number of
tree leaves visited during the SD tree search process per bit is
plotted versus 𝛾𝑜𝑒 for systems operating both with and without
the adaptive-window-duration based scheme. Note that the
complexity evaluated here for the MSDSD𝑠 also corresponds
to the number of signal vector candidates s enumerated during
the MSDSD detection per transmitted bit. Remarkably, the
complexity imposed by the MSDSD𝑠 is substantially reduced
in Fig. 8 with the aid of the adaptive-window-duration assisted
scheme by as much as 75% at 𝛾𝑜𝑒 = 0.4 dB, when the open
EXIT tunnel created by having 𝑁𝑤𝑖𝑛𝑑 = 7 is rather narrow.
This is not unexpected, since although an increased number
of iterations may be needed between the “MSDSD𝑠-URC𝑠”
decoder and the IrCC𝑠 decoder to achieve the same amount
of iteration gain, the complexity per iteration imposed by
the MSDSD𝑠 using a reduced 𝑁𝑤𝑖𝑛𝑑 value is expected to
be exponentially reduced when the adaptive-window-duration
based scheme is employed. Thus, a potentially reduced overall
complexity is imposed.
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decoder and the combined “MSDSD𝑟-IrCC𝑟” decoder employed by the
destination BS (DQPSK, 𝛾𝑜

𝑒 = −2.3 dB, 𝑣 = 3, 𝑓𝑑 = 0.01).

B. Reduced-Complexity Near-Capacity Design at the Desti-
nation in Scenario I

In Section VI-A, the IrCC𝑠 decoder of Fig. 7 was specif-
ically designed to allow a near-capacity operation over the
SR link with the aid of the EXIT curve matching algorithm
of [24] carried out at the RS. Let us now consider the
destination BS and optimize the weighting coefficients of
the other IrCC, i.e. those of the IrCC𝑟, employed by the
RS’s transmitter in Fig. 7. Based on the above-mentioned
desirable choice of 𝐼𝑟𝑖𝑛𝑛𝑒𝑟 = 2, we also set the number
of iterations between the MSDSD𝑠 and URC𝑠 blocks of
the BS to 𝐼𝑑𝑖𝑛𝑛𝑒𝑟1 = 2. Then, we continue by determining
the desirable number of iterations between the combined
“MSDSD𝑠-URC𝑠” decoder and the IrCC𝑠 decoder, 𝐼𝑑𝑖𝑛𝑛𝑒𝑟2,
as well as that required between the MSDSD𝑟 and the IrCC𝑟
arrangements, 𝐼𝑑𝑖𝑛𝑛𝑒𝑟3, by plotting the corresponding EXIT
curves of the amalgamated “MSDSD𝑠-URC𝑠-IrCC𝑠” decoder
as well as those of the combined “MSDSD𝑟-IrCC𝑟” decoder
associated with different values of 𝐼𝑑𝑖𝑛𝑛𝑒𝑟2 and 𝐼𝑑𝑖𝑛𝑛𝑒𝑟3, re-
spectively, as seen in Fig. 9. Specifically, observe in Fig. 9
that a sharply-rising EXIT curve can be created, when using
our low-complexity near-capacity design criterion, since only
𝐼𝑑𝑖𝑛𝑛𝑒𝑟1 = 2 iterations are required between the MSDSD𝑠 and
the URC𝑠, while 𝐼𝑑𝑖𝑛𝑛𝑒𝑟2 = 5 iterations may be necessitated
between the combined “MSDSD𝑠-URC𝑠” decoder and the
IrCC𝑠 of Fig. 7. Similarly, observe the EXIT curves of the
combined “MSDSD𝑟-IrCC𝑟” decoder associated with three
IrCC subcodes in Fig. 9, which indicates that although the
EXIT curve of ‘MSDSD𝑟-URC𝑟” can be shifted to the left by
increasing the number of iterations between the MSDSD𝑟 and
the IrCC𝑟, any further shifting of the EXIT curve to the left in
the interest of creating a wider EXIT tunnel is becoming rather
marginal, when the number of iterations exceeds 𝐼𝑑𝑖𝑛𝑛𝑒𝑟3 = 2.
Hence, based on the low-complexity near-capacity design
criterion, the number of iterations between the MSDSD𝑟 and
the IrCC𝑟 blocks of Fig. 7 is chosen to be 𝐼𝑑𝑖𝑛𝑛𝑒𝑟3 = 2.
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Finally, upon fixing the optimum code rate of 𝑅𝑟 = 0.66
obtained in Table I, we use the EXIT curve matching algorithm
of [24] to match the SNR-dependent EXIT curve of the
combined “MSDSD𝑟-IrCC𝑟” decoder employed at the BS
to the target EXIT curves of the amalgamated “MSDSD𝑠-
URC𝑠-IrCC𝑠” decoder of the BS, as shown in Fig. 10.
Consequently, a potentially near-error-free decoding can be
realized by the information exchange between the combined
“MSDSD𝑠-URC𝑠-IrCC𝑠” and “MSDSD𝑟-IrCC𝑟” decoders.
However, this cannot be achieved by simply using one of 17
IrCC𝑟 subcodes having the same code rate, as observed in
Fig. 10, owing to the absence of an open EXIT tunnel.

VII. SIMULATION RESULTS AND DISCUSSIONS

We have now completed the low-complexity near-capacity
system design conceived for the single-relay-aided cooperative
system of Fig. 1. The corresponding Monte-Carlo simulation
based decoding trajectory is now plotted in Fig. 10, which
reaches the (1.0, 1.0) point of the EXIT chart, indicating the
achievement of decoding convergence to an infinitesimally
low BER at near-capacity SNRs for the IrDD coding scheme
proposed in Section V-B. In Fig. 11, the BER curves of a
‘well-designed’ cooperative systems in Scenarios I and II of
Table I are portrayed in comparison to that of the conventional
near-capacity point-to-point transmission based system having
an identical bandwidth efficiency of 𝜂 = 0.5 bits/s/Hz. Upon
using the near-capacity system design of Section VI, the
proposed IrDD coding scheme becomes capable of performing
within about 1.8 dB from the corresponding single-relay-aided
DDF cooperative system’s DCMC capacity in both Scenarios
I and II. Observe in Fig. 11 that the single-relay-aided DDF
system is capable of outperforming the conventional direct-
transmission based system by about 2.2 dB for a given BER
target of 10−5 in Scenario II associated with 𝑣 = 2, when both
systems are designed to approach their corresponding theoret-
ical maximum transmission rate. By contrast, in Scenario I as-
sociated with 𝑣 = 3, the single-relay-aided cooperative system
becomes capable of even more significantly outperforming the
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Fig. 11. Achievable BER performance of the near-capacity designed single-
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direct-transmission based system, requiring an overall transmit
power, which is about 4.6 dB lower than that needed by the
latter to achieve an infinitesimally low BER, while maintaining
a bandwidth efficiency of 𝜂 = 0.5 bits/s/Hz.

VIII. CONCLUSION

We proposed a CRO-based near-capacity DDF-aided co-
operative system. Its DCMC capacity was investigated in
comparison to that of its classic direct-transmission based
counterpart in order to answer the crucial question, whether it
is worth introducing cooperative mechanisms into the develop-
ment of wireless networks. Based on our low-complexity near-
capacity design procedure, a novel IrDD coding scheme was
conceived for DDF cooperative systems employing our low-
complexity adaptive-window-aided SISO iterative MSDSD
scheme, which operates within about 1.8 dB from the capacity
- despite its modest complexity.
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