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Abstract—Near-capacity Non-coherent Cooperative Network-
coding aided Multi-user (NNCNM) systems are designed with
the aid of Extrinsic Information Transfer (EXIT) charts for the
sake of approaching the Differential Discrete-input Continuous-
output Memoryless Channel’s (D-DCMC) system capacity1. The
upper and lower Frame Error Ratio (FER) performance bounds
are derived for aiding our network coding design. The outage
capacity of the D-DCMC channel is also calculated and used
for computing the best-case performance bounds of both the
corresponding single-link scheme and of the proposed NNCNM
system. Moreover, a new technique referred to as the Pragmatic
Algebraic Linear Equation Method (PALEM) was proposed for
determining the exact number of information sources that may be
recovered from the composite NNCNM stream, which constitutes
a lower-complexity evaluation of the attainable FER performance
of the NNCNM systems without resorting to high-complexity
Monte-Carlo simulations. The NNCNM systems advocated are
capable of operating within 0.3-0.5 dB from the corresponding
D-DCMC capacity. A joint treatment of channel and network
coding is considered in our system2. The design principles
presented in this contribution may be extended to a vast range of
NNCNM based systems using arbitrary channel coding schemes.

Index Terms—Differential detection, channel coding, network
coding and cooperative communications.

I. INTRODUCTION

NETWORK coding has been shown to be capable of
increasing the achievable throughput, while minimising

both the amount of energy as well as delay of packets
travelling through the network [2]–[5]. Dynamic Network
Codes (DNC) were proposed by Xiao et al. [5]–[8], where
each of the M users broadcasts a single Information Frame
(IF) of its own both to the Base Station (BS) and to the other
users during the first Time Slot (TS). Then, during the 2nd

to the (M)th TS, each user transmits to the BS (M − 1)
nonbinary linear combinations of those particular IFs that were
successfully decoded.

Generalised Dynamic Network Codes (GDNC) were pro-
posed in [9], [10] by interpreting the design problem as
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being equivalent to that of designing linear block codes defined
over GF(q) for erasure correction. The authors of [9], [10]
extended the original Dynamic Network Code (DNC) concept
presented in [6]–[8] by allowing each user to broadcast several
(as opposed to a single in [6]–[8]) IFs of its own during the
broadcast phase (BP) via orthogonal channels, as well as to
transmit several nonbinary linear combinations, which are also
considered as Parity Frames (PFs), during the Cooperative
Phase (CP) via orthogonal channels. The FER performance
of the GDNC scheme was determined in [9] by calculating
the rank of the matrix characterising GDNCs. This method,
which we refer to as the Purely Rank-Based Method (PRBM),
always provides an optimistic estimate of the attainable FER
performance of GDNCs.

Tüchler and Hagenauer proposed the employment of Ir-
regular Convolutional Codes (IrCCs) [11], [12] for serially
concatenated schemes, which are constituted by a family of
convolutional codes having different rates, in order to design a
near-capacity system. They were specifically designed with the
aid of Extrinsic Information Transfer (EXIT) charts conceived
for analysing the convergence properties of iterative decoding
aided concatenated coding schemes [13].

As the number of sources and relays increases, it becomes
unrealistic to obtain accurate Channel State Information (CSI)
for the increasing number of mobile-to-mobile channels. As
a result, the CSI-errors may erode the performance of the
near-capacity coherent modulation schemes designed with the
aid of EXIT charts relying on the assumption of perfect
CSI estimation. Hence Differential M-ary Phase-Shift Keying
(DMPSK) can be chosen for the sake of eliminating the
excessive complexity of channel estimation in distributed
networks [14].

Furthermore, Multiple-Symbol Differential Detection
(MSDD) [15] may be employed in order to mitigate the
performance loss of the non-coherent receivers. Since the
differential encoder is ’recursive’ – i.e. has an infinite impulse
response – similar to Recursive Systematic Convolutional
(RSC) codes, the (1,1) point of the EXIT chart can
be approached by MSDD having a detection window
length as long as the decoding frame length. However,
the computationally affordable MSDD window length
is severely limited, because its extension imposes an
exponentially increasing detection complexity. As a remedy,
Multiple-Symbol Differential Sphere Detection (MSDSD)
[16] was proposed for reducing the complexity, but the
employment of a frame-sized detection window length still
remains impractical. Furthermore, having a slightly degraded
performance is unavoidable, since MSDSD constitutes the
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Max-Log-MAP – rather than MAP – algorithm [17] of
MSDD. Therefore, a recursive Unity-Rate Code (URC) [18]
having an infinite impulse response may be employed as an
intermediate code. In other words, a near-capacity channel
coding scheme - namely IrCC-URC-DMPSK associated with
MSDD - can be invoked for the sake of approaching the
achievable non-coherent-detection based channel capacity,
while the high-complexity, yet imperfect channel estimation
requiring a high pilot-overhead is eliminated.

Additionally, implementing iterative decoding exchanging
extrinsic information between channel coding and network
coding is capable of improving the system’s performance. This
idea has been studied in [19], [20]. However, extending our
knowledge acquired from [19], [20] to iterative decoding in
the context of our scenario considering multiple-relays/users3

leads to an extremely high complexity, rendering the adoption
of a joint channel-network code design impractical. This
conclusion was also suggested by Iscan and Hausl in [21]. Al-
ternatively, the inter-operation of channel-and network-coding
may be exploited to provide an improved performance, as
suggested in [22]. We further develop this philosophy for
the case of employing a practical rather than an ideal/perfect
channel code.

Against this background, the novel contribution of this
article is that a practical near-capacity channel coding scheme
is designed with the aid of EXIT charts for the sake of sup-
porting non-coherent cooperative communications. The design
guidelines presented in this contribution can also be extended
to a diverse range of other network-coding aided multiuser
systems employing arbitrary channel coding schemes. More
specifically:

1) The near-capacity coded differential modulation scheme
associated with MSDD is then employed in the proposed
network-coding based system, in order to achieve a
good performance in the absence of channel estimation.
The near-capacity coded differential modulation scheme
associated with MSDD is designed with the aid of EXIT
charts under the consideration of the effects of both the
shadow-fading and of the small-scale Rayleigh fading
in our channel model.

2) We introduced and formulated the complementary Cu-
mulative Distribution Function (CDF) F (SNRr|R) for
characterising the D-DCMC channel employing MSDD
aided DMPSK. This CDF function has been computed
with the aid of EXIT charts. Based on F (SNRr|R), we
defined and formulated the outage capacity of the dif-
ferentially encoded modulation scheme corresponding to
different outage probability values ε. This outage capac-
ity is employed for computing the best-case performance
bounds of both the single-link scheme and of the Non-
coherent Cooperative Network-coding aided Multi-user
(NNCNM) system.

3) Based on the upper bound and lower bound formulae
conceived for a coherent Continuous-input Continuous-
output Memoryless Channel (CCMC) based network
coding aided system in [4], we further extend these

3In our scenario, each user itself plays a role as a relay. Hence, our model
has multiple-users and multiple-relays.

formulae for calculating the FER performance bounds
and for the diversity order of the NNCNM system.
These bounds guide our network coding design as well
as assist us in estimating the FER performance of
the NNCNM system without running extremely time-
consuming Monte-Carlo simulations.

4) Based on the algorithms employed for recovering the
transmitted frames at the base station (BS), we proposed
a new method that we refer to as the Pragmatic Alge-
braic Linear Equation Method (PALEM). This method
is capable of accurately characterising the system’s FER
performance. The system’s performance estimated by
the PALEM is compared to that obtained by the PRBM.

5) The idea of adaptive network coding suggested in [22]
is also considered in our system for the joint treatment
of channel-network coding in order to improve the
multiplexing capability of the network coding scheme
used in our system.

The rest of this article is organised as follows. In Section
II, outage probabilities are derived before highlighting the
MSDD-aided-DMPSK scheme’s architecture. Then, our sys-
tem model is portrayed and the detector employed at the BS
is detailed, along with the portrayal of the proposed method
PALEM. The bounds of the system’s outage probability are
derived in Section III. Then, the system parameters are sum-
marised in Section IV. In Section V, we propose appropriate
design procedures for both our near-capacity IrCC-URC-
MSDD-aided-DMPSK arrangement and for network coding.
Furthermore, we conceive an EXIT-chart based method for
computing the D-DCMC outage capacity. Our performance
results are discussed in Section VI, before offering our con-
clusions in Section VII.

II. PRELIMINARIES

A. Single Link Channel Outage Probability

We consider a single transmission link associated with the
transmitted and received signals of x and y, respectively. The
received signal can be represented as

y = hx+ n , (1)

where h = hshf is the complex-valued fading coefficient
comprised of two components, a slow fading coefficient (large-
scale shadow fading or quasi-static fading) hs, which is
constant for all symbols within a transmission frame and a
fast fading (small-scale Rayleigh fading) coefficient hf , which
varies on a symbol by symbol basis, while n is the Additive
White Gaussian Noise (AWGN) process having a variance of
N0/2 per dimension.

We refer to C as the maximum achievable transmission
rate of reliable communication supported by this channel. Let
us assume that the transmitter encodes data at a rate of R
bits/s/Hz. If the channel realisation h has a capacity of C|h <
R, the system is declared to be in outage, where the outage
probability is given by:

Pe(R) = Pr {C|h < R} , (2)

and C|h is the capacity, i.e. the maximum achievable rate
of the channel, provided that h is known. If x is i.i.d.,
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the transmission link obeys the CCMC model. The outage
probability for the CCMC channel is given by [23]

PCCMC
e (R) = Pr

{
|hs|2E

[
|hf |2

]
<

2R − 1

SNR

}
, (3)

where SNR = E[|X|2]
N0

= 1
N0

is the signal to noise power
ratio, when E[|X |2] = 1.

We define the receiver’s SNR as SNRr = E[|h|2SNR] =
|hs|2/N0 when E[|hf |2] = 1, and consider a D-DCMC having
a data rate of R = ηRc, where η is the number of modulated
bits and Rc is the equivalent channel coding rate. At a given
data rate R, we can identify the corresponding SNRr|R point
on the D-DCMC capacity curve, which will be calculated by
using EXIT-charts in Section V-A. Then, similar to (3), the
outage probability of the D-DCMC model is equivalent to the
probability of the specific event that we have |h|2SNR <
SNRr|R:

PD−DCMC
e (R, η) = Pr

{
|hs|2E[|hf |2] <

SNRr|R
SNR

}
. (4)

B. MSDD-aided-DMPSK

For DMPSK schemes, differential encoding is carried out
according to:

sn =

{
s1 n = 1
xn−1sn−1 n > 1

, (5)

where xn carries the source information. For a single transmis-
sion link, the signal received over a Rayleigh fading channel
may be expressed as:

yn = snhn + nn, (6)

where the AWGN nn has a zero mean and a variance of
N0, while hn denotes the fading coefficient having a temporal
correlation of ε{hnh

∗
n+k} = J0(2πkfd) according to Clarke’s

fading model mentioned in [15], where J0 denotes the zero-
order Bessel function of the first kind and fd is the normalized
Doppler frequency.

In order to observe the received signal across an MSDD
decision window of Nw consecutive symbols, (6) may be
further developed as:

y = sh+ n, (7)

where the (Nw× 1)-element matrix y = [yn−Nw+1, · · · , yn]T
models the received symbols within the MSDD win-
dow, while the equivalent fading channel matrix h =
[hn−Nw+1, · · · , hn]

T and the equivalent AWGN matrix n =
[nn−Nw+1, · · · , nn]

T are both of size (Nw × 1). The (Nw ×
Nw)-element equivalent transmission matrix s of (7) is mod-
elled as s = diag{[sn−Nw+1, · · · , sn]}T .

The MSDD aims for minimizing the a posteriori probability
of [15]:

Pr (y | s) =
exp

[
−tr

{
yH(Ryy)

−1y
}]

πNw det(Ryy)
, (8)

where the correlation matrix Ryy, whose determinant is a
real-valued constant, is given by:

Ryy = sRhhs
H +Rnn = sCsH , (9)
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Fig. 2: The model of the system having M = 2 users, and
each user transmits k1 = 1 information frames and k2 = 1
parity frames.

where the correlation of the fading channel is given by Rhh =
Toeplitz{ρ0, · · · , ρNw−1}4, with ρk = NJ0(2πkfd), while the
correlation matrix of the AWGN is given by Rnn = N0 ·INw .
The channel’s correlation matrix in (9) is defined as C =
Rhh + Rnn. Therefore, the trace operation in (8) may be
further formulated as:

tr
{
yH(Ryy)

−1
y
}
= tr

{
yHsC−1sHy

}
=
∥∥LHsHy

∥∥2,
(10)

where the lower triangular matrix L is generated by the
decomposition of C−1 = LLH . Based on the a posteri-
ori probability of (8), the Log-MAP algorithm conceived
for MSDD-aided-DMPSK may be formulated as (11) where
Le(bk | y) denotes the extrinsic LLR provided for the bit bk,
while sk0 and sk1 refer to the constellation set corresponding to
the equivalent transmission matrix s when bk is set to 0 and
1, respectively.

C. System Model

The system’s general architecture may be structured into
two layers, namely channel coding and network coding, as
seen in Fig 1. Let us initially portray the network coding aspect
by describing a simple system, which is illustrated in Fig 2.
This system has M = 2 users communicating with a BS [6],
where a transmission session consists of (k1M + k2M) = 4
phases, namely the BPs B1 and B2, as well as the CPs C1

and C2. For simplicity, we refer to a single transmission phase
(BP or CP) as a time slot, in which a user transmits a single
frame (IF or PF).

4This notation simply indicates that Rhh is a Toeplitz-structured matrix
constituted by the elements {ρ0, · · · , ρNw−1}
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Le(bk | y) = ln

⎛
⎝
∑

s∈sk1
exp

[∥∥LHsHy
∥∥2 +∑Nw(log2 M)

j=1,j �=k bjLa(bj)
]

∑
s∈sk0

exp
[
‖LHsHy‖2 +

∑Nw(log2 M)
i=1,i�=k biLa(bi)

]
⎞
⎠ , (11)
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Fig. 1: The system general architecture.

As seen in Fig 2, each user participating in the transmission
session transmits k1 = 1 IF during the corresponding BP and
k2 = 1 PF during the corresponding CP according to the
transfer matrix G2×4 [6]–[8]

G2×4 =

[
1 0 | 1 1
0 1 | 1 2

]
, (12)

where the PF transmitted by User 1 (or User 2)
during the CP C1 (or C2) is given by �1(1) =
G2×4(1, 3)I1(1) + G2×4(2, 3)I2(2) = I1(1) + I2(2) (or
�2(1) = G2×4(1, 4)I1(1) + G2×4(2, 4)I2(2) = I1(1) +
2I2(2))5. The variable Ii(i), i = [1, 2], represents the IF
transmitted by User i during the BP Bi, while the variable
�i(j) represents the jth PF of User i.

We then define G
′
2×4 as the corresponding modified transfer

matrix, where the terminology modified implies that the entries
of G

′
2×4 are modified with respect to those of the original

transfer matrix G2×4 of (12) according to the success/failure of
each transmission phase within an actual transmission session.
The further detailed mathematical description of the modified
matrix G

′
2×4 can be found in [4].

Let us now generalise the network coding model of Fig 1.
The transfer matrix Gk1M×k1M+k2M (or G for shorthand)
comprising the identity matrix Ik1M×k1M (or I for short-
hand) and the parity matrix Pk1M×k2M (or P for short-
hand) represents a transmission session of the system, where
all the frames transmitted during that session are success-
fully decoded. We also define the modified transfer matrix
G

′
k1M×k1M+k2M (or G

′
for shorthand) representing an actual

transmission session. Note that the corresponding identity ma-
trix I

′
of matrix G

′
represents the results of the transmissions

of the Mk1 IFs transmitted from the M users to the BS during
the k1M broadcast phases. By contrast, the corresponding

5The � operation in this context was first introduced in [6], [7].

parity matrix P
′

of matrix G
′

illustrates the results of all the
inter-user transmissions during the k1M broadcast phases as
well as the transmission results of all PFs transmitted from
the M users to the BS during the k2M cooperative phases.
The formation of the matrices G and G

′
is detailed in [4].

When considering the channel coding aspects, we assume
that all the links in the system are supported by channels
having the same information rate R. In order to achieve an
infinitesimally low BER, turbo detection may be employed
at both the User’s unit and the BS. Similar to the classic
Recursive Systematic Convolutional (RSC) codes, the differ-
ential encoder of the DPSK has a recursive structure, i.e. an
infinite-duration impulse response, which efficiently spreads
the extrinsic information during iterative detection. Hence,
theoretically a free distance of d = 2 may be achieved by
a combined RSC decoder and a MSDD having a detection
window size, which has to be as long as the encoding
frame length. However, the computationally affordable MSDD
window length is severely limited, because its extension
imposes an exponentially increasing detection complexity. As
a remedy, MSDSD [16] was proposed for reducing the com-
plexity, but the employment of a frame-sized detection window
length still remains impractical. In addition, having a slightly
degraded performance is inevitable, since MSDSD constitutes
the Max-Log-MAP – rather than MAP – algorithm [17] of
MSDD. Therefore, a recursive URC [18] having an infinite
impulse response may be employed as an intermediate code, as
seen in the channel coding section of Fig 1. If the User’s unit
and the BS can afford the IRCC decoding complexity, then a
near-capacity performance may be achieved by employing the
three-stage coding arrangement IRCC-URC-DMPSK. In order
to exploit the benefits of the turbo principle, two interleavers,
namely π1 and π2, are employed for efficiently spreading
the extrinsic information in support of the inner iterations
occurring between the MSDD and the URC decoder, as well
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as the outer iterations between the MSDD-URC arrangement
and the IRCC decoder.

D. Recovery of the frames at the base station

As the system proceeds through an actual transmission
session, the corresponding modified transfer matrix G

′
, which

is formed, consists of the identity matrix I
′

and its parity
matrix P

′
. The frames successfully received at the BS can

be represented as [4]

(a) XI
′
= YI′ , (b) XP

′
= YP ′ , (13)

where X is a matrix representing the IFs transmitted by the
M users during the transmission session of the system, while
the matrices YI′ and YP ′ represent the frames successfully
received at the BS during the BPs and CPs, respectively. In
line with [4], [9], [10], we assume that the BS is aware of how
each PF was constructed, hence G′ is known at the BS. As a
result, the BS can certainly recover a set XI′ of IFs, which is
a subset of X, from YI′ as

XI′ = YI′ . (14)

Substituting XI′ given by (14) into (13b) we arrive at

(X − XI′ )P
′
= YP ′ − XI′ P

′
. (15)

Then, a set X̃P ′ of IFs is retrieved from (15) by using the
Gaussian elimination algorithm [24]. Ultimately, the entire set
of IFs recovered at the BS is X̃P ′

⋃
XI′ out of the X of IFs.

It was demonstrated in [4] that the PRBM always produces
an optimistic result in comparison to the actual one, which is
based on the recovery of the frames based on by (13), (14)
and (15).

E. Pragmatic Algebraic Linear Equation Method

Based on the algorithms employed for the recovery of the
frames at the BS presented in Section II-D, we proposed
a new method that we refer to as the Pragmatic Algebraic
Linear Equation Method, which is capable of accurately char-
acterising the system’s FER performance. Employing solely
the modified transfer matrix G′, PALEM facilitates a lower-
complexity evaluation of the attainable FER performance of
the NNCNM system-family Monte-Carlo simulations. In the
PALEM context, the recovery of IFs applied at the BS relies
on determining the specific ’variables’6 that may be retrieved
from a set of the linear equations formulated from the modified
transfer matrix G

′
. Then, the PALEM can be represented in

form of the following three main steps:

1) Specify the rank of the transfer matrix G and I
′
:

rank(G) = RF , rank(I
′
) = RI′ ;

2) Set all the specific variables that can be recovered with
the aid of the matrix I

′
in the entire modified transfer

matrix G
′

to zero for the sake of forming a new transfer
matrix G

′′
;

6The variables in this context are defined as the information frames
transmitted by all the M users during the broadcast phases. These frames
are contained in either the information frames or the parity frames received
at the BS.

3) Let us now denote the number of recoverable variables
by Nc, which is a function of RF , RI′ , RP′′ and KF ,
where RP′′ is the rank of the parity matrix P

′′
, and

KF is the number of variables that can be recovered
with the aid of the matrix P

′′
. Note that if the number

of variables to be recovered equals to the rank of the
matrix established from the corresponding set of the
linear equations, then it is possible to recover all the
variables. However, if RI′ + RP′ < RF , we can only
recover KF number of variables from the matrix P

′′
.

More specifically, the matrix P
′′

can be transformed into
an upper triangular transform P

′′
U,T of the transposed

matrix P
′′

. Then, we can recover KF (< RF − RI′ )
number of variables via an iterative detect-and-substitute
procedure based on P

′′
U,T . Hence, we have

Nc =

{
RF : RI′ +RP′′ = RF

RI′ +KF : RI′ +RP′′ < RF
. (16)

In order to compare the result obtained by the PALEM to
that provided by PRBM as well as by Monte-Carlo simu-
lations, let us recall the example of an actual transmission
session detailed in [4], which results in the modified transfer
matrix G

′
s given by

G
′
s =

[
0 0 | 0 1
0 0 | 0 2

]
. (17)

In this example, the PRBM of [9] suggests that the number
of variables that can be recovered from G

′
s would be Nc =

1, since the rank of the matrix G
′
s is R(G′

s)
= 1. In reality

however, given a linear equation formulated as 1 × I1(1) +
2× I2(2) = c2, which depends on the pair of variables I1(1)
and I2(2), it is impossible to retrieve any variable. In contrast
to the optimistic decision of the PRBM of Nc = 1, the correct
result of Nc = 0 was obtained by the PALEM as well as by
the actual recovery of the frames by employing (13), (14) and
(15).

III. BOUNDS OF THE SYSTEM’S OUTAGE PROBABILITY

Let Um,t be a set of user indices corresponding to the
specific users that succeeded in correctly recovering an IF
Im(t) transmitted by User m during TS t. Note that User m
itself is always included in this set. Let us denote the number
of members in the user set Um,t by ||Um,t||. Then, the strict
upper bound PUpper

o of the system’s outage probability Po

may be calculated by [4]:

PUpper
o = Ω+

(
E + F

F

)
PM+k2
e (1− Pe)

1− Pe − E
F+1Pe

1−RM
o

1−Ro
, (18)

where we have E = (Mk1 − 1), F = Mk2 and R0 =
(1 − Pe)P

k2−1
e , provided that Pe is the outage probability

of the single link as defined in [25], while the term Ω can be
determined by

Ω =

[(
k1 + k2 − 1

k2

)
−
(
E + F

F

)]
PM+k2
e (1− Pe)

1− Pe − E
F+1Pe

. (19)
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According to [4], the strict lower bound PLower
o can be

calculated by:

PLower
o =

(
E+F
F

)
PF+1
e

[(
Pe

E+F

)E+1

− (1− Pe)
E+1

]

(1− Pe)
1−M

(
Pe

E+F + Pe − 1
) . (20)

IV. THE SYSTEM’S DIVERSITY ORDER AND ITS

PARAMETERS

According to [6]–[10], the diversity order DNNCNM of the
system is bounded by

M + k2 ≤ DNNCNM ≤ Mk2 + 1. (21)

The authors of [6]–[10] inferred the diversity order
DNNCNM found in (21) based on the following formula:

DNNCNM = lim
SNR→∞

− log2 Po

log2 SNR
, (22)

where the order of Pe for the best-and worst-case Po value
was estimated and used instead of Po itself. Furthermore, by
exploiting the most influential terms of PUpper

o and PLower
o

instead of Po itself [4] in (22), it may be seen that the upper-
and lower-bounds of the probability Po are in harmony with
the estimated diversity order given by (21).

For notational convenience, we characterise
the system by using the set of main parameters
(R,M, k1, k2,G, RNNCNM , DNNCNM ), where the system’s
overall information rate RNNCNM is calculated by:

RNNCNM = RinfoR =
k1R

k1 + k2
, (23)

provided that the network coding information rate Rinfo is
expressed as [9], [10]

Rinfo =
k1

k1 + k2
. (24)

We then define Eb/N0 as the energy per bit to noise power
spectral density ratio, which can be computed in our system
as:

Eb/N0 =
SNR

RNNCNM
= SNR

k1 + k2
k1R

. (25)

To summarise, the main parameters of the system are briefly
described in the Table I.

V. NEAR-CAPACITY CODING DESIGN

In this section, we first design a powerful channel coding
scheme for minimising the probability of errors imposed by
link-level transmissions. The details of our design procedure
and its performance evaluation are presented in Sections V-A
and V-B. Then, based on the number of active users, a
suitable transfer matrix is constructed from an appropriately
chosen generator matrix of classic Reed Solomon (RS) codes,
which are maximum minimum distance codes. The generator
matrix of RS codes constructed over the Galois Field GF(q)
is provided by the software application SAGE [26]. Again,
the parameters characterising the system may be adjusted to
meet diverse design criteria, such as the system’s effective
information rate, or its expected FER-performance estimated

on the basis of the system’s diversity order, etc. This process
is detailed in Section V-C, while in Section V-D, an adaptive
mechanism is conceived for improving the system’s perfor-
mance.

A. Near-Capacity Channel Code Design

According to (1) and (3), the average SNRr per frame can
be expressed as

SNRr =
E[|hs|2]E[|hf |2]E[|x|2]

N0
=

|hs|2
N0

, (26)

where we have E[|x|2] = 1, E[|hf |2] = 1 and E[|hs|2] = |hs|2
for correlated Rayleigh fading channels. Given a specific
SNRr, we can generate the EXIT chart [13] of the system.
As stated in Section I, a near-capacity IrCC-URC-MSDD-
aided-DMPSK channel coding scheme is chosen for the sake
of approaching the achievable channel capacity. For reasons
of simplicity, we present our generic design procedure for
the specific example of a specific IrCC-URC-Differential
Quadrature Phase Shift Keying (IrCC-URC-DQPSK) design
associated with MSDD of Nw = 4 using our generically appli-
cable EXIT-chart aided method, which is briefly summarised
as follows:

Step1: Create the EXIT curve of the inner decoder com-
ponent constituted by our URC-MSDD-aided-DQPSK scheme
for different SNRr values;

Step2: We opt for the normalised data rate of R = η ×
Rc = 2 × 0.5, which is chosen independently from the other
parameters of the system. We then fix the IrCC code rate
of Rc = 0.5, which is also chosen independently from the
other parameters of the system, and employ the EXIT curve
matching algorithm of [27] for generating the optimised
weighting coefficients αi, i = 1, ..., 36, of the 36 different-rate
component IrCC codes. More specifically, we opt for the set of
codes facilitating decoding convergence to a vanishingly low
BER at the lowest possible SNRr, while ensuring that the
Monte-Carlo simulation based decoding trajectory reaches the
point of perfect convergence at (1,1) at the top-right corner
of the corresponding EXIT chart. This implies that a near-
capacity performance can be achieved, as detailed in [28].

Having implemented the design steps mentioned above,
we obtain the EXIT curves and the corresponding IrCC
component-code weighting coefficients αi, i = 1, ..., 36, as
shown in Fig. 3. Again, as detailed in [28], these weighting
coefficients αi determine the particular fraction of the input
stream to be encoded by the ith IrCC component code having
a code rate of αi. The EXIT-chart results show that provided
a sufficiently high number of iterations, J is carried out
between the IrCC decoder and the composite URC-MSDD-
aided-DQPSK decoder, the Monte-Carlo simulation based
decoding trajectory would reach the (1, 1) point in Fig. 3,
which guarantees a vanishingly low BER.

Furthermore, the area property of EXIT-charts [29] states
that the area under the EXIT curve of an inner decoder compo-
nent is approximately equal to the attainable channel capacity,
provided that the channel’s input symbols are equiprobable.
Hence we exploited the area property of EXIT-charts [29]
to determine the achievable capacities of the URC-MSDD-
aided-DQPSK and IrCC-URC-MSDD-aided-DQPSK systems,
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TABLE I: The main parameters of the system

Parameters Description
R [BPS] Information rate calculated in Bit Per Symbol (BPS) for all the links in the system
Rc The code rate of IrCC encoder described in described in Section V-A
K [iteration] The number of inner iterations described in Section V-A
J [iteration] The number of outer iterations described in Section V-A
L [bit] The number of information bits in a frame
M [user] The number of users in the system
k1 [frame] The number of information frames transmitted by each of M users

during broadcast phases within a transmission session
k2 [frame] The number of parity frames transmitted by each of M users

during cooperative phases within a transmission session
G Original transfer matrix corresponding to the case where all the frames

transmitted within a transmission session are successfully decoded
RNNCNM [BPS] The system’s overall information rate
DNNCNM Diversity order of the system determined by (21)
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Fig. 3: The EXIT curves of the inner decoder URC-MSDD-
aided-DQPSK and the outer decoder IrCC along with the
Monte-Carlo simulation based decoding trajectory when fd =
0.03.

which are quantified in Fig. 4. It is seen in Fig. 4 that
the capacity curve of the URC-MSDD-aided-DQPSK scheme
approaches that of the MSDD-aided-DQPSK arrangement,
when K > 1 inner iterations 7 are employed for the composite
URC-MSDD-aided-DQPSK decoder. It is also demonstrated
in Fig. 4 that the attainable capacity improvement becomes
negligible for K > 2. Therefore, we fix the number of inner
iterations to K = 2 throughout this paper. The numerical
results of Fig. 4 also show that for a sufficiently high number
of say J ≥ 30 outer iterations, the distance between the capac-
ity curve of the IrCC-URC-MSDD-aided-DQPSK scheme and
that of the DCMC-MSDD-aided-DQPSK arrangement is less
than 0.4 dB. Our simulation results seen in Fig. 5 verify the
accuracy of our EXIT chart analysis. When employing J = 30
outer iterations8 between the IrCC and URC components,

7The term inner iteration refers to the iterations between the MSDD-aided-
MPSK component and the URC decoder, as portrayed in Fig 1.

8Outer iterations refer to the iterations between the MSDD-aided-MPSK-
URC arrangement and the outer IRCC decoder, as also portrayed in Fig 1.
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Fig. 4: Channel capacity comparison for the MSDD-aided-
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aided-DQPSK based systems when fd = 0.03.

our IrCC-URC-MSDD-aided-DQPSK channel coding scheme
has a vanishingly low BER for SNRs in excess of 5.1 dB,
provided that the transmission frame length is sufficiently
high. Therefore, we opted for a frame length of L = 106

bits for our system. At this stage we also define the relaying-
aided reduced-distance-related pathloss-reduction. Naturally,
this pathloss-reduction becomes unity for each direct source-
to-destination link [30].

In the small-scale fading channel, the transmitter can send
data at the rate of R < C|h, while maintaining an arbitrarily
small error probability, but this idealised performance cannot
be maintained for large-scale fading channel [23]. Accord-
ingly, the performance of the proposed IrCC-URC-MSDD-
aided-DBPSK(DQPSK) scheme recorded for transmission
over the large-scale Rayleigh fading channel is presented in
Fig. 6.
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B. D-DCMC outage capacity

In the large-scale fading channel, the outage capacity C(ε)

introduced in [23] is defined as the highest possible rate of
transmission R, while ensuring that the outage probability Pe

remains less than ε. Similar to the formula established for the
CCMC case in [23], it can be inferred from (4) that the outage
capacity of the D-DCMC channel may be formulated as:

CD−DCMC(ε, η) = F−1(1 − ε), (27)

where F (SNRr|R) is the complementary cumulative distri-
bution function of |h|2 = |hs|2|hf |2, which is defined as

F (SNRr|R) = Pr

{
|hs|2 >

SNRr|R
SNR

}
. (28)

Note that F (SNRr|R) depends on the transmission rate R
as well as on the SNRr, which may be calculated from
the corresponding EXIT-chart of a given modulation scheme,
namely D-BPSK or D-QPSK. For convenience, the distribu-
tion function F (SNRr|R) is drawn in Fig. 7 against different
values of R/η for both the D-BPSK and D-QPSK scenarios.

Furthermore, the distribution function F (SNRr|R) can be
used in conjunction with Equation (27) to calculate the outage
capacity plotted in Fig. 8 corresponding to different outage
probability values ε, namely to ε = 10−1, 10−2 and 10−3.
As seen in Fig. 6, the FER performance corresponding to the
equivalent outage capacity of both the IrCC-URC-DQPSK and
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IrCC-URC-DBPSK arrangements is evaluated by calculating
the outage capacity corresponding to a given range of outage
probability, namely to ε = [10−1, 10−4]. It can also be seen
in Fig. 6 that the performance of the IrCC-URC-MSDD-
aided-DBPSK scheme as well as that of the IrCC-URC-
MSDD-aided-DBPSK scheme transmitting over the large-
scale Rayleigh fading channel and recorded for the frame
lengths of L = 105, 106 bits is within about 0.4 dB apart from
those of the corresponding outage capacity. Since the proposed
schemes attain their best performance, when operating in
conjunction with a frame length of 106 bits, as seen in Fig. 6,
we opt for using the frame length of L = 106 bits for all
corresponding results in Section VI.

C. Network Coding Design

Observing the Rinfo expression of (23) and the DNNCNM

formula of (21), it becomes plausible that we may conceive
different systems having the same network coding rate Rinfo,
but different diversity orders of DNNCNM by independently
adjusting k1, k2 and M . In other words, using (23) and (21),
we are able to design a network-coding system having the
highest possible diversity order at a given overall normalised
data rate of RNNCNM . A higher diversity order implies
that the system is capable of achieving an improved FER
performance.

In order to employ the generic design principles mentioned
above, let us now consider a specific G2×4-based system and
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a G4×8-based design example. The matrix G2×4 is given in
(12), and G4×8 was provided by [9], [10]:

G4×8 =

⎡
⎢⎢⎣

1 0 0 0 | 3 7 3 6
0 1 0 0 | 5 7 7 4
0 0 1 0 | 2 4 6 1
0 0 0 1 | 5 5 3 2

⎤
⎥⎥⎦ . (29)

Accordingly, the chosen parameters of the G2×4-based system
and those of the the G4×8-based one are listed in Table II.

It is shown in Table II that the two systems are com-
parable in terms of having the same parameter values of
R = {0.5, 1.0} ,M = 2 and Rinfo = 0.5. However, the more
complex transfer matrix G4×8 has a higher diversity order of
4 ≤ D4×8 ≤ 5 (as opposed to 3 ≤ D2×4 ≤ 3), hence it is
associated with a better detection reliability, but may impose
a higher detection complexity at the BS.

It was shown in [4] that the PRBM always suggests a
superior performance in comparison to the actual performance
obtained by simulations, as also demonstrated by the specific
example of Section II-D. According to the analysis presented
in Section II-D and Section II-E, since the PALEM can provide
the same NNCNM system’s performance as that evaluated by
the actual simulations, the results on the system’s performance
in Section VI will be evaluated by using the actual simulations
(SIMUL) and PALEM, rather than using PRBM.

Furthermore, by combining the results of the channel cod-
ing design presented in Fig 6, the bounds of the system’s
outage probability can be further exploited in order to esti-
mate the approximate performance of the NNCNM system
without Monte-Carlo simulations, which would be very time-
consuming.

D. Adaptive Network Coding

The general philosophy of the Diversity versus Multiplexing
Trade-off (DMT) is that the specific trade-off would rely on the
particular channel conditions that the system experiences [31],
[32]. When experiencing sufficiently high quality channels, the
multiplexing gain of the system can be increased for example
by reducing a number of the PFs transmitted. By contrast, an
increased diversity may be achieved by increasing the number
of PFs, when the channel conditions degrade [22]. Further-
more, another mechanism may be invoked for the channel
coding scheme, namely a channel coding scheme having a
higher information rate R may be employed, when a good
channel condition is encountered. This results in employing
an adaptive channel coding scheme, which was also invoked
in [33]. We set aside the investigation of the latter regime for
our future work.

In our system, we have opted for further developing this
adaptive feedback based solution for the proposed near-
capacity channel code. Accordingly, we can increase Rinfo

by reducing the number of parity frames transmitted. For
example, no further PFs are required, when all the IFs were
successfully received during the BPs. More specifically, let us
denote the number of PFs transmitted by each user in a trans-
mission session by k2,a. In order to increase the achievable
multiplexing gain without compromising the diversity gain,
it was suggested in [22] that the value of k2,a has to be

adaptively changed in each transmission session as follows:

k2,a =

{
0 : If Δ = 1
k2 : Otherwise

, (30)

where the feedback flag Δ is an acknowledgement bit trans-
mitted by the BS to indicate the successful/unsuccessful re-
ceptions of all the Mk1 IFs transmitted by all M users during
their broadcast phases. The value of Δ obeys the following
rule:

Δ =

{
1 : All the Mk1 IFs successfully decoded
0 : Otherwise

. (31)

As a result of applying the adaptive feedback-flag based
mechanism, the adaptive network code rate Rinfo,adaptive can
be calculated as

Rinfo,adaptive =
E[Number of transmitted IFs/session]

E[Number of all transmitted frames/session]
,

=
Mk1

Mk1 + E[ΣM
j=1k2,j ]

. (32)

As seen in Fig. 9 displaying the adaptive network coding rate
calculated from (32), at a given SNR value, different effective
network coding rates are exhibited when different modulation
schemes, namely IrCC-URC-DBPSK and IrCC-URC-DQPSK,
are employed in our system. Furthermore, the value of the
adaptive network coding rate approaches Rinfo,adaptive = 1,
when the SNR is increased. This can be inferred from (23)
and (32) by bearing in mind that the maximum value of the
adaptive system’s overall rate can be calculated as

Max {RNNCNM,adaptive} = Max {Rinfo,adaptiveR} ,

= Max

{
Mk1R

Mk1 +E[ΣM
j=1k2,j ]

}
,

= R, (33)

when the value of E[ΣM
j=1k2,j ] approaches E[ΣM

j=1k2,j ] = 0.
The condition of E[ΣM

j=1k2,j ] = 0 would hold when no further
PFs are required to be transmitted to the BS. Accordingly, it
can be readily shown from (23) and (33) that the maximum
value � of the Eb/N0-improvement obtained by employing
the adaptive mechanism may be formulated as

� = Max

{
10 log

(
RNNCNM,adaptive

RNNCNM

)}
[dB],

= 10 log

(
k1 + k2

k1

)
[dB], (34)

where the system’s overall rate RNNCNM = k1R
k1+k2

is given
in (23). As a result, the maximum value is � = 3 dB in
our configurations, where we have either k1 = k2 = 1 or
k1 = k2 = 2.

VI. NUMERICAL RESULTS AND DISCUSSIONS

Observe in Fig. 10 and Fig 11 that the system’s actual FER
performance curves are always between their upper bound and
lower bound. Thus, the upper and lower bounds may be used
to estimate the performance of other NNCNM systems, which
have a performance determined by extremely long simulations,
when a large transfer matrix is employed.

As seen in Fig. 12, the system’s performance suggested by
both the Monte-Carlo simulations and PALEM is identical,
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TABLE II: The main parameters of the NNCNM systems based on the G2×4 and G4×8.

Parameters G2×4 system G4×8 system
R[BPS] 1.0 (DQPSK), 0.5 (DBPSK) 1.0 (DQPSK), 0.5 (DBPSK)
Rc 0.5 0.5
K [iteration] 2 2
J [iteration] 30 30
L [bit] 106 106

M [user] 2 2
k1 [frame] 1 2
k2 [frame] 1 2
G G2×4 G4×8

RNNCNM [BPS] 0.5 (DQPSK), 0.25 (DBPSK) 0.5 (DQPSK), 0.25 (DBPSK)
DNNCNM 3 ≤ D2×4 ≤ 3 4 ≤ D4×8 ≤ 5
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Fig. 9: Network coding rate when the adaptive mechanism is
applied in the system.
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which validates the analysis presented in Section II-D and
Section II-E. As a result, the less complex PALEM may be
used to replace the Monte-Carlo simulations in evaluating the
NNCNM system’s performance. Moreover, in line with the
common logic, the more complex NNCNM system employing
the IrCC-URC-MSDD-aided-DQPSK FEC scheme exhibits
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Fig. 11: FER performance comparison between G2×4 and
G4×8 based systems employing the IrCC-URC-MSDD-aided-
DQPSK scheme and idealised/perfect D-DCMC-QPSK chan-
nel coding schemes and their corresponding bounds.

a slightly better performance for both the G4×8 and G2×4

scenarios in comparison to those of the NNCNM system using
the IrCC-URC-MSDD-aided-DBPSK FEC scheme as seen in
Fig. 12.

It can be seen from Fig. 10, Fig. 11 and Fig. 12 that
the difference in the diversity order of the G2×4 and G4×8

based systems, as specified in Section V-C, is reflected by the
different slope of the performance curves. As a benefit, the
G4×8-based system outperforms the G2×4-based arrangement
by about 3.1 dB to 3.3 dB at an FER of 10−3 in the scenarios
of using the D-DCMC as well as the IrCC-URC-DBPSK and
IrCC-URC-DQPSK channel coding schemes.

Another important result gleaned from both Fig. 10 and
Fig. 11 is that the performance of the NNCNM systems
using the idealised/perfect D-DCMC channel coding schemes
represents the best-case performance bound of all NNCNM
systems using realistic channel coding schemes, provided that
those schemes employ the same modulation scheme as well
as have the same equivalent data rate R.

Fig. 10 and Fig. 11 show the significant FERvsEbN0-
performance improvement of 18.0 dB to 19.0 dB at a FER
of 10−3 brought about by the employment of network coding,
when comparing the performance of the G4×8 based systems
to the corresponding single-link performance using the same
coding schemes. It can also be seen in Fig. 10 (Fig. 11) that the
performance of the G4×8 and G2×4-based systems using our
IrCC-URC-MSDD-aided-DBPSK(DQPSK) FEC scheme was
within 0.3 dB to 0.5 dB from that of the corresponding systems
relying on the assumption of using an idealised/perfect D-
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Fig. 12: FER performance comparison between G2×4/G2×4,Adaptive and G4×8/G4×8,Adaptive based systems employing
the IrCC-URC-MSDD-aided-DMPSK scheme and idealised/perfect D-DCMC-MPSK channel coding schemes along with the
corresponding the single link performance.

DCMC-BPSK(QPSK) capacity-achieving FEC channel coding
scheme. In addtion, as seen in Fig. 12, the performance
curves of the adaptive systems employing ideal/perfect coding
operating exactly at the D-DCMC-BPSK(QPSK) also exhibit
a distance of 0.3 dB to 0.5 dB from the curves charac-
terising the performance of the adaptive G2×4 and G4×8

based systems employing the realistic IrCC-URC-MSDD-
aided-DBPSK(DQPSK) coding scheme.

As expected, it can be seen in Fig. 12 that the adaptive
feedback-flag based mechanism of (30) provides a significant
Eb/N0-performance improvement in comparison to that of the
system operating without the adaptive mechanism. The attain-
able Eb/N0-improvement increases upon increasing Eb/N0.
More specifically, an Eb/N0-performance improvement of
1.4 dB and 2.5 dB is recorded at an FER = 10−3 when
applying the adaptive feedback-flag based mechanism for
the G4×8-based and for the G2×4-based system, respectively.
Upon increasing the Eb/N0, this improvement approaches its
maximum value of � = 3 dB, as suggested by our analysis in
Section V-D.

VII. CONCLUSIONS

In this contribution, we investigated new Near-capacity
Non-coherent Cooperative Network-coding aided Multi-
user (NNCNM) systems using our IrCC-URC-MSDD-aided-
DMPSK scheme. The achievable performance was bench-
marked against the corresponding systems employing the
idealised/perfect capacity-achieving FEC schemes assumed to
be operating exactly at the D-DCMC capacities. EXIT charts
were used to assist the design of NNCNM systems as well as
to compute the benchmarked D-DCMC-outage capacity. We
also derived the bounds of the NNCNM performance for the
sake of designing network coding. The less complex tech-
nique referred to as the Pragmatic Algebraic Linear Equation
Method (PALEM) was proposed to replace the Monte-Carlo
simulation. The performance of our proposed schemes was
within 0.3-0.5 dB from that of the corresponding systems
relying on the assumption of using an idealised/perfect D-
DCMC-BPSK(QPSK) capacity-achieving FEC scheme. We

considered the joint treatment of channel and network coding,
leading to a multiplexing gain, which has a maximum of
� = 10log(k1+k2

k1
) dB, i.e � = 3 dB in the configurations

considered.
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